Chapter 6

Abstract Spatialization
Backend Interface

The abstract spatialization backend interface can be thought of as an ab-
straction layer between spatialization resource management and spatializa-
tion backends. This concept is also known as a hardware abstraction layer,
but the backend is not necessary a piece of hardware, so that we do not want
to use this term.

The spatialization device interface is an abstract interface to spatializa-
tion devices (e.g., Acoustetron and PSFC [Amano et al., 1996]). This interface
ensures that the resource manager (and an application) does not need to be
changed if a new device is to be supported. Only a new spafialization device
driver, derived from a template, needs to be developed.

The interface informs the resource manager about number of spatializa-
tion channels, number of non-spatialization channels, spatialization channel
identifiers, non-spatialization channels, Doppler shift support, and volume
spatial resolution (e.g., minimum audible angles).

In the other direction the resource manager informs the spatialization
device about soundscape and system changes.

A second ahstract interface exists for audio channels. A channel can get
audio data from a MIDI synthesizer, a sound file player, or a port (e.g., mic).
If available, a channel {player device) returns to the spatialization resource
manager via the interface frequency and volume in normalized form (i.e.,
float between 0. and 1.). If a source is set inactive by the resource manager,
then the related channel can also be stopped.
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Figure 6.1: Spatialization device interface

6.1 Sound spatialization backends

The developed resource management was tested with different spatialization
backends. Backends differ in their way to spatialize sound, the provided
interface and realism. The developed algorithm for spatial sound resource
management tries to cover all kind of spatialization backends. As represen-
tatives for different classes of spatialization backends the following sections
introduce the PSFC, a loudspeaker array and the Acoustetron II, a HRTF-
based system. The eommon features are shown and a method to unify the
interfaces for the resource management.

6.1.1 Pioneer Sound Field Controller

The psFc, or Pioneer Sound Field Controller [Amano et al., 1996] [Amano
et al., 1998], is a DSP-driven hemispherical loudspeaker array, installed in
the Synthetic World Zone at the University of Aizu Multimedia Center, The
PSFC system features realtime configuration of an entire sound field, including
sound direction, virtual distance, and simulated environment (virtual room
characteristics: reverberation level, room size and liveness) for each of two
sources. It can also configure a dry (DSP-less) switching matrix for direct
directionalization. The PSFC speaker dome is about 10m in diameter, ac-
comtnodating about fifty simultaneous users and allowing about twenty users
at once to comfortably stand or sit near its sweet spot. Collocated with a
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large screen rear-projection stereographic display, the PSFC is intended for
advanced multimedia and virtual reality applications. The screen and some
of the speakers are shown in Figure 6.2,

'The PSFC can configure both the context and the content of a virtual
sound field: the context is the ambiance or presence — the room size, live-
ness, reflection pattern, and overall level; the content is the source direction
— azimuth, elevation, and suggested distance. The direct sound moves by
amplitude panning; the reflected sound moves by rotating the impulse re-
sponse; the reverberant sound is orientation-independent.

The hemispherical speaker array’s audio presentation is complemented
by the wide-screen visual presentation. The spatially immersive environment
provides a natural group experience, wide visual field-of-view, comfort (no
fatigue-inducing or cumbersome head-mounted display). Such a system can
be described as “roomware,” software for a room, putting the users inside
the computer [Brooks, 1997]. This notion is also related to the idea of an
“immobot,” an immobile robot that concentrates on attending and servicing
the needs of collocated human users, rather than the traditional robotic tasks
of exploration and manipulation of an external environment.

The psFC’s omnidirectional sound field complements the exaggerated vi-
sual display’s inadequacies for immersion.

Direct sound directionalization

Source direction is set by programming azimuth € and eclevation ¢ for each
of two independent source channels, which can move around with an update
cycle of less than 100 ms. The transfer functions for are interpolated at
the audio sampling rate {(and not at the slower control rate), avoiding recon-
struction (aliasing) problems. The signal is reproduced by three loudspeakers
surrounding the sound image, the level of each loudspeaker determined by
the distance between the projected image source and each loudspeaker,

Early reflection

Early reflection patterns were calculated via an image source model from
architectural drawings, modeling walls, ceiling and floor with characteris-
tic reflection coefficients to obtain intensity, celay, and direction param-
eters [Meyer et al, 1965] [Kendall and Martens, 1988]. The FIR filters,
room-related impulse responses, were generated by simulating transmission
through the solid angle subtended by the respective speakers. Rather than a
data-intensive, time-domain FIR filter (specifying amplitudes at a sampling
rate) or a frequency-domain FIR filter (multiplying the FFTs of the sources
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Pigure 6.2: Multimedia Center: Virtual Reality Zone
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Figure 6.3: Multimedia Center: Pioneer Sound Field Controller
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and transfer functions), early reflection modeling is implemented as a table of
discrete (potentially sparse) delay time/normalized level pairs, the reflection
being generated via a delay network. As implemented in the PSFc, early re-
flections are series of pure impulses, instead of the results of convolution with
a realistic wall response. To simplify the taps, reflection patterns were elided
(pruned) whenever the simulated amplitude fell below a certain thresheld or
when the reflection closely followed another stronger (masking) one. For each
of the two source signals, up to seven reflections are reproduced from each of
the twelve loudspeakers, for a total of 168. To correct the greater distance
between the lower ring of speakers and the center of the room compared to
the upper ring, delay is added to the signals bound for upper speakers.

Presence and ambiance: Room size, liveness, and reverberation
The perceived sound quality of the simulated sound field is an interaction of
programmed room size, liveness, and reverberation parameters.

Room size commands contribute to the perceived auditory spaciousness
of the simulated environment. The apparent distance of reflective walls can
be changed by varying the initial time gap (a.k.a. predelay) separating the
arrival time of the direct sound from that of the first early reflection between
0-500 ms for each source [Tohyama et al., 1995].

Overall volume is controlled by level, but control of the simulated en-
vironment’s liveness (i.e., how reflective the walls, floor, and ceiling are) is
accomplished by scaling the decay rate of simulated early reflections. The
room liveness parameter is a kind of time constant, which contributes to the
perceptual response characteristic termed “definition” [Rasch and Plomp,
1984]. Definition can be predicted from the ratio of the sound energy (sum
of squares of coefficients) of the first 50 ms of the impulse response (including
direct sound) to the total sound energy of the impulse response. As illus-
trated by Figure 6.4, the liveness also implicitly determines the level of the
following reverberation, since the reverberation level of each liveness value
was prescaled to ensure smooth continuity. Changes in room size and liveness
can be effected within a latency of 300 ms,

The reverberation level parameter contributes both to how spacious the
gimulated environment seems, and indirectly, to how distant the sources
seems. As discussed above, the reverberation level is scaled down if the
liveness is reduced. But for a given liveness, the apparent distance of the
sound source depends on the relationship between the level of the direct
sound and the level of indirect sound. For a given virtual room simulation,
varying the gain on a source relative to a fixed level of reverberant energy
provides a strong cue to source distance. The distance so-cued is called the
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Figure 6.4: Early reflections and reverberation

“indirect-to-direct ratio” (IDR). In the PSFc, the IDR is controlled by si-
multaneously scaling the output level (which includes direct, reflective, and
reverberant sound) and inversely adjusting the liveness (which includes only
indirect sound). For example, low gain and high liveness suggest a distant
source, while high gain and low liveness suggest a close source.

Exploiting the limited vesolution of human hearing, the reverberation
patterns are exponentially decayed noise filters, representing a Poisson dis-
tribution with time-increasing average {decreasing amplitude and increasing
density), independent of source position,

6.1.2 Acoustetron II: an HRTF-based system

The Acoustetron II, developed by Chrystal River Engineering, is based on
research at NASA Ames Research center [Foster et al,, 1991] [Begault, 1994,
p. 205-208)] and has its own API [CRE, 1994]. Sound sources are spatialized
using head-related transfer functions for headphones, The HRTFs in the sys-
tem are measured for a constant distance. The number of available spatial-
ization channels vary depending on number of installed convolution boards
(a typical configuration has 8 channels.) The system does not provide re-
verberation for distance cues or room impression. First-order reflection can
be configured for “shoe box” (rectangular prism) environments, where each
reflection takes up one spatialization channel. Doppler shift is supported.
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6.1.3 Mipr: simple spatialization

Simple spatialization can be performed within a MIDI synthesizer or tone
generator. Stereo panning and intensity control can give approximate spa-
tialization adequate for many applications. Moare advanced spatialization
would use pitch shift to implement the Doppler effect and mimicking inter-
aural time delays. Control over reverberation would allow better distance
cues and room effects. Further, occluder effects can be implemented through
simple filtering. Experiments of using pitch shift for interaural time delays
using two MIDI channels show problems regarding unpredictable time delays
in the execution of pitch shift commands [Ishikawa, 1999). Implementing
MIDI spatialization on the level of a synthesizer might solve those problems.

6.2 Specification

Table 6.1 lists abstract interface functions for spatialization backends, Not
all functions are listed, but only those related to the resource management
process. Details are documented in the manual of the Sound Spatialization
Framework {Herder, 1998].

Besides initialization and termination of a connection to a spatialization
backend, primary functions are for updating source and sink data. The
framerate for this updating process can be limited not to overburden the
spatialization backend. Listener movements are passed via the updateSink
function using sink location and orientation as parameters. Sound source
changes like location, direction, and intensity are passed by the function
updateSource,

6.3 Comparing the backend interfaces and uni-
fication

Table 6.2 shows which interface functions are used to implement the abstract
interface for several backends.

Neither the PSFC nor the MiDI backend have functions for sink positioning,
but the functionality can be achieved by translation of all sources.

6.4 Discussion of the features

Table 6.3 lists the different features of spatialization backends used within
the prototype of the framework. The table does not show the quality of
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| function | parameters | description
init number0fHeads | Initialize the spatialization
module and return the num-
ber of available mixels (spa-
tialization channels).
clese fromHead, Shutdown the spatialization
toHead module. This can be limited
to a range of of sinks using
the parameters fromHead
and toHead.
updateSource || sourcelndex, Update a sound source. If
location, the sourcelndex doesn’t
direction, exist yet, create a new
intensity sound source. The source
gain level is given using
the parameter intensity,
which is a normalized (0
R
updateSink sinklIndex, Update a sound sink. If
location, the sinkIndex dosn’t exist,
orientation a new sound sink is cre-
ated. The location is given
I in world coordinates.
removeSink sinkIndex Remaoves a sound sink from
the registered sinks.
Table 6.1: Abstract spatialization backend interface
| function | psrc MIDI | Acoustetron I |
initialize CL_PSFCinit MD.RESETALL~ cre_init
CONTROLLERS
update source || CL_Coordinates MD_PAN cra_locate_source
MD_CHANNELVOLUME | cre_amplify sourc
update sink CL_Coordinates MD_PAN cre.locate head
MD_CHANNELVOLUME | cre.mpdate_audio

Table 6.2: Comparison between

spatialization backend interfaces
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85
immersion which can be achieved with different backends.
| feature | Psrc | MIDI | Acoustetron 11 |
Doppler effect no 10 yes
mixels 2 16-32 8/12
output channels 14 2 9
distance cue yes yes yes
left /right localization yes yes yes
front/back localization | yes no yes
up/down localization yes no yes
participants 20 | limited by audio system 1

Table 6.3: Comparison between spatialization backend features
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