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## Preface

An oracle Turing machine is an algorithm that can utilize external information. Intuitively speaking, an oracle Turing machine is obtained by allowing a programmer to use special flow control statements of the following form.
if $u$ belongs to the oracle $/^{*} \Leftarrow$ this line is called a "query." */
$\qquad$
end-if $\quad /^{*} u$ is a bit string. */
A set of bit strings, called an oracle, is fixed previously to the computation of a given oracle Turing machine.

In this thesis, by extending the work of Dowd and that of Poizat, we study computational complexity of Boolean formulas with query symbols.

Main methodological features of this thesis are the following two points. First, we consider not only complexity of Turing machines but also complexity of arithmetical predicates. For this purpose, we introduce the concept of forcing complexity as an extension of Dowd's concept of t -generic oracles. The forcing complexity of an arithmetical predicate for a given oracle means the minimal size of a finite portion of the oracle that forces the predicate. An oracle with small forcing complexity of a given predicate is called a ceiling-generic oracle for the predicate. We present applications of forcing complexity and ceiling-generic oracles to the study of complexity of Turing machines. The results (a) and (b) in the following are shown by using forcing complexity and ceiling-generic oracles. Second, we use forcing methods not only for controlling a nondeterministic Turing machine but also for controlling the execution time of a while-loop of a deterministic Turing machine, by which we clarify the relationship between the $r$-query tautologies
and fundamental problems in the theory of computational complexity. The result (c) in the following is shown by using this method
(a) Clear-cut new proofs of previous results. We present an explicit example of a $\operatorname{coN} P[X]$-predicate $\varphi(X)(y)$ which has exponential forcing complexity for any oracle. By this example, we give a simpler alternative proof of Dowd's result about t-generic oracles. We also present a clear-cut proof of Dowd's result about $r$-generic oracles, by investigating oracles' hierarchy with respect to forcing complexity
(b) Results on Cohen-Feferman generic oracles. By investigating how existence of ceiling-generic oracles affects behavior of a CohenFeferman generic oracle, we show, for each positive integer $r$, that the following set is comeager in the Cantor space.

$$
\{X: \operatorname{coN} P[X] \nsubseteq N P[r T A U T[X]]\}
$$

(c) Control of while-loops by a forcing method. Bennet and Gill showed: "If $A$ is a random oracle then $T A U T[A] \notin P[A]$ with probability 1 ." We consider the problem whether the statement of the above fact remains true when we substitute $r T A U T[A]$ for $T A U T[A]$. For each positive integer $r$ and for each $r$-generic oracle $A$ (in Dowd's sense), we show the following formula:

$$
r T A U T[A] \equiv_{T}^{P} T A U T \oplus A
$$

The above formula is shown by constructing a deterministic algorithm whose while-loop's execution time is controlled by a forcing method. Consequently, we have that the following two assertions are equivalent.
(1) If $A$ is a random oracle then $r T A U T[A] \notin P[A]$ with probability 1 .
(2) The unrelativized classes $R$ and $N P$ are not identical.
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## Chapter 1

## Introduction

### 1.1 Forcing complexity and

historical background
Various researchers have suggested concepts that measures computational complexity of mathematical objects; for example, polynomial time Turing reducibility, Kolmogorov complexity, circuit complexity and KarchmerWigderson's communication complexity, and so on. However, we still have a variety of mathematical objects whose nature of computational complexity is unknown.

Arithmetical forcing was introduced by Feferman [14] soon after Cohen's independence proofs in set theory [10, 11]. Since Hinman's work [16], arithmetical forcing has been studied in recursion theory. For example, see Jockusch [18] or Odifreddi [24]. Later, arithmetical forcing and its variations were used as tools to study $P=? N P$ question by some people. Typical examples are Dowd [12, 13], Ambos-Spies et al. [2], Poizat [26] and Blum and Impagliazzo [7]. Among them, Dowd investigated the relationship between uniform machines and $N P=$ ?coN $P$ question. For this purpose, he
studied the relativized propositional calculus by investigating the minimal size of the forcing condition that forces a given formula. More precisely, he investigated an extension of the propositional calculus that has query symbols for a given oracle. Then, he studied the concept of an oracle such that if a given formula of the relativized propositional calculus is a tautology with respect to the oracle then (under certain assumption) there exists a small finite portion of the oracle that forces the formula, where "small" means polynomial size and "forces" means that the formula is a tautology with respect to any oracle extending the finite portion. We may call such an approach initiated by him "forcing complexity."

More formally speaking, we have the following definition, where we identify an oracle with its characteristic function; thus, a finite portion of a given oracle means a function obtained from the characteristic function by restricting the domain to a finite set of bit strings. A finite portion of an oracle is often called a forcing condition, or a condition. In the following, for a set $X, \operatorname{Card}(X)$ denotes its cardinality.

Definition 1.1 Let $X$ be a unary predicate symbol denoting membership to a given oracle and $y$ be a variable for a bit string. Assume that $\varphi(X)(y)$ is an arithmetical predicate (or, a functional).

1. Suppose that $S$ is a forcing condition and that $A$ is either a forcing condition or an oracle. We say " $A$ is an extension of $S$ " and write " $S \sqsubseteq A$ " if we have $\operatorname{dom}(S) \subseteq \operatorname{dom}(A)$ and $S(u)=A(u)$ for all $u \in \operatorname{dom}(S)$.
2. ([26]. See also Tanaka and Kudoh [31]) $\varphi(X)(y)$ is finitely testable (or, test fini) if there exists a function $f: \mathbb{N} \rightarrow \mathbb{N}$ such that for every
1.1. FORCING COMPLEXITY AND HISTORICAL BACKGROUND 3 oracle $A$, every natural number $n$ and every bit string $u$ of length $n$, $\varphi(A)(u)$ holds if and only if $\varphi(A \mid f(n))(u)$ holds, where we temporarily define the oracle $A \mid f(n)$ as follows: we have $(A \mid f(n))(u)=A(u)$ for each bit string $u$ of length at most $f(n)$, and $(A \mid f(n))(u)=0$ for all $u$ such that $|u|>f(n)$.
3. We say "a condition $S$ forces $\varphi(X)(u)$," where $u$ is a given bit string, if $\varphi(A)(u)$ holds for any oracle $A$ such that $S \sqsubseteq A$.
4. (Suzuki [30]) Assume that $\varphi(X)(y)$ is finitely testable. Assume that $A$ is an oracle. The forcing complexity of $\varphi(X)(y)$ relative to $A$ is a function $f: \mathbb{N} \rightarrow \mathbb{N}$ such that for each natural number $n, f(n)$ is the least number $k \in \mathbb{N}$ of the following property: for any bit string $u$ of length $n$, if $\varphi(A)(u)$ is true then $A$ has a finite portion $S$ of size at most $k$ such that $S$ forces $\varphi(X)(u)$ : in other words, the cardinality of $\operatorname{dom}(S)$ is at most $k$ and for any oracle $B$ extending $S, \varphi(B)(u)$ is true. If $f$ is the forcing complexity of $\varphi(X)(y)$ relative to $A$ and $n$ is a natural number, the value $f(n)$ is called the forcing complexity of $\varphi(X)(y)$ relative to $A$ at $n$, which is denoted by the following:
$\operatorname{FC}(\varphi(X)(y), A, n) . \square$

The author believes that the study of forcing complexity by Dowd is important; it is an interesting example of a study that bridges over computational complexity and set theory. However, the author also feels that Dowd's proofs $[13, \S 3, \S 4]$ are not necessarily easy to understand. Among them, the difficulty of Dowd's proof of nonexistence of $t$-generic oracles is
pointed out in the introduction of Suzuki [28]. We discuss this matter in the next section

### 1.2 Motive for the study:

## the existential problem

## of $t$-generic oracles

Although we shall present precise definitions in the next chapter, let us review some of them in an informal manner. The relativized propositional calculus is an extension of the propositional calculus. We get the former by adding a countable set $\left\{\xi^{n}\left(q_{1}, \ldots, q_{n}\right): n \geq 1\right\}$ of connectives to the latter. Roughly speaking, $\xi^{n}\left(q_{1}, \ldots, q_{n}\right)$ asserts that a certain binary sequence, of length less than $n$, associated to the given bit string $q_{1} \cdots q_{n}$ belongs to the oracle that we are considering. Suppose that $r$ is a positive integer. A relativized formula is called an $r$-query formula if it has just $r$-many occurrences of additional connectives. For each oracle $A, T A U T[A]$ denotes the collection of all (binary representations of) relativized formulas that are tautologies with respect to $A$. For each positive integer $r, r T A U T[A]$ denotes the collection of all (binary representations of) $r$-query formulas that are tautologies with respect to $A$. An oracle $G$ is called $t$-generic [13] if every relativized tautology with respect to $G$ is forced by a polynomial sized portion of $G$

Dowd's Lemma 7 ([13, Lemma 7]) t-generic oracles do not exist.
Dowd proved the above lemma by using the following lemma. His expression $M^{X}$ is, in our notation, $M[X]$. Similarly, $\mathcal{N}$ is $\{0,1\}^{*}$ : we denote the collection of all bit strings of finite length by $\{0,1\}^{*}$, as in the textbook
on computational complexity by Balcázar et al. [5]. (On the other hand, Kunen's textbook on set theory [20] denotes this collection by $<\omega 2$.) For each natural number $n,\{0,1\}^{n}\left(={ }^{n} 2\right)$ and $\{0,1\}^{\leq n}\left(==^{\leq n} 2\right)$ are similarly defined. It is easily verified that the cardinality of $\{0,1\}^{\leq n}$ is $2^{n+1}-1$ for each natural number $n$. Recall that a language $A$ is called sparse if there exists a polynomial $p$ such that for each natural number $n, \operatorname{Card}\left(A \cap\{0,1\}^{\leq n}\right) \leq p(n)$.

Citation 1.1 ([13, Lemma 6])
Lemma If a deterministic polynomial time oracle machine $M^{X}$ accepts all its inputs with respect to a $t$-generic oracle $G$, then it is forced to do so by a sparse set of queries. That is, there is a partial function $Y$ from $\mathcal{N}$ to $\{0,1\}$ satisfying $Y \sqsubseteq G$ whose domain is sparse, which forces $\forall x M^{X}(x)$.

Proof. The relativized formula asserting that "on all inputs of length $\leq n$ the machine $M$ accepts" is a tautology with respect to the oracle $G$ for every $n$, and its length is bounded by a polynomial in $n$. Therefore the $n$th is forced by a set $W_{n}$ of queries to $G$ of size polynomial in $n$. Let $W=\bigcup\left\{W_{n}: n\right.$ is a power of 2$\}$. Then $W$ is sparse, and forces the statement. $\square$

Careful readers may hesitate, because the following assertion is false, by a counter example below

Assertion 1.1(false) Suppose that $p$ is a polynomial, and that for each positive integer $n, D_{n}$ is a subset of $\{0,1\}^{\leq p(n)}$ such that $\operatorname{Card}\left(D_{n}\right) \leq p(n)$. Let $D=\bigcup\left\{D_{n}: n\right.$ is a power of 2$\}$. Then $D$ is sparse. $\square$

Example 1.1 [28] For each natural number $n \geq 2$, let $k(n)$ be the largest natural number $k$ such that $2^{k+1}-1 \leq n$. For each $n$, let $D_{n}=\{0,1\} \leq k(n)$.

Let $D=\bigcup\left\{D_{n}: n\right.$ is a power of 2$\}$. Then, for each $n \geq 2, D_{n}$ is a subset of $\{0,1\}^{\leq n}$ and $\operatorname{Card}\left(D_{n}\right)$ is at most $n$. However, we have $D=\{0,1\}^{*}$. $\square$

Nevertheless, Dowd's Lemma 7 is right. An alternative proof of this lemma is given in Chapter 3 of this thesis.

Remark. One significance of Dowd's Lemma 7 is that it implies the following result about uniform machines.

Dowd's Theorem 8 ([13, Theorem 8]) If $M[X]$ is a nondeterministic oracle machine uniformly accepting TAUT $[X]$ (i.e. if for every oracle $A$, we have $\operatorname{Lang}(M[A])=\operatorname{TAUT}[A])$, then for every oracle $A, M[A]$ does not halt in polynomial time.

### 1.3 Aim of this thesis

In this thesis, by extending techniques in [13] and those in [26], we study computational complexity of $\operatorname{TAUT}[A]$ and $r T A U T[A]$. In particular, we investigate the case where $A$ is a Cohen-Feferman generic oracle and the case where $A$ is a random oracle.

- Clear-cut new proofs of previous results. We begin our study by giving explicit alternative proofs of Dowd's results.

In [28], forcing complexity of an arbitrary finitely testable arithmetical predicate was investigated, and the concept of ceiling-generic oracles was introduced. An oracle is called ceiling-generic with respect to a given arithmetical predicate if the forcing complexity of the arithmetical predicate relative to the oracle is at most polynomial. In [28, $\S 3]$, by using the concept of ceiling-generic oracles, an alternative proof of a weak version of Dowd's Lemma 7 was given. In [30], an explicit example of a coNP[X]predicate $\varphi(X)(y)$ with the following property was given: for each oracle $A$
and for each positive integer $n$, a lower bound for its forcing complexity is (uniformly) given as follows.

$$
\mathrm{FC}(\varphi(X)(y), A, n) \geq \frac{2^{n-1}-n+1}{n} .
$$

By this example and the argument in [28, §3], an alternative proof of Dowd's Lemma 7 is immediately derived. We present this example in Chapter 3.

By the way, Dowd also introduced weak versions of the notion of t generic oracles. Suppose that $r$ is a positive integer. An oracle $G$ is called an $r$-generic oracle (in Dowd's sense), if it satisfies the definition of a tgeneric oracle with $r$-query tautology in place of tautology.

Dowd's Theorem 10 ([13, Theorem 10]) Suppose that $r$ is a positive integer. Then, r-generic oracles in the sense of Dowd form a measure one set in the Cantor space.

The following was also shown in [13].
Fact 1.1 (section 4 of [13]). The class of all r-generic oracles (in Dowd's sense) is meager in the Cantor space. Further, this class is closed under finite changes i.e. if $A$ is $r$-generic and $B(u)=A(u)$ for all but finitely many bit strings $u$ then $B$ is also $r$-generic. $\square$

In Chapter 4, we explain what is difficult in Dowd's proof of his Theorem 10. By investigating oracles' hierarchy with respect to forcing complexity, we present a modified, clear-cut proof of Dowd's Theorem 10. We hope our exposition help the reader understand the pioneering work of Dowd. The contents of Chapter 4 is based on a section of [30].

- Results on Cohen-Feferman generic oracles. Recall the wellknown result (Mehlhorn [23], [26] and [13]) that the following class of oracles
is comeager (i.e. the class contains almost all oracles in topological sense):

$$
\{X: P[X] \neq N P[X]\}
$$

The above result was strengthened in [28] ; we discuss this matter in Chapter 5. That is, we investigate how existence of ceiling-generic oracles affects behavior of a Cohen-Feferman generic oracle, by which we show that the following is comeager, where $r$ is an arbitrary positive integer:

$$
\{X: \operatorname{coN} P[X] \nsubseteq N P[r T A U T[X]]\} .
$$

Chapter 6 and Chapter 7 are devoted to studying random oracles.

- One-query versus one-question. In Chapter 6, we investigate, among others, whether for a random oracle $A$, the set of one-query tautologies relative to $A$ is one-question truth-table reducible to $A$. We present negative answer, i.e. it is not one-question truth-table reducible to $A$ with probability one.
- Control of while-loops by a forcing method. In Chapter 7, we investigate the relationship between the $r$-query tautologies and fundamental questions in the theory of computational complexity. In [6], Bennet and Gill showed that if $A$ is a random oracle then $P[A] \neq N P[A]$ with probability 1. Since $T A U T[A]$ is a $\operatorname{coNP}[A]$-complete set for an arbitrary oracle $A$, we obtain the following as its direct corollary

If $A$ is a random oracle then $T A U T[A] \notin P[A]$ with probability 1 .
The above statement means that the class of all $A$ such that $T A U T[A] \notin$ $P[A]$ has Lebesgue measure one in the Cantor space. We consider the problem whether the statement of the above fact remains true when we
substitute $r T A U T[A]$ for TAUT[A]. In Suzuki [29], by extending Dowd's work about $r$-generic oracles, it was shown that for each positive integer $r$ and for each $r$-generic oracle $A$ (in Dowd's sense), we have the following:

$$
r T A U T[A] \equiv_{T}^{P} T A U T \oplus A .
$$

The above formula was shown by constructing a deterministic algorithm whose while-loop's execution time is controlled by a forcing method. By using the above formula, it was also shown in [29] that the following two assertions are equivalent
(1) If $A$ is a random oracle then $r T A U T[A] \notin P[A]$ with probability 1
(2) The unrelativized classes $R$ and $N P$ are not identical.

Recall that $P \subseteq R \subseteq N P$. In Chapter 7, we present proofs of the above results.

## Chapter 2

## Preliminaries

In this chapter, we review basic concepts relating to the following subjects.

- Computational complexity.
- Random oracles and Cohen-Feferman generic oracles.
- The relativized propositional calculus.


### 2.1 Guide to this chapter

An oracle Turing machine is an algorithm that can utilize external information. Intuitively speaking, an oracle Turing machine is obtained by allowing a programmer to use special flow control statements of the following form.

```
    /* u is a bit string. */
    if u belongs to the oracle /* & this line is called a "query." */
        then ... ; else
    end-if
```

A set of bit strings, called an oracle, is fixed previously to the computation of a given oracle Turing machine. We assume an oracle Turing machine can get the correct answer for each query. More formally, an oracle Turing machine is defined as a multitape Turing machine $M$ with the following three properties [5]. First, $M$ has a distinguished work tape which is called a query tape. Second, $M$ has three distinguished states: $Q U E R Y, Y E S$ and $N O$. Third, for a given oracle $A$ and a given input, $M$ works as follows: at some steps of computation, $M$ may transfer into the state $Q U E R Y$; let $u$ be the bit string currently appearing on the query tape; if $u$ belongs to the oracle $A$ then $M$ transfers into the state $Y E S$; otherwise, $M$ transfers into the state $N O$.

Each recursive function is computed by a Turing machine; likewise, for a given oracle $A$, each function recursive in $A$ is computed by an oracle Turing machine with the oracle $A$.

By substituting oracle Turing machines for usual Turing machines in the definition of the computational complexity class $P$, we get the relativized computational complexity class $P[X]$. That is, $P[X]$ denotes the set of all languages recognized by a polynomial time-bounded deterministic oracle Turing machine with the oracle $X$. Likewise, we get the relativized classes $N P[X]$ and $c o N P[X]$. Although $P=$ ? $N P$ problem is a very hard problem, many results about the relativized version of this problem are known. For example, it is well-known that (Baker et al. [3]) there exist oracles $A$ and $B$ such that $P[A]=N P[A]$ and $P[B] \neq N P[B]$. There are important relationships between unrelativized complexity classes (i.e. $P, N P$, etc.) and relativized complexity classes (i.e. $P[X], N P[X]$, etc.) relative to "the majority" of oracles.

There are two well-known approach to formalize the concept of "the
majority" of oracles, i.e. "almost all" oracles. The one is a probabilistic formalization in which, for a given class $\mathcal{K}$ of oracles, we consider $\mathcal{K}$ contains almost all oracles if $\mathcal{K}$ has Lebesgue measure one. The other is a topological formalization in which we consider a given class $\mathcal{K}$ contains almost all oracles if $\mathcal{K}$ is comeager. While the concept of random oracles plays an important role in the probabilistic approach, the concept of Cohen-Feferman generic oracles plays an important role in the topological approach.

As we stated in the previous paragraph, there are important relationships between unrelativized complexity classes and relativized complexity classes relative to "the majority" of oracles. For example, if the set of all oracles $X$ such that $P[X] \neq N P[X] \cap \operatorname{coN} P[X]$ is comeager, then there exists a Cohen-Feferman generic oracle $G$ such that $P[G] \neq N P[G] \cap \operatorname{coNP}[G]$, and hence, by [7, Theorem 2.3], we have $P \neq N P$ (unrelativized). Moreover, in Chapter 7, we show the relationship between random oracles and unrelativized complexity classes.

By the way, recall that many assertions about graphs and Turing machines can be interpreted as assertions about the propositional calculus. In particular, $S A T$, the set of satisfiable formulas of the propositional calculus, is an important example of a $N P$-complete set.

### 2.2 Computational complexity

Sets and functions. The set of all natural numbers is denoted by $\mathbb{N}=\{0,1,2, \ldots\}$. For a function $f$ and a set $D \subseteq \operatorname{dom}(f), f \upharpoonright D$ denotes the restriction of $f$ to $D$. For a set $A, \operatorname{Card}(A)$ denotes its cardinality. If two sets $A$ and $B$ are disjoint (i.e. $A \cap B=\emptyset$ ), we often write " $A+B$ " to denote their union instead of " $A \cup B$," and we call $A+B$ the disjoint
union of $A$ and $B$. The union of two given functions means the function whose graph is the union of the graphs of the two functions. If $f$ and $g$ are functions such that $\operatorname{dom}(f) \cap \operatorname{dom}(g)=\emptyset$, then we often write " $f+g$ " instead of " $f \cup g$ " to denote their union.

Oracles. The set of all bit strings is denoted by $\{0,1\}^{*}$. Let $\lambda$ be the empty string. We order all bit strings in lexicographic order:
$\lambda, 0,1,00,01,11,000,001,$.
The $(n+1)$ st string in this list is denoted by $z(n)$. For example, $z(0)=\lambda$ and $z(1)=0$. A subset of $\{0,1\}^{*}$ is called an oracle or a language, according to the context. We identify an oracle with its characteristic function; thus, an oracle is a function from $\{0,1\}^{*}$ to $\{0,1\}$. The class of all oracles is denoted by $\mathcal{C}$. When we talk about Lebesgue measure and topology of $\mathcal{C}$, we consider the class $\mathcal{C}$ to be the Cantor space by identifying each natural number $n$ with $z(n) \in\{0,1\}^{*}$.

Suppose that $A$ and $B$ are oracles. $A \oplus B$ denotes the join of $A$ and $B$. The only one important property of the join is that its polynomial time many-one degree is the supremum of those of $A$ and $B$. According to the textbook of complexity theory [5], we adopt the language $\{u 0: u \in$ $A\} \cup\{v 1: v \in B\}$ as a formal definition of the join; of course, there are different ways to define the join (see e.g. Rogers [27]). $P[A]$ denotes the set of all oracles which are polynomial time Turing reducible to $A$. " $A \equiv_{T}^{P} B$ " means that $A$ and $B$ are polynomial time Turing equivalent. " $A \equiv B$ (mod. finite)" means that the following set is finite : $\left\{x \in\{0,1\}^{*}: A(x) \neq B(x)\right\}$. Suppose that $M[X]$ is an oracle Turing machine and that $A$ is an oracle. Then, $\operatorname{Lang}(M[A])$ denotes the language accepted by the machine $M[X]$ with the oracle $A$.
2.3. RANDOM ORACLES AND GENERIC ORACLES

Complexity classes. For each oracle $A$, Book [8] introduced the computational complexity class $N P Q U E R Y[A]$ as follows. A language $B$ belongs to NPQUERY[A] if $B=\operatorname{Lang}(M[A])$ for some nondeterministic oracle machine $M[X]$ such that $M[X]$ uses a polynomial amount of work space and make a polynomial number of queries to associated oracle in each computation. It was shown in Balcázar et al. [4] that for any oracle $A$, $N P Q U E R Y[A]=N P[Q B F \oplus A]$, where $Q B F$ is a well-known PSPACEcomplete set.

A language $L$ belongs to the computational complexity class $R$ if and only if there exists a probabilistic polynomial time Turing machine $M$ and a positive constant $\varepsilon<1 / 2$ such that (1) and (2) below hold for every bit string $u$ :
(1) $u \in L$ if and only if $\operatorname{Prob}[M$ accepts $u] \geq(1 / 2)+\varepsilon$,
(2) $u \notin L$ if and only if $\operatorname{Prob}[M$ accepts $u]=0$.

It is well known that $P \subseteq R \subseteq N P$. See [5] for more about computational complexity and oracle Turing machines. For the Cantor space and arithmetical predicates, see [27].

### 2.3 Random oracles and generic oracles

Random oracles. Suppose that for each bit string, we decide whether the bit string belongs to an oracle $A$ or not by tossing a fair coin. Then, $A$ is called a random oracle (Bennet and Gill [6]).

The reader would think that the concept of random oracles is a little bit strange term; in fact, by the above classical definition of random oracles, we do not have defined "the set of all random oracles" as a particular subset of
the Cantor space but have defined a probability distribution on the Cantor space. This probability distribution is the exactly same thing as Lebesgue measure on the Cantor space. Thus, a statement of the following form (1) means the statement (2) below it.
(1) "If $A$ is a random oracle, then the assertion $\cdots$ holds with probability one."
(2) "The set of all oracles $A$ for which the assertion $\cdots$ holds has Lebesgue measure one in the Cantor space."

In Bennet and Gill [6], it was shown that if $A$ is a random oracle, then we have $P[A] \neq N P[A]$ with probability one

Cohen-Feferman generic oracles. A function $S$ is called a forcing condition (condition, for short) if $\operatorname{dom}(S)$ is a finite subset of $\{0,1\}^{*}$ and we have $\operatorname{ran}(S) \subseteq\{0,1\}$. A collection $D$ of conditions is called dense if for every condition $S$, there exists a condition $T \in D$ such that $S \sqsubseteq T$. An oracle $G$ is called a Cohen-Feferman generic oracle (or, a generic oracle) if for any collection $D$ of conditions such that $D$ is arithmetical and dense, there exists a condition $S$ such that $S \in D$ and $S \sqsubseteq G$. Such definitions of dense sets and generic oracles appear e.g. in Definition 1.1 of [7]. It is well-known that the collection of all Cohen-Feferman generic oracles form a comeager set in the Cantor space $[16,12]$. And, it is known that if $G$ is a Cohen-Feferman generic oracle, then we have $P[G] \neq N P[G]$; for a proof of this fact, see [13, 26, 7].

For general knowledge about the theory of forcing, see standard textbooks of axiomatic set theory [17, 20].

### 2.4 The relativized propositional calculus

In this section, by introducing new notation, we review concepts relating to the relativized propositional calculus, such as the connective $\xi^{n}\left(q_{1}, \ldots, q_{n}\right)$, the Boolean function $A^{n}\left(q_{1}, \ldots, q_{n}\right)$, t-generic oracles and $r$-generic oracles.

Convention: $\operatorname{Str}(n)$. Suppose that $n$ is a positive integer. We define a set $\operatorname{Str}(n)$ of bit strings as follows.

$$
\begin{aligned}
\operatorname{Str}(n) & =\text { def. }\left\{z(m): 0 \leq m \leq 2^{n}-1\right\} \\
& =\{0,1\}^{\leq n-1} \cup\left\{0^{n}\right\} .
\end{aligned}
$$

The relativized propositional calculus. Let $m$ be a natural number such that $0 \leq m \leq 2^{n}-1$. Note that $z\left(2^{n}-1+m\right)$ is a bit string of length $n$. Then, let $z_{j}^{(n, m)}$ be the $j$ th bit of the string $z\left(2^{n}-1+m\right)$ (for $j=1, \ldots, n)$ : that is, $z\left(2^{n}-1+m\right)=z_{1}^{(n, m)} \cdots z_{n}^{(n, m)}$. We use the auxiliary symbol $z_{j}^{(n, m)}$ only in this section. Let $A$ be an oracle. Intuitively speaking, $A^{n}$ denotes the $n$-ary Boolean function such that the following diagram commutes, where " $\simeq$ " means the isomorphism with respect to lexicographic order i.e. $z\left(2^{n}-1+m\right) \mapsto z(m)$.

|  | $A^{n}$ |
| ---: | :--- |
|  | $\{0,1\}^{n}$ |
| $\simeq$ | $\longrightarrow \quad\{0,1\}$ |
|  |  |
|  |  |
| $\operatorname{Str}(n)$ |  |

More formally, for each natural number $m$ such that $0 \leq m \leq 2^{n}-1$, we define $A^{n}\left(z_{1}^{(n, m)}, \ldots, z_{n}^{(n, m)}\right)$ as to be $A(z(m))$. This rather obscure definition
of $A^{n}$ is forced on us in place of the more direct $A^{n}\left(u_{1}, \ldots, u_{n}\right)=A(u)$, because we want that the information contained in $A^{n}$ be preserved in $A^{n+1}$, and also because a predicate in a tautology must have a definite number of arguments. The corresponding string $z(m)$ is very simply obtained from the bit string $u=z_{1}^{(n, m)} \cdots z_{n}^{(n, m)}$ : if $u$ is $0^{n}$ then $z(m)=\lambda$; otherwise, first, delete from $u$ the first 1 from the left and all the 0 's at its left, then the resulting string is $z(m-1)$, and $z(m)$ is easily obtained.

We introduce an $n$-ary connective $\xi^{n}\left(q_{1}, \ldots, q_{n}\right)$, where $q_{j}$ 's are propositional variables. For a given oracle $A$, we interpret the connective $\xi^{n}$ to the Boolean function $A^{n}$. The relativized propositional calculus [13] is a system obtained by adding the set of connectives $\left\{\xi^{n}: n=1,2,3, \ldots\right\}$ to the propositional calculus. A formula of the relativized propositional calculus is often called a relativized formula; it is called a query free formula if it has no occurrence of $\xi^{n}$ 's.
$r$-query tautologies. Suppose that $r$ is a positive integer. We consider a relativized formula with $r$ occurrences of additional connectives; at the expense of adding dummy variables, it can be put in the form:

$$
\left[\left(a_{1} \Leftrightarrow \xi^{n_{1}}\left(q_{1,1}, \ldots, q_{\left.1, n_{1}\right)}\right)\right) \wedge \cdots \wedge\left(a_{r} \Leftrightarrow \xi^{n_{r}}\left(q_{r, 1}, \ldots, q_{r, n_{r}}\right)\right)\right] \Rightarrow H
$$

where $H$ is a query free formula and $a_{i}$ 's and $q_{i, j}$ 's are propositional variables. According to the terminology of [13], we call a relativized formula of the above form an $r$-query formula. Note that it is only the number $r$ of queries which is relevant to this definition, not their length $n_{1}$, $\ldots, n_{r}$.
For an oracle $A, \operatorname{TAUT}[A]$ is the set of all (binary representations of) relativized formulas that are tautologies with respect to $A$. $r T A U T[A]$ is the set of all (binary representations of) $r$-query formulas that are tautologies with respect to $A$. Each member of $r T A U T[A]$ is called an $r$-query tautology
with respect to $A$. Moreover, by TAUT, we denote the collection of all (binary representations of) tautologies of usual propositional calculus. Let $X$ be a unary predicate symbol denoting membership to a given oracle and $y$ be a variable for a bit string. Membership to the set TAUT[X] is expressed by an arithmetical predicate, that we denote $\operatorname{TAUT}(X)(y)$. For each $r$, a predicate $r \operatorname{TAUT}(X)(y)$ is similarly defined. As is wellknown, $\operatorname{TAUT}[X]$ is uniformly $\operatorname{coNP}[X]$-complete $[13, \mathrm{p} .68]$ : that is, for any polynomial time-bounded nondeterministic oracle Turing machine $M[X]$, there exists a function $f$ such that $f$ is polynomial time computable (without an oracle) and for any oracle $A$ and for any bit string $u, M[A]$ rejects $u$ if and only if $f(u)$ belongs to $T A U T[A]$
$r$-generic oracles. Suppose $F$ is a relativized formula. We say "a forcing condition $S$ forces that $F$ is a tautology" if $F$ is a tautology with respect to any oracle $A$ that is an extension of $S$. We also say " $S$ forces $F \in T A U T[X]$," or more simply, we say " $S$ forces $F$." An oracle $A$ is called a $t$-generic oracle [13] if there exists a polynomial $p$ such that for any formula $F \in T A U T[A]$, there exists a finite portion $S \sqsubseteq A$ such that the size of (the domain of) $S$ is at most $p(|F|)$ and $S$ forces $F$. Suppose $r$ is a positive integer. An oracle $A$ is called an $r$-generic oracle (in Dowd's sense) [13] if it satisfies the definition of a t-generic oracle with $r T A U T[A]$ in place of $T A U T[A]$. Of course, this concept of $r$-generic oracles is completely different from the concept of Cohen-Feferman generic oracles. The relationship of these two concepts of generic oracles is studied in [13, Theorem 12] and in $[28, \S 4]$. That is, [13, Theorem 12] says that any Cohen-Feferman generic oracle is not 1-generic in Dowd's sense. The contents of $[28, \S 4]$ is discussed in Chapter 5 of this thesis. Throughout this article, an " $r$-generic oracle" means that in Dowd's sense.

Convention: $\triangle^{(n, i)}[S]$. For each natural numbers $i$ and $j$, we reserve the propositional variables $a^{(i)}$ and $q_{j}^{(i)}$ for special usage. Suppose that $S$ is a forcing condition whose domain is a subset of $\operatorname{Str}(n)$. For each bit string $z(m) \in \operatorname{dom}(S)$, let $c_{S}^{(n, m)}$ be the value of $S(z(m))$; in other words, $c_{S}^{(n, m)}$ is the value of $S^{n}\left(z_{1}^{(n, m)}, \ldots, z_{n}^{(n, m)}\right)$. We use the auxiliary symbol $c_{S}^{(n, m)}$ in this paragraph only. Then, for each natural number $i$, we define a query free formula $\triangle^{(n, i)}[S]$ as follows, where $m$ varies over all $m$ such that $z(m) \in \operatorname{dom}(S)$. (cf. $\hat{S}_{1}$ in [13, p.71].)

$$
\begin{aligned}
& \triangle^{(n, i)}[S] \equiv_{\text {def. }} \\
& \quad \bigwedge_{m}\left(\left[\left(q_{1}^{(i)} \Leftrightarrow z_{1}^{(n, m)}\right) \wedge \cdots \wedge\left(q_{n}^{(i)} \Leftrightarrow z_{n}^{(n, m)}\right)\right] \Rightarrow\left(a^{(i)} \Leftrightarrow c_{S}^{(n, m)}\right)\right)
\end{aligned}
$$

Then, for any oracle $A$, the necessary and sufficient condition for " $S \sqsubseteq A$ " is that the following relativized formula is a tautology with respect to $A$.

$$
\left(a^{(i)} \Leftrightarrow \xi^{n}\left(q_{1}^{(i)}, \ldots, q_{n}^{(i)}\right)\right) \Rightarrow \triangle^{(n, i)}[S] .
$$

In particular, if the domain of $S$ is $\{0,1\}^{n}$, then $S$ forces the following formula.

$$
\left(a^{(i)} \Leftrightarrow \xi^{n}\left(q_{1}^{(i)}, \ldots, q_{n}^{(i)}\right)\right) \Leftrightarrow{\triangle^{(n, i)}}[S] .
$$

## Chapter 3

## t-generic Oracles

In this chapter, we present an explicit example of a $\operatorname{coNP}[X]$-predicate $\varphi(X)(y)$ with the following property: for each oracle $A$ and for each positive integer $n$, a lower bound for its forcing complexity is (uniformly) given as follows.

$$
\mathrm{FC}(\varphi(X)(y), A, n) \geq \frac{2^{n-1}-n+1}{n}
$$

By this example, an alternative proof of Dowd's Lemma 7 is immediately derived.

Dowd's Lemma 7 ([13, Lemma 7]) t-generic oracles do not exist.

### 3.1 Ceiling-generic oracles

To explain our motive for the argument, we first show a weak version of Dowd's Lemma 7

Definition 3.1 Suppose that $\varphi(X)(y)$ is an arithmetical predicate, where $X$ is a unary symbol denoting membership to a given oracle, and $y$ is a variable for a bit string.

1. ([26]. See also [31]) For each oracle $A, \varphi[A]$ denotes the set $\{u \in$ $\left.\{0,1\}^{*}: \varphi(A)(u)\right\}$.
2. ([28]) Suppose that $\varphi(X)(y)$ is finitely testable, $G$ is an oracle, and $f$ is a function from $\mathbb{N}$ to $\mathbb{N}$. $G$ is $f$-ceiling-generic for $\varphi(X)(y)(f$ -$c$-generic for $\varphi(X)(y)$, for short), if for each natural number $n$, we have

$$
\mathrm{FC}(\varphi(X)(y), G, n) \leq f(n)
$$

$G$ is ceiling-generic for $\varphi(X)(y)$ (c-generic for $\varphi(X)(y)$, for short), if there exists a polynomial $p$ such that $G$ is $p$-ceiling-generic for $\varphi(X)(y) . \square$

The following is a weak version of Dowd's Lemma 7
Lemma 3.1 The set of all $t$-generic oracles has Lebesgue measure zero in the Cantor space.

Proof: ([28]) The oracle-dependent language CORANGE[X] is wellknown among the reader of Bennet and Gill [6]. We express membership to this language by a predicate $\operatorname{CORANGE}(X)(y)$. More precisely, the predicate CORANGE $(X)(y)$ is defined as the following assertion:

$$
" \neg \exists u \text { such that } y=X(u 1) X(u 10) X(u 100) \cdots X\left(u 10^{|u|-1}\right) . "
$$

Note that $y$ and $u$ in the above assertion have the same length, and hence the above assertion is finitely testable. Recall that TAUT $[X]$ is uniformly $\operatorname{coN} P[X]$-complete. Thus, there exists a function $f$ such that $f$ is computable (without an oracle) in polynomial time, and for any oracle $A$ and any bit string $w, \operatorname{CORANGE}(A)(w)$ holds if and only if we have $f(w) \in$ $\operatorname{TAUT}[A]$. Therefore, if $A$ is a t-generic oracle, then $A$ is ceiling-generic
for the predicate $\operatorname{CORANGE}(X)(y)$. Hence $C O R A N G E[A]$ is a finite set; indeed, letting $p$ be a polynomial for which $A$ is $p$-ceiling-generic, whenever $2^{n}$ is sufficiently larger than $p(n), \operatorname{CORANGE}[A]$ does not contain any $y$ of length $n$, since a condition of size $p(n)$ cannot force all the $u$ 's of size $n$ so that $y \neq X(u 1) X(u 10) X(u 100) \cdots X\left(u 10^{|u|-1}\right)$. Thus, all t-generic oracles belong to the following class: $\{X: \operatorname{CORANGE}[X] \in N P[X]\}$. However, by [6], this class has Lebesgue measure zero. $\square$

### 3.2 Exponential lower bound

In this section, we state and prove our main theorem of this chapter (Theorem 3.2). We introduce a predicate $\operatorname{NotCNum}(X)(y)$. Let $X$ be a unary predicate symbol for membership to an oracle and let $y$ be a variable for a bit string. We define an arithmetical predicate ConsecNum $(X)(y)$ as the following assertion: " $y$ is not the empty bit string and, letting $n$ be the natural number such that $|y|=n+1$, there exists a natural number $j$ such that we have $|z(j)|=n$ and $y=X(z(j)) X(z(j+1)) \cdots X(z(j+n))$." "ConsecNum" is an abbreviation of "consecutive numbers." Then, we define a predicate $\operatorname{NotCNum}(X)(y)$ as to be the negation of ConsecNum $(X)(y)$.

$$
\operatorname{NotCNum}(X)(y) \equiv_{\text {def. }} \neg \text { ConsecNum }(X)(y) .
$$

Clearly, $\operatorname{NotCNum}(X)(y)$ is a finitely testable $\operatorname{coN} P[X]$-predicate.
Theorem 3.2 ([30]) Assume that $A$ is an arbitrary oracle and $n$ is a positive integer. Then, a lower bound for the forcing complexity of the predicate NotCNum $(X)(y)$ is (uniformly) given as follows.

$$
\mathrm{FC}(\operatorname{Not} C N u m(X)(y), A, n) \geq \frac{2^{n-1}-n+1}{n}
$$

Proof: Assume for a contradiction that for an oracle $A$ and for a natural number $n+1$, we have the following.

$$
\mathrm{FC}(\operatorname{NotCNum}(X)(y), A, n+1)<\frac{2^{n}-n}{n+1}
$$

Among bit strings of length $n+1$, at most $2^{n}$ bit strings $v$ 's make the assertion ConsecNum $(A)(v)$ true. Hence, there exists at least one bit string $u$ such that $|u|=n+1$ and $\operatorname{NotCNum}(A)(u)$ is true. We fix such a $u$. Then, there exists a finite portion $S \sqsubseteq A$ such that $S$ forces $\operatorname{Not} C N u m(X)(u)$ and, letting

$$
d=\text { def. } \operatorname{Card}(\operatorname{dom}(S))
$$

we have $d \leq \mathrm{FC}(\operatorname{Not} C N u m(X)(y), A, n+1)$. By our assumption for a contradiction, we have the following.

$$
d<\frac{2^{n}-n}{n+1}
$$

Hence, we have $n \cdot(d+1)<2^{n}-d$. Therefore, the cardinality of the set

$$
\text { Remainder }=_{\text {def. }}\{0,1\}^{n} \backslash \operatorname{dom}(S)
$$

is greater than $n \cdot(d+1)$. However, Remainder is a disjoint union of at most $d+1$ closed intervals (with respect to lexicographic order), and hence at least one of them, say

$$
I=_{\text {def. }}[z(j), z(j+k)] \subseteq \text { Remainder }
$$

must have cardinality strictly greater than $n$. Hence, there exists an oracle $B$ extending $S$ such that $C o n s e c N u m(B)(u)$ is true: in other words, $S$ does not force $\operatorname{NotCNum}(X)(u)$, and we get a contradiction. $\square$

In our proof of Lemma 3.1, the predicate $\operatorname{CORANGE}(X)(y)$ played an important role. By using the predicate $\operatorname{NotCNum}(X)(y)$ in place of

CORANGE $(X)(y)$, we immediately get an alternative proof of Dowd's Lemma 7.

Proof of Dowd's Lemma 7: ([30]) Assume for a contradiction that an oracle $A$ is t-generic. Then, $A$ is ceiling-generic for $\operatorname{NotCNum}(X)(y)$, in other words, the forcing complexity of $\operatorname{NotCNum}(X)(y)$ relative to $A$ is at most polynomial; the argument is similar to Lemma 3.1. By Theorem 3.2, we have a contradiction. $\square$

## Chapter 4

## $r$-generic Oracles

In this chapter, we reconstitute a proof of the following fact by investigating oracles' hierarchy with respect to forcing complexity.

Dowd's Theorem 10 ([13, Theorem 10]) Suppose that $r$ is a positive integer. Then, r-generic oracles in the sense of Dowd form a measure one set in the Cantor space.

The contents of this chapter is based on [30]

### 4.1 What is difficult in the original proof?

In this section, we explain what is difficult in the original proof. Dowd proved his Theorem 10 by using the following result

Dowd's Lemma 9 ([13, Lemma 9]) If $F$ is a 1-query formula which is a tautology with respect to some $X$ then there is a unique minimal set $S$ of queries which force $F$ to be a tautology (we say $F$ specifies $S$ ).

That is, $F$ specifies the unique forcing condition $S$ of the following property: if $T$ is a forcing condition then the necessary and sufficient condition for " $T$ forces $F$ " is " $S \sqsubseteq T$."

Note that, in the above Lemma, the assumption of 1-query is critical. For example, let $G_{\star}$ be the following formula:

$$
\begin{aligned}
& \left(\left(a^{(2)} \Leftrightarrow \xi^{4}\left(q_{1}^{(2)}, 0,1, q_{4}^{(2)}\right)\right) \wedge\left(a^{(3)} \Leftrightarrow \xi^{4}\left(q_{1}^{(3)}, 1,1, q_{4}^{(3)}\right)\right) \wedge\right. \\
& \left.\left(q_{1}^{(1)} \Leftrightarrow q_{1}^{(3)}\right) \wedge\left(q_{1}^{(3)} \Leftrightarrow 1\right) \wedge\left(q_{4}^{(1)} \Leftrightarrow q_{4}^{(3)}\right) \wedge\left(q_{4}^{(3)} \Leftrightarrow 1\right)\right) \\
& \Rightarrow\left(a^{(1)} \Leftrightarrow \neg a^{(3)}\right) .
\end{aligned}
$$

Next, let $F_{\star}$ be the following " 3 -query formula."

$$
\left(a^{(1)} \Leftrightarrow \xi^{4}\left(q_{1}^{(1)}, 1,0, q_{4}^{(1)}\right)\right) \Rightarrow G_{\star}
$$

Observe that $F_{\star}$ does not specify the unique minimal set of queries in the following sense. There are two minimal sets of queries that force $F$, one is $\left\{\right.$ " $0 \Leftrightarrow \xi^{4}(1,1,0,1)$," " $1 \Leftrightarrow \xi^{4}(1,1,1,1)$ " $\}$, and the other is $\{$ " $1 \Leftrightarrow$ $\xi^{4}(1,1,0,1)$, " " $0 \Leftrightarrow \xi^{4}(1,1,1,1)$ " $\}$. So, we must be careful when we deal with $r$-query formulas for $r$ strictly greater than 1 .

By the way, Dowd began the proof of [13, Theorem 10] by showing the existence of 1-generic oracles. More precisely, let $k$ be a sufficiently large natural number, $p$ be the polynomial $p(\ell)=\ell^{k}$ (in his notation, roughly speaking, the variable $\ell$ denotes the length of a given relativized formula) and let $A^{n}$ be an $n$-ary Boolean function which is 1 -generic with respect to the polynomial $p$; he counted the number of ( $n+1$ )-ary Boolean function $A^{n+1}$ which is compatible with $A^{n}$ and is not 1-generic with respect to the polynomial $p$. Let $N=2^{n}$. Then, he showed, by using [13, Lemma 9], among the $2^{N}$ Boolean function $A^{n+1}$ compatible with $A^{n}$, the number of Boolean function satisfying the above requirement is $o\left(2^{N}\right)$. After that, he wrote as follows, where his symbol " $X^{n}$ " means, in our notation, the connective " $\xi^{n}$ " or the $n$-ary Boolean function " $X^{n}$ " with respect to an oracle $X$ depending on the context.

Citation 4.1 ([13, p. 70 line 33 - p. 71 line 6])
For the induction step, define $k_{1}=k, k_{s+1}=k \cdot k_{s}+1$, and suppose $X^{n}$ has been constructed deciding the $s$-query formulas involving $X^{i}$ with $i \leq n$, with polynomial $\ell^{k_{s}}$ for $1 \leq s \leq$ $r$. Proceeding as above, the number of $X^{n+1}$ ruled out by 1query formulas is determined as above. Now suppose $F$ is $(p \Leftrightarrow$ $\left.X^{n+1}\left(q_{1}, \ldots, q_{n+1}\right)\right) \Rightarrow G$, where $G$ is an $(s-1)$-query formula. We may further suppose that if $G$ involves $X^{i}$ then $i \leq n$, so that with respect to $X^{n}, F$ is either never a tautology or specifies some set $S$ of queries.

Why may we suppose so? How to deal with formulas such as the above $F_{\star}$ would be not so clear from the argument in Citation 4.1. May we suppose "if $G_{\star}$ involves $\xi^{i}$ then $i \leq 3$ "? How should we proceed induction? Thus, in the following sections, we would like to present some facts implicitly shown in [13, pp.70-71], and we would like to describe the structure of induction explicitly. We will see that Dowd's idea is completely right.

### 4.2 Disentangled $r$-query tautologies

Now, we may think that it is a formula of the following form that appeared as the formula $F$ in Citation 4.1.

$$
\begin{aligned}
& \left(\left(a^{(1)} \Leftrightarrow \xi^{4}\left(1, q_{2}^{(1)}, q_{3}^{(1)}, q_{4}^{(1)}\right)\right) \wedge\right. \\
& \left(a^{(2)} \Leftrightarrow \xi^{4}\left(0, q_{2}^{(2)}, q_{3}^{(2)}, q_{4}^{(2)}\right)\right) \wedge \\
& \left.\left(a^{(3)} \Leftrightarrow \xi^{4}\left(0, q_{2}^{(3)}, q_{3}^{(3)}, q_{4}^{(3)}\right)\right)\right) \Rightarrow H
\end{aligned}
$$

4.2. DISENTANGLED $R$-QUERY TAUTOLOGIES
$\delta=(2, B, f)$ is a (3,4)-disentangled matrix such that $f=\langle 2,3\rangle$ and

$$
B=\left[\begin{array}{ll}
1 & 0 \\
0 & 1 \\
1 & 1
\end{array}\right]
$$

Example 4.1 Suppose that $Q$ is a matrix of type $(3,4)$ such that each component is 0 or 1 or a propositional variable. Then, we say " $\delta$ expresses a submatrix of $Q$ " if the $j$ th column of $B$ is identical with the $f(j)$ th column of $Q$ (for $j=1,2$ ), i.e. if $Q$ is of the following form.

$$
Q=\left[\begin{array}{llll}
* & 1 & 0 & * \\
* & 0 & 1 & * \\
* & 1 & 1 & *
\end{array}\right]
$$

Thus, we consider the sequence $f=\langle 2,3\rangle$ to be the list of names of the columns. $\square$

Example 4.2 We regard the disentangled matrix $\delta$ as a partition of the set $\operatorname{Str}(4)$. For each $i \in\{1,2,3\}$, we define a set $\operatorname{Str}(4, \delta, i)$ of bit strings as follows.
$\operatorname{Str}(4, \delta, i)=_{\text {def. }}\left\{z(m) \in \operatorname{Str}(4)\right.$ : The string $z\left(2^{4}-1+m\right)$ is of the form $u_{1} b_{1}^{(i)} b_{2}^{(i)} u_{4}$, where $b_{1}^{(i)} b_{2}^{(i)}$ is the $i$ th row of $B$ and $\left.\left\{u_{1}, u_{4}\right\} \subseteq\{0,1\}\right\}$.

Then, we get the following partition of the set $\operatorname{Str}(4)$, where + means disjoint union.
$\operatorname{Str}(4)=\operatorname{Str}(4, \delta, 1)+\operatorname{Str}(4, \delta, 2)+\operatorname{Str}(4, \delta, 3)+\left(\operatorname{Str}(4) \backslash \bigcup_{1 \leq i \leq 3} \operatorname{Str}(4, \delta, i)\right)$.
For any oracle $A$, the partial function $A \upharpoonright \operatorname{Str}(4, \delta, 1)$ determines queries of the form " $a \Leftrightarrow \xi^{4}\left(q_{1}, 1,0, q_{4}\right)$." Similar fact holds for $\operatorname{Str}(4, \delta, 2)$ and for $\operatorname{Str}(4, \delta, 3) . \square$

Example 4.3 We identify the disentangled matrix $\delta$ to be the following operation on arbitrary relativized formula $F$.

$$
\begin{aligned}
\delta(F) \equiv_{\text {def. }} F\left[1 / q_{2}^{(1)}\right]\left[0 / q_{3}^{(1)}\right] \\
{\left[0 / q_{2}^{(2)}\right]\left[1 / q_{3}^{(2)}\right] } \\
{\left[1 / q_{2}^{(3)}\right]\left[1 / q_{3}^{(3)}\right] . }
\end{aligned}
$$

The right-hand side denotes substitution. For example,

$$
\delta\left(q_{2}^{(1)} \vee\left(q_{1}^{(1)} \wedge q_{2}^{(2)}\right)\right) \equiv\left(q_{2}^{(1)} \vee\left(q_{1}^{(1)} \wedge q_{2}^{(2)}\right)\right)\left[1 / q_{2}^{(1)}\right]\left[0 / q_{2}^{(2)}\right] \equiv 1 \vee\left(q_{1}^{(1)} \wedge 0\right)
$$

We often write $\delta F$ instead of $\delta(F)$. If $F$ is a tautology with respect to an oracle $A$, then $\delta F$ is also a tautology with respect to $A$.

In particular, for a query free formula $H$, we define a relativized formula $\delta\langle 3,4, H\rangle$ as follows.

$$
\begin{aligned}
\delta\langle 3,4, H\rangle \equiv_{\text {def. }} . " & \left(a^{(1)} \Leftrightarrow \xi^{4}\left(q_{1}^{(1)}, 1,0, q_{4}^{(1)}\right)\right) \wedge \\
\left(a^{(2)}\right. & \left.\Leftrightarrow \xi^{4}\left(q_{1}^{(2)}, 0,1, q_{4}^{(2)}\right)\right) \wedge \\
\left(a^{(3)}\right. & \left.\left.\Leftrightarrow \xi^{4}\left(q_{1}^{(3)}, 1,1, q_{4}^{(3)}\right)\right)\right) \Rightarrow \delta H . "
\end{aligned}
$$

In the following, each expression of the form $\delta \triangle^{(n, i)}[S]$ denotes $\delta\left(\triangle^{(n, i)}[S]\right)$. For the symbol of the form $\triangle^{(n, i)}[S]$, see the last paragraph of Chapter 2 of this thesis. Suppose that each $S_{i}(i=1,2,3)$ is a forcing condition such that $\operatorname{dom}\left(S_{i}\right) \subseteq \operatorname{Str}(4, \delta, i)$. Let $F_{3}$ be the formula obtained from $\delta\langle 3,4, H\rangle$ by substituting $\delta \triangle^{(4,3)}\left[S_{3}\right]$ for " $a^{(3)} \Leftrightarrow \xi^{4}\left(q_{1}^{(3)}, 1,1, q_{4}^{(3)}\right)$." Let $F_{2,3}$ be the formula obtained from $F_{3}$ by substituting $\delta \triangle^{(4,2)}\left[S_{2}\right]$ for " $a^{(2)} \Leftrightarrow$ $\xi^{4}\left(q_{1}^{(2)}, 0,1, q_{4}^{(2)}\right)$." Moreover, let $F_{1,2,3}$ be the query free formula obtained from $F_{2,3}$ by substituting $\delta \triangle^{(4,1)}\left[S_{1}\right]$ for " $a^{(1)} \Leftrightarrow \xi^{4}\left(q_{1}^{(1)}, 1,0, q_{4}^{(1)}\right)$." We consider the following four assertions.
(1) The query free formula $F_{1,2,3}$ is a tautology.
(2) The forcing condition $S_{1}$ forces the formula $F_{2,3}$.
(3) The forcing condition $S_{1}+S_{2}$ forces the formula $F_{3}$.
(4) The forcing condition $S_{1}+S_{2}+S_{3}$ forces the formula $\delta\langle 3,4, H\rangle$.

Suppose that a truth assignment for propositional variables is given such that the three query free formulas $\delta \triangle^{(4,1)}\left[S_{1}\right], \delta \triangle^{(4,2)}\left[S_{2}\right]$ and $\delta \triangle^{(4,3)}\left[S_{3}\right]$ are true with respect to this truth assignment. Then, it is not hard to see that we can extend the forcing condition $S_{1}+S_{2}+S_{3}$ to an oracle $A$ (i.e. $S_{1}+S_{2}+$ $S_{3} \sqsubseteq A$ ) so that the three requirements " $a^{(1)} \Leftrightarrow A^{4}\left(q_{1}^{(1)}, 1,0, q_{4}^{(1)}\right)$," " $a^{(2)} \Leftrightarrow$ $A^{4}\left(q_{1}^{(2)}, 0,1, q_{4}^{(2)}\right)$ " and " $a^{(3)} \Leftrightarrow A^{4}\left(q_{1}^{(3)}, 1,1, q_{4}^{(3)}\right)$ " are satisfied with respect to the truth assignment. Hence, the assertion (4) implies the assertion (1). On the other hand, $S_{1}$ forces the following formula.

$$
\left(a^{(1)} \Leftrightarrow \xi^{4}\left(q_{1}^{(1)}, 1,0, q_{4}^{(1)}\right)\right) \Rightarrow \delta \Delta^{(4,1)}\left[S_{1}\right] .
$$

Similar facts hold for $S_{2}$ and $S_{3}$. Therefore, the above four assertions are equivalent. $\square$

Example 4.4 We observe that a weak version of Dowd's Lemma 9 [13, Lemma 9] holds for tautologies of the form $\delta\langle 3,4, H\rangle$.

Now, suppose that $H$ is a query free formula and $E$ is a set of bit strings satisfying the following inclusion.

$$
\operatorname{Str}(4, \delta, 2)+\operatorname{Str}(4, \delta, 3) \subseteq E \subseteq \operatorname{Str}(4) \backslash \operatorname{Str}(4, \delta, 1)
$$

Suppose that $A_{0}$ is a forcing condition whose domain is $E$ and that the formula $F \equiv_{\text {def. }} \delta\langle 3,4, H\rangle$ is a tautology with respect to some oracle $A$ extending $A_{0}$. In general, a minimal set of queries that forces $F$ is not unique; recall the example of the formula $F_{\star}$ in the previous section. However, letting $S_{i}=_{\text {def. }} A_{0} \upharpoonright \operatorname{Str}(4, \delta, i)$ for each $i \in\{2,3\}$, the "1-query formula"
$F_{2,3}$ defined as in Example 4.3 is a tautology with respect to $A$. Hence, by Dowd's Lemma 9 [13, Lemma 9], there exists the unique forcing condition $S_{1}$ satisfying the following two requirements.

- For any forcing condition $T_{1}$, the necessary and sufficient condition for " $T_{1}$ forces $F_{2,3}$ " is " $S_{1} \sqsubseteq T_{1}$."
- $\operatorname{dom}\left(S_{1}\right)$ is a subset of $\operatorname{Str}(4, \delta, 1)$.

In particular, by considering the case where $T_{1}=A \upharpoonright \operatorname{Str}(4)$, we have $S_{1} \sqsubseteq$ A. Note the following two facts. First, for any forcing condition $T_{1}$ such that $\operatorname{dom}\left(T_{1}\right) \subseteq \operatorname{Str}(4, \delta, 1)$, the following three assertions are equivalent (see Example 4.3).

- $T_{1}$ forces $F_{2,3}$.
- $T_{1}+A_{0}$ forces $F$.
- $A_{0}$ forces $F_{1}$, where $F_{1}$ is the formula obtained from $F$ by substituting $\delta \triangle^{(4,1)}\left[T_{1}\right]$ for " $a^{(1)} \Leftrightarrow \xi^{4}\left(q_{1}^{(1)}, 1,0, q_{4}^{(1)}\right)$. ."

Second, $S_{1}$ is uniquely determined only by $F$ and $A_{0}$ : that is, determined without using information on the remaining part $A \backslash A_{0}$. Because, $F$ and $A_{0}$ determine the formula $F_{2,3}$, and $F_{2,3}$ specifies $S_{1}$. $\square$

More generally, we define as follows.
Definition 4.2 Suppose that $r$ is a positive integer such that $r \geq 2$.

1. Suppose that $n$ is a positive integer and $\delta=(t, B, f)$ is an $(r, n)$ disentangled matrix. For a matrix $Q$ of type $(r, n)$, we say " $\delta$ expresses a submatrix of $Q$ " if the $j$ th column of $B$ is identical with the $f(j)$ th column of $Q$ for each $j=1, \ldots, t$. For each integer $i=1, \ldots, r$, we
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define a set $\operatorname{Str}(n, \delta, i)$ as follows. $\operatorname{Str}(n, \delta, i)$ is the collection of all bit strings $z(m) \in \operatorname{Str}(n)$ such that, letting $u_{1} \cdots u_{n}$ be the bit string $z\left(2^{n}-1+m\right) \in\{0,1\}^{n}$, the bit string $u_{f(1)} u_{f(2)} \cdots u_{f(t)}$ is identical with the $i$ th row of the matrix B. Moreover, from a given relativized formula $F$, we make a formula $\delta(F)$ by the following substitution, where each $b_{j}^{(i)}$ denotes the $(i, j)$-component of the matrix $B$.

$$
\begin{gathered}
\delta(F) \equiv_{\text {def. }} F\left[b_{1}^{(1)} / q_{f(1)}^{(1)}\right] \cdots\left[b_{t}^{(1)} / q_{f(t)}^{(1)}\right] \\
\cdots\left[b_{j}^{(i)} / q_{f(j)}^{(i)}\right] \cdots \\
{\left[b_{1}^{(r)} / q_{f(1)}^{(r)}\right] \cdots\left[b_{t}^{(r)} / q_{f(t)}^{(r)}\right]}
\end{gathered}
$$

We often write $\delta F$ instead of $\delta(F)$. In particular, for a given query free formula $H$, we abbreviate " $\delta\langle\langle r, n, H\rangle$ " to " $\delta\langle r, n, H\rangle$," where $\downarrow\langle r, n, H\rangle$ is the $r$-query formula defined as follows.

$$
\sharp\langle r, n, H\rangle \equiv_{\text {def. }} \text { " }\left(\bigwedge_{i=1}^{r}\left(a^{(i)} \Leftrightarrow \xi^{n}\left(q_{1}^{(i)}, \ldots, q_{n}^{(i)}\right)\right)\right) \Rightarrow H . "
$$

2. Assume that $F$ is a relativized formula. We call $F$ a disentangled $r$-query formula if $F$ is of the form $\delta\langle r, n, H\rangle$, where $n$ is a natural number, $\delta$ is an $(r, n)$-disentangled matrix and $H$ is a query free formula. If $F$ is a disentangled $r$-query formula and $F$ is a tautology with respect to an oracle $A$, then we call $F$ a disentangled $r$-query tautology with respect to $A$. $\square$

The following is a crucial property of the disentangled $r$-query tautologies.

Revised Dowd's Lemma 9 (Implicitly shown in [13, Lemma 9]) Suppose that $r$ and $n$ are positive integers such that $r \geq 2$. Suppose $\delta \in \operatorname{DEM}(r, n)$
and suppose that $H$ is a query free formula and $E$ is a set of bit strings satisfying the following inclusion.

$$
\operatorname{Str}(n, \delta, 2)+\cdots+\operatorname{Str}(n, \delta, r) \subseteq E \subseteq \operatorname{Str}(n) \backslash \operatorname{Str}(n, \delta, 1)
$$

Let $A_{0}$ be a forcing condition whose domain is $E$. Assume that $F \equiv_{\text {def. }}$ $\delta\langle r, n, H\rangle$ is a disentangled r-query tautology with respect to some oracle extending $A_{0}$. Then, there exists a forcing condition $S_{1}$ such that $\operatorname{dom}\left(S_{1}\right) \subseteq$ $\operatorname{Str}(n, \delta, 1)$ and such that for any forcing condition $T_{1}$ whose domain is a subset of $\operatorname{Str}(n, \delta, 1)$, the following three assertions are equivalent

1. $S_{1} \sqsubseteq T_{1}$.
2. $T_{1}+A_{0}$ forces $F$.
3. $A_{0}$ forces $F_{1}$, where $F_{1}$ is the formula obtained from $F$ by substituting $\delta \triangle^{(n, 1)}\left[T_{1}\right]$ for " $\delta\left(a^{(1)} \Leftrightarrow \xi^{n}\left(q_{1}^{(1)}, \ldots, q_{n}^{(1)}\right)\right)$."

Such a forcing condition $S_{1}$ is uniquely determined only by the disentangled $r$-query formula $F$ and the forcing condition $A_{0}$. And, for any oracle $A$ extending $A_{0}$, if $F$ is a tautology with respect to $A$ then $A$ is an extension of $S_{1}$. (Because, letting $T_{1} \equiv_{\text {def. }} A \upharpoonright \operatorname{Str}(n, \delta, 1), T_{1}+A_{0}$ forces $F$.)

Proof: Proceed as in Example 4.4. $\square$
Now, suppose that $Q$ is a matrix of type $(r, n)$ such that each element is 0 or 1 . Observe that either $Q$ has a pair of identical rows or there exists $\delta \in \operatorname{DEM}(r, n)$ such that $\delta$ expresses a submatrix of $Q$. If $r$ is fixed, then the cardinality of $\operatorname{DEM}(r, n)$ is at most polynomial of $n$; indeed, we have the following, where $R=r(r-1) / 2$.

$$
\operatorname{Card}(\operatorname{DEM}(r, n)) \leq R \cdot \max \left(\left\{2^{r t} \cdot\binom{n}{t}: t \leq R\right\}\right) \leq R \cdot 2^{r R} \cdot n^{R}
$$
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Thus, we can reduce a problem of an $r$-query tautology to polynomial many problems of disentangled $r$-query tautologies and to polynomial many problems of ( $r-1$ )-query tautologies; we shall discuss this matter more precisely in the next section. Also, we shall see that by using Revised Dowd's Lemma 9, we can apply the argument in [13, pp.70-71] to disentangled $r$ query tautologies.

### 4.3 Hierarchy

Our next task is to describe the structure of induction explicitly.
For this purpose, we investigate oracles' hierarchy with respect to forcing complexity. The following Diagram 4.1 illustrates the relationship of oracle classes $r \mathrm{GEN}_{i}$ 's that we are going to define. It is easily seen that $r \mathrm{GEN}_{3}$ is exactly the collection of all $r$-generic oracles in Dowd's sense (for $r=$ $1,2, \cdots)$. For each $r$, the class $r \mathrm{GEN}_{2}$ is defined as the collection of oracles for which (the binary codes of) disentangled $r$-query tautologies have forcing complexity at most polynomial. The class $r \mathrm{GEN}_{1}$ is defined as the collection of oracles for which (the binary codes of) disentangled $r$-query tautologies have "partial forcing complexity" at most polynomial, that is, the collection of oracles for which " $S_{1}$ " in Revised Dowd's Lemma 9 has size at most polynomial.

## Diagram 4.1.

$$
2 \mathrm{GEN}_{1} \supseteq 3 \mathrm{GEN}_{1} \supseteq
$$

IU IU
$2 \mathrm{GEN}_{2} \supseteq 3 \mathrm{GEN}_{2} \supseteq$.
$\|\cup\|$
$1 \mathrm{GEN}_{3} \supseteq 2 \mathrm{GEN}_{3} \supseteq 3 \mathrm{GEN}_{3} \supseteq \cdots$

In the following, for a relativized formula $F, \ell(F)$ denotes the length of $F$ as a formula: that is, $\ell(F)$ is the number of occurrences of propositional variables, constants ( 0 and 1 ), logical connectives $(\neg, \wedge, \vee, \Rightarrow$ and $\Leftrightarrow)$, additional connectives $\left(\xi^{1}, \xi^{2}, \xi^{3}, \ldots\right)$ and punctuation marks (parenthesisses and commas). We do not rigorously formalize syntax of the relativized propositional calculus here. However, we do not admit gates of unbounded fan-in, that is, the following symbols are not our formal symbols.

$$
\bigwedge_{i=1}^{r}, \bigvee_{i=1}^{r}
$$

Definition 4.3 Suppose that r, $k, C$ and $n$ are positive integers. Let Func $(n)$ be the collection of all forcing conditions whose domains are $\operatorname{Str}(n)$. In the following, for each $i \in\{1,2\}, r \mathrm{GEN}_{i}(k, C, n)$ is defined as a subset of Func( $n$ ).

1. For each oracle $A, r \operatorname{TAUT}[A ; C]$ denotes the set of all formulas $F$ such that we have $F \in r T A U T[A]$ and $\ell(F) \geq C$.
2. Assume $r \geq 2$. A forcing condition $X \in \operatorname{Func}(n)$ belongs to the set $r \operatorname{GEN}_{1}(k, C, n)$ if for every $\delta \in \operatorname{DEM}(r, n)$ and for every query free formula $H$, letting $F$ be the disentangled $r$-query formula $\delta\langle r, n, H\rangle$, the following assertion (A1) holds:
(A1)"If we have $F \in r T A U T[X ; C]$ then there exists a forcing condition $S_{1}$ such that $\operatorname{Card}\left(\operatorname{dom}\left(S_{1}\right)\right) \leq \ell(F)^{k}, S_{1} \sqsubseteq X \upharpoonright \operatorname{Str}(n, \delta, 1)$ and $S_{1}+(X \upharpoonright E)$ forces $F$, where $E=\operatorname{Str}(n) \backslash \operatorname{Str}(n, \delta, 1)$."
3. Assume $r \geq 2$. A forcing condition $X \in \operatorname{Func}(n)$ belongs to the set $r \mathrm{GEN}_{2}(k, C, n)$ if it satisfies the requirement for $r \operatorname{GEN}_{1}(k, C, n)$ with the following assertion (A2) in place of (A1).
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(A2) "If we have $F \in r T A U T[X ; C]$ then there exists a forcing condition $S$ such that $\operatorname{Card}(\operatorname{dom}(S)) \leq \ell(F)^{k}, S \sqsubseteq X$ and $S$ forces $F$."
4. For each $i \in\{1,2\}$, we define a class $r \operatorname{GEN}_{i}(k, C)$ as the collection of all oracles $X$ such that for each natural number $m$, the partial function $X \upharpoonright \operatorname{Str}(m)$ belongs to the set $r \operatorname{GEN}_{i}(k, C, m)$.
5. We define $r \operatorname{GEN}_{3}(k, C)$ as the class of all oracles $X$ such that for all $F \in r T A U T[X ; C], F$ is forced by some finite portion $S \sqsubseteq X$ such that $\operatorname{Card}(\operatorname{dom}(S)) \leq \ell(F)^{k}$.
6. For each $i \in\{1,2,3\}, r \mathrm{GEN}_{i}$ denotes the collection of all oracles $X$ such that for some natural numbers $k^{\prime}$ and $C^{\prime}, X$ belongs to the class $r \operatorname{GEN}_{i}\left(k^{\prime}, C^{\prime}\right) . \square$

We paraphrase the argument in [13, pp.70-71] as follows.
Proposition 4.1 (Implicitly shown in [13, p.70]) Suppose we have $r \geq 2$. Then, for sufficiently large $k$ and $C$, we have the following.

$$
\mu\left(r \operatorname{GEN}_{1}(k, C)\right)>0
$$

where $\mu$ denotes Lebesgue measure. Since $r \mathrm{GEN}_{1}$ is closed under finite changes, we also have $\mu\left(r \mathrm{GEN}_{1}\right)=1$. In other words, since membership to $r \mathrm{GEN}_{1}$ is a tail event, by zero-or-one law, we have $\mu\left(r \mathrm{GEN}_{1}\right)=1$. (For tail events and zero-or-one law, see e.g. Feller [15].)

Proof: The proof is a paraphrase of Dowd's proof of the existence of 1 -generic oracles [13, p.70]. Instead of Dowd's Lemma 9, we use Revised Dowd's Lemma 9. Suppose that $k, C$ and $n$ are positive integers.

We observe the nature of a forcing condition $X \in \operatorname{Func}(n)$ ruled out by a particular formula $F$, where "ruled out" means that $X$ does not belong to
$r \operatorname{GEN}_{1}(k, C, n)$. Assume that $X$ is a member of $\operatorname{Func}(n)$ and $F$ is a formula of the form $\delta\langle r, n, H\rangle$, where $\delta=(t, B, f)$ is an $(r, n)$-disentangled matrix and $H$ is a query free formula. Note that $\delta$ and $H$ are uniquely determined by $F$. Thus, the set $\operatorname{Str}(n, \delta, 1)$ is also uniquely determined by $F$.

Then, we assume the formula $F$ witnesses that the forcing condition $X$ belongs to the set Func $(n) \backslash r \operatorname{GEN}_{1}(k, C, n)$. We state this assumption more precisely in the following. We assume that $F$ is a member of $r T A U T[X ; C]$ and $X_{0}$ is the partial function defined as follows.
(4.1)

$$
X_{0} \equiv_{\operatorname{def} .} X \upharpoonright(\operatorname{Str}(n) \backslash \operatorname{Str}(n, \delta, 1))
$$

The domain of $X_{0}$ is uniquely determined by $F$. By Revised Dowd's Lemma 9, there exists the minimal forcing condition $S_{1}$ such that $\operatorname{dom}\left(S_{1}\right)$ $\subseteq \operatorname{Str}(n, \delta, 1)$ and $S_{1}+X_{0}$ forces $F$. We have $S_{1} \sqsubseteq X$ and $S_{1}$ is uniquely determined by $F$ and $X_{0}$. The assumption of " $F$ witnesses $X \in \operatorname{Func}(n) \backslash$ $r \operatorname{GEN}_{1}(k, C, n)$ " means that we assume the following.
(4.2)

$$
\ell(F)^{k}<\operatorname{Card}\left(\operatorname{dom}\left(S_{1}\right)\right)
$$

Thus, in particular, we have $\ell(F) \leq 2^{n / k}$
Now, $X$ is uniquely determined by $F, X_{0}$ and by the following function $X_{1}$.

$$
(4.3) \quad X_{1} \equiv_{\text {def. }} X \upharpoonright\left(\operatorname{Str}(n, \delta, 1) \backslash \operatorname{dom}\left(S_{1}\right)\right)
$$

Of course, the domain of $X_{1}$ is uniquely determined by $F$ and $X_{0}$. Thus, letting $V(F)$ be the number of members of Func $(n) \backslash r \mathrm{GEN}_{1}(k, C, n)$ witnessed by the particular formula $F$, we have the following.

$$
V(F) \leq\left(\text { the number of } X_{0} \text { 's }\right) \cdot \sup \left(\text { the number of } X_{1}{ }^{\prime} \mathrm{s}\right)
$$

where the second factor of the right-hand side denotes the supremum (in fact, maximum) of the number of $X_{1}$ 's for various $X_{0}$ 's. Therefore, by the
above formulas (1), (2) and (3), we have the following.

$$
\text { (4.4) } \log _{2} V(F) \leq\left(2^{n}-2^{n-t}\right)+\left(2^{n-t}-\ell(F)^{k}\right)=2^{n}-\ell(F)^{k}
$$

For each natural number $\ell$, let $W(\ell)$ be the number of formulas $F$ such that its length is $\ell$ and we have to pay attention to $F$ to count the cardinality of the set $\operatorname{Func}(n) \backslash r \operatorname{GEN}_{1}(k, C, n)$. If $\ell$ is sufficiently large, then we may assume $W(\ell) \leq(2 \ell)^{\ell}$. Because, we array at most $\ell$ variables and at most $\ell$ other symbols (constants, logical connectives, etc.) to make a formula of length $\ell$. Thus, we may assume the following:

$$
\begin{equation*}
\log _{2} W(\ell) \leq \ell^{2} \tag{4.5}
\end{equation*}
$$

Let $N=_{\text {def. }} .^{n}$ and $L==_{\text {def. }} \max \{C, r(n+1)+1\}$. If $k$ and $C$ are sufficiently large, then by the above formulas (4) and (5), we have the following.

$$
\operatorname{Card}\left(\operatorname{Func}(n) \backslash r \operatorname{GEN}_{1}(k, C, n)\right) \leq \sum_{\ell} 2^{N-f(\ell)}
$$

where $\ell$ varies from $L$ to $2^{n / k}$ and $f(x)={ }_{\text {def. }} x^{k}-x^{2}$. Then, the right-hand side is at most the following:

$$
2^{N} \cdot\left\{2^{n-f(L)}\right\} \leq 2^{N} \cdot\left\{1 / 2^{f(L)-L}\right\} \leq 2^{N} \cdot\left(1 / 2^{L}\right) \leq 2^{N} \cdot\left(1 / 2^{n+2}\right)
$$

Therefore, for sufficiently large natural numbers $k$ and $C$, we have the following:

$$
\mu\left(r \operatorname{GEN}_{1}(k, C)\right)>0 . \square
$$

## Proposition 4.2 We have $2 \mathrm{GEN}_{1} \subseteq 1 \mathrm{GEN}_{3}$.

Proof: This is shown by adding dummy symbols. Suppose $F$ is the following 1-query formula.

$$
F \equiv_{\text {def. }} \text { " }\left(a^{(1)} \Leftrightarrow \xi^{n}\left(q_{1}^{(1)}, \ldots, q_{n}^{(1)}\right)\right) \Rightarrow H, "
$$

where $H$ is query free. Then, for any oracle $A$, the necessary and sufficient condition for " $F \in 1 T A U T[A]$ " is that the following formula belongs to $2 T A U T[A]$, where we assume $H$ has no occurrence of the variables $a^{(2)}$ and $q_{j}^{(2)}($ for $j=1, \cdots, n)$.

$$
\begin{aligned}
F^{\prime} \equiv_{\text {def. }} . & \left(\left(a^{(1)} \Leftrightarrow \xi^{n+1}\left(0, q_{1}^{(1)}, \ldots, q_{n}^{(1)}\right)\right)\right. \\
\left(a^{(2)}\right. & \left.\left.\Leftrightarrow \xi^{n+1}\left(1, q_{1}^{(2)}, \ldots, q_{n}^{(2)}\right)\right)\right) \Rightarrow H . "
\end{aligned}
$$

Then, we may consider $F^{\prime}$ to be a disentangled 2-query formula. Therefore, we have $2 \mathrm{GEN}_{1} \subseteq 1 \mathrm{GEN}_{3} . \square$

Proposition 4.3 (Implicitly shown in [13, p.71]) Suppose that $r$ is a positive integer. Then, we have $r \operatorname{GEN}_{3} \cap(r+1) \mathrm{GEN}_{1} \subseteq(r+1) \mathrm{GEN}_{2}$.

Proof: The proof is a paraphrase of [13, p.71, line 6-13]. We show the Proposition by interpolating a formula of the form $\delta \triangle^{(n, 1)}\left[S_{1}\right]$. Let $A$ be an oracle such that $A \in r \operatorname{GEN}_{3}(k, C) \cap(r+1) \operatorname{GEN}_{1}(k, C)$, where $k$ and $C$ are positive integers. Let $F \equiv_{\text {def. }} \delta\langle r, n, H\rangle$, where we have $\delta=$ $(t, B, f) \in \operatorname{DEM}(r, n)$ and $H$ is a query free formula. Now, suppose $F \in$ $(r+1) T A U T[A ; C]$. Let $G$ be the following formula.

$$
\begin{aligned}
& G \equiv_{\text {def. }} \text {." }\left(\delta\left(a^{(2)} \Leftrightarrow \xi^{n}\left(q_{1}^{(2)}, \ldots, q_{n}^{(2)}\right)\right) \wedge \cdots \wedge\right. \\
&\left.\delta\left(a^{(r+1)} \Leftrightarrow \xi^{n}\left(q_{1}^{(r+1)}, \ldots, q_{n}^{(r+1)}\right)\right)\right) \Rightarrow \delta H . "
\end{aligned}
$$

Then, $F$ is equivalent to $\delta\left(a^{(1)} \Leftrightarrow \xi^{n}\left(q_{1}^{(1)}, \ldots, q_{n}^{(1)}\right)\right) \Rightarrow G$. Since $A$ belongs to the class $(r+1) \mathrm{GEN}_{1}(k, C)$, there exists a forcing condition $S_{1} \sqsubseteq A \upharpoonright$ $\operatorname{Str}(n, \delta, 1)$ such that the size of the domain of $S_{1}$ is sufficiently small and $A_{0}$ forces the formula $\left(\delta \triangle^{(n, 1)}\left[S_{1}\right]\right) \Rightarrow G$, where $A_{0}=_{\text {def. }} A \upharpoonright(\operatorname{Str}(n) \backslash$ $\operatorname{Str}(n, \delta, 1)$ ) (see Revised Dowd's Lemma 9). Although the size of $A_{0}$ is big, by the hypothesis of $A \in r \operatorname{GEN}_{3}(k, C)$ and by the fact that the
formula $\left(\delta \triangle^{(n, 1)}\left[S_{1}\right]\right) \Rightarrow G$ is a tautology with respect to $A$, there exists a forcing condition $T \sqsubseteq A$ such that $T$ forces $\left(\delta \triangle^{(n, 1)}\left[S_{1}\right]\right) \Rightarrow G$ and the size of the domain of $T$ is sufficiently small. Recall that $S_{1}$ forces the following formula.

$$
\delta\left(a^{(1)} \Leftrightarrow \xi^{n}\left(q_{1}^{(1)}, \ldots, q_{n}^{(1)}\right)\right) \Rightarrow \delta \triangle^{(n, 1)}\left[S_{1}\right] .
$$

Therefore, $S_{1} \cup T$ forces $F$, and the size of the domain of $S_{1} \cup T$ is sufficiently small. Hence, for sufficiently large $k^{\prime}$ and sufficiently large $C^{\prime}, A$ belongs to $(r+1) \mathrm{GEN}_{2}\left(k^{\prime}, C^{\prime}\right) . \square$

Proposition 4.4 Suppose that $r$ is a positive integer. Then, we have the following.

$$
r \mathrm{GEN}_{3} \cap(r+1) \mathrm{GEN}_{2} \subseteq(r+1) \mathrm{GEN}_{3}
$$

Proof: Assume that $k$ and $C$ are natural numbers and $A$ is an oracle such that $A \in r \operatorname{GEN}_{3}(k, C) \cap(r+1) \operatorname{GEN}_{2}(k, C)$. Suppose that $n$ is a positive integer and $F$ is the following $(r+1)$-query formula.

$$
\begin{aligned}
F \equiv \equiv_{\text {def. " }} & \left(\left(a^{(1)} \Leftrightarrow \xi^{n}\left(q_{1}^{(1)}, \ldots, q_{n}^{(1)}\right)\right) \wedge \cdots \wedge\right. \\
& \left.\left(a^{(r+1)} \Leftrightarrow \xi^{n}\left(q_{1}^{(r+1)}, \ldots, q_{n}^{(r+1)}\right)\right)\right) \Rightarrow H, "
\end{aligned}
$$

where $H$ is query free. Let $\ell=_{\text {def. }} \ell(F)$.
For each pair $(i, j)$ of integers such that $1 \leq i<j \leq r+1$, let $G_{i, j}$ be the following formula obtained from $F$ by substitution.

$$
G_{i, j} \equiv_{\text {def. }} F\left[q_{1}^{(i)} / q_{1}^{(j)}\right] \cdots\left[q_{n}^{(i)} / q_{n}^{(j)}\right] .
$$

Each $G_{i, j}$ is essentially not an $(r+1)$-query formula of length $\ell$ but an $r$ query formula of shorter length. Now, for any oracle $X$, the necessary and sufficient condition for the assertion " $F \in T A U T[X]$ " is the conjunction of the following two assertions; recall the argument in the last paragraph of the previous section.

- For every $(i, j)$ such that $1 \leq i<j \leq r+1, G_{i, j}$ is a tautology with respect to $X$.
- For every $\delta \in \operatorname{DEM}(r, n), \delta\langle r+1, n, H\rangle$ is a tautology with respect to $X$.

Thus, by our assumption of $A \in r \operatorname{GEN}_{3}(k, C) \cap(r+1) \operatorname{GEN}_{2}(k, C)$, if $F$ is a tautology with respect to $A$ and $\ell$ is sufficiently large, then $F$ is forced by a finite portion $S \sqsubseteq A$ of the following size.

$$
\operatorname{Card}(\operatorname{dom}(S)) \leq\binom{ r+1}{2} \cdot \ell^{k}+\operatorname{Card}(\operatorname{DEM}(r+1, n)) \cdot \ell^{k}
$$

Since $r$ is a fixed constant, it is easily verified that the right-hand side is bounded by a polynomial of $\ell$ and $n$. And, obviously we have $n \leq \ell$. Thus, the right-hand side is bounded by a polynomial of $\ell$. Hence, for sufficiently large numbers $k^{\prime}$ and $C^{\prime}$, the oracle $A$ belongs to $(r+1) \operatorname{GEN}_{3}\left(k^{\prime}, C^{\prime}\right)$. $\square$

Theorem 4.5 In Diagram 4.1, each vertical hierarchy collapses. That is, for each positive integer $r$, we have $(r+1) \mathrm{GEN}_{1}=(r+1) \mathrm{GEN}_{2}=$ $(r+1) \mathrm{GEN}_{3}$. Thus, we get the relation of oracle classes illustrated by the following Diagram 4.2.

## Diagram 4.2

$$
\begin{array}{cc}
2 \mathrm{GEN}_{1} & 3 \mathrm{GEN}_{1} \\
& \| \\
& \| \\
& \| \mathrm{GEN}_{2} \\
\| & 3 \mathrm{GEN}_{2} \\
& \| \\
1 \mathrm{GEN}_{3} & \imath 2 \mathrm{GEN}_{3} \\
& \supseteq 3 \mathrm{GEN}_{3}
\end{array}
$$

Proof: By induction on $r$ with Propositions 4.2, 4.3 and 4.4, we have $(r+1) \mathrm{GEN}_{1} \subseteq r \mathrm{GEN}_{3}$ and $(r+1) \mathrm{GEN}_{1}=(r+1) \mathrm{GEN}_{2}=(r+1) \mathrm{GEN}_{3}$, for each positive integer $r$. $\square$

Dowd's Theorem 10 ([13, Theorem 10]) For each positive integer $r$, we have $\mu\left(r \mathrm{GEN}_{3}\right)=1$.

Proof: Immediately from Proposition 4.1 and Theorem 4.5. $\square$

## Chapter 5

## Cohen-Feferman Generic

## Oracles

In this chapter, we study how existence of ceiling-generic oracles affects behavior of a generic oracle, by which we strengthen the well-known result that the following class of oracles is comeager: $\{X: P[X] \neq N P[X]\}$. The contents of this chapter is based on [28].

### 5.1 Separation of complexity classes

Recall that an oracle $A$ is called ceiling-generic for a predicate $\varphi(X)(y)$ if the forcing complexity of $\varphi(X)(y)$ relative to $A$ is bounded by a polynomial, And, recall that $\varphi[A]$ denotes the set of all bit strings $u$ such that $\varphi(A)(u)$ holds. For these concepts, see Definition 3.1

Theorem 5.1 Suppose $\varphi(X)(y)$ and $\psi(X)(y)$ are finitely testable arith metical predicates, $G_{1}$ is an oracle, and suppose that the following three hypothesisses hold for every oracle $A$ such that $A \equiv G_{1}$ (mod. finite).
(H. 1) $A$ is $c$-generic for $\varphi(X)(y)$.
(H. 2) $A$ is $c$-generic for $\neg \varphi(X)(y)$.
(H. 3) $A$ is not c-generic for $\psi(X)(y)$

Then, for every Cohen-Feferman generic oracle $G_{2}$, we have
$\psi\left[G_{2}\right] \notin N P\left[\varphi\left[G_{2}\right]\right]$.
Proof: Suppose that $M[X]$ is a polynomial time-bounded nondeterministic oracle Turing machine, and suppose that $S_{0}$ is an arbitrary condition. We shall show existence of a condition $T$ such that $T$ is an extension of $S_{0}$, and $T$ forces $\psi[X] \neq \operatorname{Lang}(M[\varphi[X]])$. Let $A$ be an oracle such that $A \equiv G_{1}$ (mod. finite) and $A$ is an extension of $S_{0}$ (i.e. $S_{0} \sqsubseteq A$ ). Assume that $p$ is a polynomial such that $A$ is $p$-c-generic for $\varphi(X)(y)$ and $A$ is $p$-c-generic for $\neg \varphi(X)(y)$. By the hypothesisses (H. 1) and (H. 2), such a $p$ surely exists. Let $t$ be a polynomial that is a time-bounding function of $M[X]$. We may assume $n \leq t(n)<t(n+1)$, for all natural numbers $n$, and may assume that the same thing holds with $p$ in place of $t$. Let us define a polynomial $q$ as follows.

$$
q(x)=t(x) \cdot p(t(x))+\operatorname{Card}\left(\operatorname{dom}\left(S_{0}\right)\right)
$$

By the hypothesis (H.3), $A$ is not $q$-c-generic for $\psi(X)(y)$. Moreover, the predicate $\psi(X)(y)$ is finitely testable. Hence, there exists a bit string $u$ for which the following holds: " $\psi(A)(u)$ is true, and for each condition $S$ such that $S \sqsubseteq A$ and $\operatorname{Card}(\operatorname{dom}(S)) \leq q(|u|)$, there exists a condition $T$ such that $S \sqsubseteq T$ and $T$ forces $\neg \psi(X)(u)$." We fix such a $u$.

In the case where $M[\varphi[A]]$ accepts $u$. We consider a fixed accepting computation of $M$. Since in course of the computation $M$ asks at most $t(|u|)$ questions of size at most $t(|u|)$ to the oracle, there exists a condition $S_{1}$ such that $S_{1} \sqsubseteq A, \operatorname{Card}\left(\operatorname{dom}\left(S_{1}\right)\right) \leq t(|u|) \cdot p(t(|u|))$ and $S_{1}$ forces that $M[\varphi[X]]$ accepts the bit string $u$. Since $S_{0}$ and $S_{1}$ are compatible, there
exists a condition $S_{2}$ such that $S_{2}$ is a common extension of them (i.e. $S_{0} \sqsubseteq S_{2}$ and $\left.S_{1} \sqsubseteq S_{2}\right)$ and $\operatorname{Card}\left(\operatorname{dom}\left(S_{2}\right)\right) \leq q(|u|)$. Hence, by our choice of the bit string $u$, there exists a condition $T$ such that $S_{2} \sqsubseteq T$ and $T$ forces $\neg \psi(X)(u)$. We fix such a $T$.

Otherwise. We consider the arithmetical predicate $\psi_{0}(X)(y)$ defined by the following assertion: " $\psi(X)(y)$ is true, and $M[\varphi[X]]$ rejects $y$." Since the predicate $\psi_{0}(X)(y)$ is finitely testable and $\psi_{0}(A)(u)$ is true, there exists a condition $S_{3} \sqsubseteq A$ such that $S_{3}$ forces $\psi_{0}(X)(u)$. Let $T$ be a common extension of $S_{0}$ and $S_{3}$.

In either case, $S_{0} \sqsubseteq T$, and $T$ forces $\psi[X] \neq \operatorname{Lang}(M[\varphi[X]]) . \quad \square$
Corollary 5.2 Suppose that $r$ is a positive integer. Then, the following class of oracles is comeager:

$$
\{X: \operatorname{coN} P[X] \nsubseteq N P[r T A U T[X]]\} .
$$

Proof: Note that one counter-example is sufficient to refute a tautology. Thus, any oracle is $p$-c-generic for $\neg r \operatorname{TAUT}(X)(y)$ with $p(n)={ }_{\text {def. }} r$ (for each $n \in \mathbb{N}$ ). Let $G_{1}$ be an $r$-generic oracle in Dowd's sense such that $G_{1}$ is not t-generic. By Dowd's Lemma 7, Dowd's Theorem 10 and Fact 1.1 (see Chapter 1 of this thesis), we know that such a $G_{1}$ surely exists, and that the following triple satisfies the three hypothesis (H. 1), (H. 2) and (H. 3 ):

$$
\left(r T A U T(X)(y), \operatorname{TAUT}(X)(y), G_{1}\right)
$$

Hence, by Theorem 5.1, for each Cohen-Feferman generic oracle $G_{2}$, we have $\operatorname{TAUT}\left[G_{2}\right] \notin N P\left[r T A U T\left[G_{2}\right]\right] . \square$

Remark: Since $N P Q U E R Y[A]=N P[Q B F \oplus A]$ for any oracle $A$, it is easily seen that the statements of Theorem 5.1 and Corollary 5.2 hold with $N P Q U E R Y[]$ in place of $N P[] . \square$

### 5.2 Examples

Let $L_{\mathrm{BGS}}[X]$ be the oracle-dependent tally set defined as follows.

$$
L_{\mathrm{BGS}}[X]=\left\{0^{n}: \neg \exists y \in A(|y|=n)\right\} .
$$

It is well-known that Baker et al. used (the complement of) the above tally set in [3] to show existence of an oracle $A$ such that $P[A] \neq N P[A]$. Later, some people interpreted the method of Baker et al. as a forcing method, and they showed that $P\left[G_{2}\right] \neq N P\left[G_{2}\right]$ for every Cohen-Feferman generic oracle $G_{2}$ (e.g. $\left.[12,13],[7]\right)$. However, the polynomial time many-one degree of the tally set $L_{\mathrm{BGS}}[X]$ is so low that $L_{\mathrm{BGS}}[X]$ is useless to separate $\operatorname{TAUT}[X]$ from $r T A U T[X]$ i.e. useless to show Corollary 5.2. To see this, let us prove an example by using $L_{\mathrm{BGS}}[X]$. Suppose that $G_{2}$ is a Cohen-Feferman generic oracle. Then, the following holds:
(4.1)

$$
1 T A U T\left[G_{2}\right] \notin N P\left[Q B F \oplus G_{2}\right] .
$$

Moreover, as a special case of (4.1), we have the following:
(4.2)

$$
1 T A U T\left[G_{2}\right] \notin P\left[T A U T \oplus G_{2}\right] .
$$

A proof of (4.1) by using $L_{\mathrm{BGS}}[X]$ is as follows. Suppose that $M[X]$ is a polynomial time-bounded nondeterministic oracle Turing machine. Let $D_{M}$ be the set of all conditions that force the following assertion (4.3).

$$
\begin{equation*}
L_{\mathrm{BGS}}[X] \neq \operatorname{Lang}(M[Q B F \oplus X]) \tag{4.3}
\end{equation*}
$$

By the method of the proofs of Theorem 3 and 4 of [3], it is verified that $D_{M}$ is dense, and hence every Cohen-Feferman generic oracle $X$ satisfies (4.3). Therefore, for each Cohen-Feferman generic oracle $G_{2}$, we have $L_{\mathrm{BGS}}\left[G_{2}\right] \notin$ $N P\left[Q B F \oplus G_{2}\right]$. Since the above tally set $L_{\mathrm{BGS}}[A]$ is polynomial time many-one reducible to $1 T A U T[A]$ for each oracle $A$, we have (4.1).

Of course, we can show (4.1) without using $L_{\mathrm{BGS}}[X]$. First, note the following

Proposition 5.3 Suppose $\psi(X)(y)$ is a finitely testable arithmetical predicate and $G_{1}$ is an oracle. And, suppose that the hypothesis (H. 3) holds for every oracle $A$ such that $A \equiv G_{1}$ (mod. finite). Then, for every CohenFeferman generic oracle $G_{2}$, we have

$$
\psi\left[G_{2}\right] \notin N P\left[Q B F \oplus G_{2}\right] .
$$

Proof: We consider the predicate $\varphi(X)(y)$ defined by " $y \in X$." Clearly, any oracle is c-generic for $\varphi(X)(y)$ and c-generic for $\neg \varphi(X)(y)$. And, for any oracle $A$, the language $\varphi[A]$ is just $A$ itself. Hence, by Theorem 5.1 and Remark after the proof of Corollary 5.2, we have Proposition 5.3. $\square$

Let $\mathcal{F}$ be the class of all oracles which are not 1-generic in Dowd's sense. By Fact 1.1, $\mathcal{F}$ is comeager in the Cantor space, and is closed under finite changes; indeed, $\mathcal{F}$ contains all Cohen-Feferman generic oracles [13, Theorem 12]. Take an oracle $G_{1} \in \mathcal{F}$, and let $\psi(X)(y)$ be the predicate $1 T A U T(X)(y)$. Then, we get (4.1) by Proposition 5.3.

By the way, in the statement of Theorem 5.1, it is essential that the three hypothesisses (H. 1), (H. 2) and (H. 3) hold not only for $A=G_{1}$ but also for any $A$ such that $A \equiv G_{1}$ (mod. finite). Compare Proposition 5.3 with the following Example.

Example 5.1 There exists a pair $\left(\psi_{0}(X)(y), G_{1}\right)$ that satisfies all of the following three requirements.

1. $\psi_{0}(X)(y)$ is a finitely testable arithmetical predicate and $G_{1}$ is an oracle.
2. $G_{1}$ is not c-generic for $\psi_{0}(X)(y)$.
3. For each Cohen-Feferman generic oracle $G_{2}$, we have $\psi_{0}\left[G_{2}\right] \in P\left[G_{2}\right]$.

Proof: For each positive integer $i$ and for each query free formula $H$, we denote the following 1 -query formula by $\mathfrak{h}\langle 1, i, H\rangle$

$$
\left(a \Leftrightarrow \xi^{i}\left(q_{1}, \ldots, q_{i}\right)\right) \Rightarrow H .
$$

Let $G_{1}$ be a 1-generic oracle in Dowd's sense with respect to a polynomial $p$. We may assume $n \leq p(n) \leq p(n+1)$, for all natural numbers $n$. We consider the arithmetical predicate $\psi_{0}(X)(y)$ defined by the following assertion: "for some $n \in \mathbb{N}, y=0^{n}$, and for each $i \leq n$ and for each query free formula $H$, if $\mathfrak{\natural}\langle 1, i, H\rangle$ is a tautology with respect to $X$ then there exists a condition $S \sqsubseteq$ $X$ such that $\operatorname{Card}(\operatorname{dom}(S))$ is at most $p(|\mathfrak{|}\langle 1, i, H\rangle|)$ and $S$ forces $\natural\langle 1, i, H\rangle \in$ TAUT[X]."

We show that $G_{1}$ is not c-generic for $\psi_{0}(X)(y)$. Assume for a contradiction that $G_{1}$ is $q$-c-generic for $\psi_{0}(X)(y)$, where $q$ is a polynomial. We may assume $n \leq q(n) \leq q(n+1)$, for all natural numbers $n$. Let $c$ be a sufficiently large natural number and let $m$ be a natural number satisfying the following inequality:
(4.4)

$$
c \cdot p\left(c \cdot q(m)^{c}+c\right)<2^{m}-1
$$

Since $G_{1}$ is 1 -generic in Dowd's sense with respect to the polynomial $p$, we have $\psi_{0}\left(G_{1}\right)\left(0^{m}\right)$. Therefore, by our assumption for a contradiction, there exists a condition $S \sqsubseteq G_{1}$ such that $\operatorname{Card}(\operatorname{dom}(S))$ is at most $q(m)$ and $S$ forces $\psi_{0}(X)\left(0^{m}\right)$. Let $\left\{v^{(1)}, \ldots, v^{(d)}\right\}$ be an enumeration of all bit strings $v$ such that $v \in \operatorname{dom}(S)$ and $S(v)=1$. Of course, we have the following:
$d \leq q(m)$.

Let $H_{0}$ be a query free formula such that for each oracle $X$, the 1-query formula $\mathfrak{k}\left\langle 1, m, H_{0}\right\rangle$ is a tautology with respect to $X$ if and only if the following assertion holds:

$$
\text { (4.5) } \quad\left(\forall u \in X \cap\{0,1\}^{\leq m-1}\right)\left(u=v^{(1)} \text { or } \ldots \text { or } u=v^{(d)}\right) \text {. }
$$

We choose $H_{0}$ so that its length $\left|H_{0}\right|$ would be as short as possible. We define an oracle $A$ as follows: $S \sqsubseteq A$, and $A(u)=0$ for all $u \notin \operatorname{dom}(S)$. Then, we have $\mathfrak{h}\left\langle 1, m, H_{0}\right\rangle \in 1 T A U T[A]$. On the other hand, $\psi_{0}(A)\left(0^{m}\right)$ holds, since this predicate is forced by $S$. Hence, by our definition of $\psi_{0}(X)(y)$, there exists a condition $T \sqsubseteq A$ such that $\operatorname{Card}(\operatorname{dom}(T))$ is at most $p\left(\mid\right.$ b $\left.\left\langle 1, m, H_{0}\right\rangle \mid\right)$ and $T$ forces $\mathfrak{\llcorner}\left\langle 1, m, H_{0}\right\rangle \in T A U T[X]$. Thus, $T$ forces the assertion (4.5). However, by the inequality (4.4) and by our choice of the formula $H_{0}$, we may assume $\operatorname{Card}(\operatorname{dom}(T))<\left(2^{m}-1\right) / c$. Recall that the cardinality of $\{0,1\}^{\leq m-1}$ is $2^{m}-1$. Hence, there exists an oracle $X$ such that the assertion (4.5) fails but $T \sqsubseteq X$, a contradiction.

Finally, let $G_{2}$ be a Cohen-Feferman generic oracle; let us show $\psi_{0}\left[G_{2}\right] \in$ $P\left[G_{2}\right]$. Then, $G_{2}$ is not a 1-generic oracle in Dowd's sense [13, Theorem 12]. Therefore, $\psi_{0}\left[G_{2}\right]$ is a finite set. $\square$

## Chapter 6

## One-query versus One-question

In this chapter, we investigate, among others, whether for a random oracle $A, 1 T A U T[A]$ is one-question truth-table reducible to $A$. We present negative answer, i.e. it is not one-question truth-table reducible to $A$ with probability one.

### 6.1 Reducibilities

In this chapter and in the next chapter, for several kinds of reducibilities, we consider the following assertion.
$(\dagger)$ "If $A$ is a random oracle then $1 T A U T[A]$ is not reducible to $A$ with probability one."

Disjunctive reducibility ("d-reducibility" for short) and one-question truth-table reducibility ("1-tt-reducibility" for short) are well-known concepts locating between many-one reducibility and truth-table reducibility ("tt-reducibility" for short). An oracle $A$ is called d-reducible (1-ttreducible, respectively) to an oracle $B$ if it is tt-reducible to $B$ and every truth-table condition used in the reduction is a disjunctive formula (every
truth-table condition used in the reduction has norm 1). For more formal treatment, see Odifreddi [25, p.268]. It is also well-known that for any oracle $A, A$ is 1 -tt-reducible to the complement of $A$. Some authors called disjunctive reducibility by different name (Rogers [27, p.123]). Polynomial time versions of tt-reducibility, d-reducibility and 1-tt-reducibility have been studied since 1970's (Ladner et al. [22]). In this chapter, we show the following.

Theorem 6.1 1. If $A$ is a random oracle, then $1 T A U T[A]$ is not disjunctive reducible to A with probability one.
2. If $A$ is a random oracle, then $1 T A U T[A]$ is not disjunctive reducible to the complement of $A$ with probability one.
3. If $A$ is a random oracle, then $1 T A U T[A]$ is not 1-question truth-table reducible to $A$ with probability one.

Convention for this chapter: $\operatorname{Nbh}(S)$. For each forcing condition $S$, we define a class $\operatorname{Nbhd}(S)$ of oracles as follows. $\operatorname{Nbhd}(S)={ }_{\text {def. }}\{X \in \mathcal{C}$ : $S \sqsubseteq X\}$. "Nbhd" is an abbreviation of "neighborhood."

### 6.2 Initial segments of oracles

To show Theorem 6.1, we introduce an auxiliary language IniSeg $[X]$ in this section. For each oracle $X$, the language IniSeg $[X]$ consists of all initial segments of the oracle. For technical reasons, we adopt the following definition.

Definition 6.1 1. For each bit string $u$ of length at least 1, we define a forcing condition $S_{u}$ as follows. Letting $u=u_{1} u_{2} \cdots u_{n+1}, \operatorname{dom}\left(S_{u}\right)$

### 6.2. INITIAL SEGMENTS OF ORACLES

is defined as $\{z(0), z(1), \ldots, z(n)\}$, and $S_{u}(z(j))$ is defined as $u_{j+1}$ (for $j=0,1, \ldots, n$ ). For the empty bit string $\lambda$, we define a forcing condition $S_{\lambda}$ as to be the empty function.
2. We define an oracle-dependent language IniSeg $[X]$ as follows.

$$
\operatorname{IniSeg}[X]=_{\text {def. }}\left\{u \in\{0,1\}^{*}: S_{u} \sqsubseteq X\right\} .
$$

"IniSeg" is an abbreviation of "initial segment." $\square$
Observe that IniSeg $[X]$ is uniformly (polynomial time) one-one reducible to 1 TAUT $[X]$ in the following sense. Recall that $\operatorname{Str}(k)$ is the following set of bit strings; $\operatorname{Str}(k)=\left\{z(m): 0 \leq m \leq 2^{k}-1\right\}$. For each bit string $u$ of length at least 1 , we define a relativized formula $F_{u}$ as follows.

$$
F_{u} \equiv_{\text {def. }} \text { " }\left(a^{(1)} \Leftrightarrow \xi^{k}\left(q_{1}^{(1)}, \ldots, q_{k}^{(1)}\right)\right) \Rightarrow \triangle^{(k, 1)}\left[S_{u}\right], "
$$

where $k$ is the least natural number such that $\operatorname{dom}\left(S_{u}\right) \subseteq \operatorname{Str}(k)$. For the symbol of the form $\triangle^{(n, i)}[S]$, see the last paragraph of Chapter 2 of this thesis. For the empty bit string $\lambda$, we define $F_{\lambda}$ as to be " $\left(a^{(1)} \Leftrightarrow \xi^{1}\left(q_{1}^{(1)}\right)\right) \Rightarrow$ $(1 \Leftrightarrow 1)$ " i.e. a trivial 1-query tautology. Thus, for any oracle $X$ and for any bit string $u$, the necessary and sufficient condition for " $S_{u} \sqsubseteq X$ " is " $F_{u} \in 1 T A U T[X]$."

Thus, to prove Theorem 6.1, it is sufficient to show the following.
Lemma 6.2 1. If $A$ is a random oracle, then IniSeg $[A]$ is not disjunctive reducible to $A$ with probability one.
2. If $A$ is a random oracle, then IniSeg $[A]$ is not disjunctive reducible to the complement of $A$ with probability one.
3. If $A$ is a random oracle, then IniSeg $[A]$ is not 1-question truth-table reducible to $A$ with probability one.

### 6.3 Disjunctive reducibility

In this section, we show the assertions 1 and 2 of Lemma 6.2. Note that a language $A$ is disjunctive reducible to a language $B$ if and only if there exists a recursive mapping $g$ satisfying the following three requirements.
(d:1) The domain of $g$ is $\{0,1\}^{*}$.
(d:2) For each bit string $u, g(u)$ is (the binary representation of) a finite set of bit strings.
(d:3) For each bit string $u$, the necessary and sufficient condition for " $u \in$ $A$ " is " $g(u) \cap B$ is not empty."

Now, suppose $B$ is a random oracle. Consider the situation where $g$ is a recursive mapping satisfying the above requirements (d:1), (d:2) and (d:3) with $\operatorname{IniSeg}[B]$ in place of $A$. Then, $g$ may be not one-to-one. Thus, in the following Definition, we introduce a mapping Core $[g]$ approximating $g$. For each bit string $u$, Core $[g](u)$ is defined as a subset of $g(u)$ so that if bit strings $u$ and $v$ have the same binary length and we have $u \neq v$ then $\operatorname{Core}[g](u)$ and Core $[g](v)$ are disjoint.

Definition 6.2 Let $g$ be a mapping satisfying the requirements (d:1) and (d:2). Assume $i \in\{0,1\}$. We use the following definitions $1-5$ in this section only.

1. We define a mapping Core $[g]$ as follows. $\operatorname{dom}(\operatorname{Core}[g])==_{\text {def. }}\{0,1\}^{*}$. For each bit string $u$, letting $n=|u|$,
$\operatorname{Core}[g](u)=_{\text {def. }}\left\{w \in g(u): \forall v \in\{0,1\}^{n} \backslash\{u\}, w \notin g(v)\right\}$.
2. We define a mapping AntiCore $[g]$ as follows. $\operatorname{dom}($ AntiCore $[g])==_{\text {def. }}$ $\{0,1\}^{*}$. For each bit string $u$, letting $n=|u|$,

$$
\text { AntiCore }[g](u)=_{\text {def. }} \cup\left\{\operatorname{Core}[g](v): v \in\{0,1\}^{n} \backslash\{u\}\right\} .
$$

3. We define a mapping Supp $[g]$ on natural numbers as follows. For each natural number $n$,
$\operatorname{Supp}[g](n)=_{\text {def. }}\left\{u \in\{0,1\}^{n}: \operatorname{Core}[g](u)\right.$ is non-empty $\}$.
"Supp" is an abbreviation of "support." For each natural number $n$, we denote the cardinality of $\operatorname{Supp}[g](n)$ by $c(g, n)$.

$$
c(g, n)={ }_{\text {def. }} \operatorname{Card}(\operatorname{Supp}[g](n)) .
$$

4. For each bit string $u$, we define a forcing condition $T_{(g, u, i)}$ as follows. $\operatorname{dom}\left(T_{(g, u, i)}\right)==_{\text {def. }}$ AntiCore $[g](u)$, and for each $w \in \operatorname{AntiCore}[g](u)$, $T_{(g, u, i)}(w)=_{\text {def. }} \neg i$, where $\neg$ is the operator of complement on the Boolean algebra $\{0,1\}$ i.e. $\neg 1=0$ and $\neg 0=1$. When the mapping $g$ and the Boolean value $i$ are clear from the context, we denote $T_{(g, u, i)}$ by $T_{u}$.
5. We define $d-\operatorname{Red}(g, 1)(d-\operatorname{Red}(g, 0)$, respectively) as to be the collection of all oracles $X$ such that the language IniSeg $[X]$ is disjunctive reducible to $X$ (to the complement of $X$ ) via the mapping $g$. That is, $d-\operatorname{Red}(g, i)=_{\text {def. }}\{X \in \mathcal{C}:$ For each bit string $u$, the necessary and sufficient condition for " $S_{u} \sqsubseteq X$ " is " $\exists w \in g(u)$ such that $X(w)=i$ " \}. "d-Red" is an abbreviation of "disjunctive reducible." $\square$

Lemma 6.3 Let $g$ be a mapping satisfying the requirements (d:1) and (d:2). Assume $i \in\{0,1\}$. Assume that $n$ is a positive integer. Then, each of the following assertions $1-5$ holds.

## $d-\operatorname{Red}(g, i) \subseteq$

$\{X \in \mathcal{C}: X(z(0)) X(z(1)) \cdots X(z(n-1)) \in \operatorname{Supp}[g](n)\}$.
2. $d-\operatorname{Red}(g, i) \subseteq \cup\left\{d-\operatorname{Red}(g, i) \cap \operatorname{Nbhd}\left(S_{u}\right): u \in \operatorname{Supp}[g](n)\right\}$.
3. We have $\mu(d-\operatorname{Red}(g, i)) \leq c(g, n) / 2^{n}$, where $\mu$ denotes Lebesgue measure
4. $d-\operatorname{Red}(g, i) \subseteq \cup\left\{\operatorname{Nbhd}\left(T_{u}\right): u \in \operatorname{Supp}[g](n)\right\}$.
5. Assume $c(g, n) \geq 2$. Then, we have
$\mu(d-\operatorname{Red}(g, i)) \leq c(g, n) / 2^{c(g, n)-1}$.

Proof:
Proof of 1 and 2: Suppose that $X$ is a member of the set $d-\operatorname{Red}(g, i)$. Let $u$ be the bit string $X(z(0)) X(z(1)) \cdots X(z(n-1))$. Then, $X \in \operatorname{Nbhd}\left(S_{u}\right)$. Hence, there exists a bit string $w \in g(u)$ such that $X(w)=i$; in the following, we verify $w \in \operatorname{Core}[g](u)$. Suppose $v \in\{0,1\}^{n} \backslash\{u\}$. Then, $X$ is not an extension of $S_{v}$. Therefore, by our assumption of $X \in d-\operatorname{Red}(g, i), w$ does not belong to the set $g(v)$. Hence, we have $w \in \operatorname{Core}[g](u)$. Therefore, we have $u \in \operatorname{Supp}[g](n)$. Hence, the assertions 1 and 2 of Lemma 6.3 hold. Proof of 3: This is a direct corollary of the assertion 1 of Lemma 6.3 Proof of 4: Suppose $u \in\{0,1\}^{n}$. We show the following relation.
$\left(4^{\prime}\right)$
$d-\operatorname{Red}(g, i) \cap \operatorname{Nbhd}\left(S_{u}\right) \subseteq \operatorname{Nbhd}\left(T_{u}\right)$.
Then, the conjunction of the above $\left(4^{\prime}\right)$ and the assertion 2 of Lemma 6.3 implies the assertion 4 'of Lemma 6.3. To show the relation (4'), assume $X \in d-\operatorname{Red}(g, i) \cap \operatorname{Nbhd}\left(S_{u}\right)$. Assume for a contradiction that the oracle
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$X$ is not an extension of the forcing condition $T_{u}$. That is, there exists a bit string $w \in \operatorname{AntiCore}[g](u)$ (recall that AntiCore $[g](u)$ is the domain of the forcing condition $T_{u}$ ) such that $X(w)=i$ (recall $\left.T_{u}(w)=\neg i\right)$. Then, by the definition of the mapping AntiCore $[g]$, there exists a bit string $v \in$ $\{0,1\}^{n} \backslash\{u\}$ such that $w \in \operatorname{Core}[g](v) \subseteq g(v)$. Therefore, by our assumption of $X \in d-\operatorname{Red}(g, i)$ and by the fact that $X(w)$ equals $i$, we have $S_{v} \sqsubseteq X$. This contradicts our assumption of $S_{u} \sqsubseteq X$. Hence, the relation (4') holds.

Proof of 5: Suppose $u \in\{0,1\}^{n}$. We define a family $\mathcal{F}_{u}$ of sets as follows.

$$
\mathcal{F}_{u}=_{\text {def. }}\{\operatorname{Core}[g](v): v \in \operatorname{Supp}[g](n) \backslash\{u\}\} .
$$

Each element of $\mathcal{F}_{u}$ is a non-empty set. Moreover, it is easily verified that the members of $\mathcal{F}_{u}$ are mutually disjoint: that is, if $v \neq w$ then $\operatorname{Core}[g](v) \cap$ $\operatorname{Core}[g](w)=\emptyset$. Recall the following relation.

$$
\bigcup \mathcal{F}_{u}=\operatorname{AntiCore}[g](u)=\operatorname{dom}\left(T_{u}\right)
$$

Therefore, the domain of $T_{u}$ has cardinality at least $c(g, n)-1$, where $c(g, n)=\operatorname{Card}(\operatorname{Supp}[g](n))$. Thus, we have the following

$$
\mu\left(\operatorname{Nbhd}\left(T_{u}\right)\right) \leq 1 / 2^{c(g, n)-1} .
$$

Since $u$ was arbitrary, by 4 of Lemma 6.3, we have the following.

$$
\mu(d-\operatorname{Red}(g, i)) \leq c(g, n) / 2^{c(g, n)-1} . \square
$$

Proof of 1 and 2 of Lemma 6.2: Let $g$ be a mapping satisfying the requirements ( $\mathrm{d}: 1$ ) and ( $\mathrm{d}: 2$ ). Assume we have $i \in\{0,1\}$. We show $\mu(d-\operatorname{Red}(g, i))=0$. Case 1: The case where there exist infinitely many natural numbers $n$ such that $c(g, n)<n$. In this case, by 3 of Lemma 6.3, we have $\mu(d-\operatorname{Red}(g, i))=0$. Case 2: Otherwise. Then, there exists a
6.4. ONE-QUESTION TRUTH TABLE REDUCIBILITY

Definition 6.3 Let $g=\left(g_{1}, g_{2}\right)$ be a pair of mappings such that the above requirements (1-tt:1), (1-tt:2) and (1-tt:3) are satisfied. The following definitions 1 and 2 are used in this section only.

1. We define a mapping Supp $[g]$ on natural numbers as follows. For each natural number $n$,
$\operatorname{Supp}[g](n)=_{\text {def. }}\left\{u \in\{0,1\}^{n}:\right.$ For all $v \in\{0,1\}^{n} \backslash\{u\}$, the ordered pairs $\left(g_{1}(u), g_{2}(u)\right)$ and $\left(g_{1}(v), g_{2}(v)\right)$ are not identical\}.

For each natural number $n$, we denote the cardinality of $\operatorname{Supp}[g](n)$ by $c(g, n)$.
2. We define $1-t t-\operatorname{Red}(g)$ as to be the collection of all oracles $X$ such that the language IniSeg $[X]$ is 1-tt-reducible to $X$ via $g$. That is,
$1-t t-\operatorname{Red}(g)=_{\text {def. }}\{X \in \mathcal{C}:$ For each bit string $u$, the necessary and
sufficient condition for " $S_{u} \sqsubseteq X$ " is " $X\left(g_{1}(u)\right)=g_{2}(u)$ "\}.
"1-tt-Red" is an abbreviation of "1-tt-reducible." $\square$
Lemma 6.4 Let $g=\left(g_{1}, g_{2}\right)$ be an ordered pair of mappings satisfying the requirements (1-tt:1), (1-tt:2) and (1-tt:3). Assume that $n$ is a positive integer. Then, each of the following assertions $1-4$ holds.
1.

$$
\begin{aligned}
& 1-t t-\operatorname{Red}(g, i) \subseteq \\
& \{X \in \mathcal{C}: X(z(0)) X(z(1)) \cdots X(z(n-1)) \in \operatorname{Supp}[g](n)\}
\end{aligned}
$$

2. $1-t t-\operatorname{Red}(g, i) \subseteq \cup\left\{1-t t-\operatorname{Red}(g, i) \cap \operatorname{Nbhd}\left(S_{u}\right): u \in \operatorname{Supp}[g](n)\right\}$
3. We have $\mu(1-t t-\operatorname{Red}(g, i)) \leq c(g, n) / 2^{n}$.
4. For each real number $x$, we let $\lceil x\rceil$ denote the least natural number $m$ such that $m \geq x$. Assume $c(g, n) \geq 3$. Then, we have

$$
\mu(1-t t-\operatorname{Red}(g, i)) \leq c(g, n) / 2^{[c(g, n) / 2]-1}
$$

Proof: The assertion 1, 2, 3 are shown similarly to corresponding assertions of Lemma 6.3. To show the assertion 4 of Lemma 6.4, we introduce the following equivalence relation " $\sim$ " on $\operatorname{Supp}[g](n): u \sim v$ if and only if $g_{1}(u)=g_{1}(v)$. Now, fix an arbitrary bit string $u \in\{0,1\}^{n}$. Let $\mathcal{F}_{u}$ be the family of all bit strings $v \in \operatorname{Supp}[g](n)$ satisfying the following two requirements.

- $v$ is not equivalent to $u$ with respect to the relation $\sim$
- In the equivalence class of $v$ with respect to the relation $\sim, v$ is the least element with respect to lexicographic order.

We define a forcing condition $T_{u}^{\prime}$ as follows.

$$
\begin{aligned}
& \operatorname{dom}\left(T_{u}^{\prime}\right)==_{\text {def. }}\left\{g_{1}(v): v \in \mathcal{F}_{u}\right\}, \\
& T_{u}^{\prime}\left(g_{1}(v)\right)=_{\text {def. }} \neg g_{2}(v) .
\end{aligned}
$$

By the first requirement for $\mathcal{F}_{u}$, each bit string $v \in \mathcal{F}_{u}$ is not $u$. Hence, if $X$ is an oracle such that $X \in 1-t t-\operatorname{Red}(g) \cap \operatorname{Nbhd}\left(S_{u}\right)$, then for every $v \in \mathcal{F}_{u}$, we have $X\left(g_{1}(v)\right) \neq g_{2}(v)$. Thus, the following holds.
(a)

$$
1-t t-\operatorname{Red}(g) \cap \operatorname{Nbhd}\left(S_{u}\right) \subseteq \operatorname{Nbhd}\left(T_{u}^{\prime}\right) .
$$

Note that, for each bit string $v \in \operatorname{Supp}[g](n)$, the cardinality of the equivalence class $v / \sim$ is at most 2 . Therefore, the number $c(g, n)$ (i.e. the cardinality of $\operatorname{Supp}[g](n))$ is at most $2 \times \operatorname{Card}\left(\mathcal{F}_{u}\right)+2$. In other words, we have the following.

$$
\operatorname{Card}\left(\mathcal{F}_{u}\right) \geq\lceil c(g, n) / 2\rceil-1
$$

Moreover, the mapping $g_{1}$ is one-to-one on $\mathcal{F}_{u}$. Hence, we have the following. (b) $\mu\left(\operatorname{Nbhd}\left(T_{u}^{\prime}\right)\right) \leq 1 / 2^{\lceil c(g, n) / 2]-1}$.

Therefore, by the above (a), (b) and by the assertion 2 of Lemma 6.4, we get the following inequality.

$$
\mu(1-t t-\operatorname{Red}(g, i)) \leq c(g, n) / 2^{[c(g, n) / 2]-1}
$$

Proof of 3 of Lemma 6.2: We use Lemma 6.4. The reminder of the proof is similar to Proof of 1 and 2 of Lemma 6.2. $\square$

Proof of Theorem 6.1: Immediate from Lemma 6.2 and from the fact that IniSeg $[X]$ is uniformly one-one reducible to $1 T A U T[X]$. $\square$

## Chapter 7

## Control of While-loops

In this chapter, we investigate the relationship between the $r$-query tautologies and fundamental questions in the theory of computational complexity. For this purpose, we construct a deterministic algorithm whose while-loop's execution time is controlled by a forcing method. The contents of this chapter is based on [29].

### 7.1 Problem of this chapter

In $[6]$, Bennet and Gill showed that if $A$ is a random oracle then $P[A] \neq$ $N P[A]$ with probability 1 . Since $\operatorname{TAUT}[A]$ is a coNP[A]-complete set for an arbitrary oracle $A$, we obtain the following as its direct corollary.

Fact 7.1 If $A$ is a random oracle then we have $T A U T[A] \notin P[A]$ with probability one.

The above statement means that the set $\{X: T A U T[X] \notin P[X]\}$ has Lebesgue measure 1 in the Cantor space. We consider the problem whether the statement of the above fact remains true when we substitute $r T A U T[A]$ for $\operatorname{TAUT}[A]$. Extending Dowd's theory of $r$-generic oracles [13], we shall
present a forcing argument to bound execution time of a while-loop of a deterministic oracle Turing machine, from which we shall show the following theorem, where TAUT denotes the collection of all tautologies of the usual propositional calculus.

Theorem 7.1 Suppose that $r$ is a positive integer. Then, for each $A$ that is an r-generic oracle in Dowd's sense, we have the following.
(1.1)
$r T A U T[A] \equiv_{T}^{P} T A U T \oplus A$.
When $A$ is a Feferman generic oracle, as is shown in Chapter 5, the formula (1.1) does not hold. Whereas, we do have the above formula (1.1) for $A$ that is an $r$-generic oracle in the sense of Dowd.

Our conclusion in this chapter is the following theorem.
Theorem 7.2 Suppose thatr is a positive integer. Then, the following two statements are equivalent.
(1) If $A$ is a random oracle then $r T A U T[A] \notin P[A]$ with probability 1 .
(2) The unrelativized class $R$ does not equal $N P$.

We shall prove Theorem 7.2 as a corollary of Theorem 7.1. However, to explain our motive for proofs, we first show Theorem 7.1 in the case where $r=1$ separately.

### 7.2 Algorithm for 1-query tautologies

In this section, we give a proof of Theorem 7.1 in the case where $r=1$. In this special case, each tautology $F$ has the unique minimal forcing condition that forces $F$. Let us recall the following two results by Dowd.
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Dowd's Lemma 9 ([13, Lemma 9]) If $F$ is a 1-query formula which is a tautology with respect to some $X$ then there is a unique minimal set $S$ of queries which forces $F$ to be a tautology (we say $F$ specifies $S$ ).
Dowd's Theorem 11 ([13, Theorem 11]) If $N P=c o N P$ then there is a nondeterministic oracle machine $M$ uniformly accepting TAUT $[X]$, such that with respect to any r-generic $X$ (in the sense of Dowd), $M$ accepts the members of $r T A U T[X]$ in polynomial time.

We shall show an analogue of Dowd's Theorem 11 for a deterministic oracle machine:

Lemma 7.3 There exists a deterministic oracle Turing machine $M[X]$ for which (1) and (2) below hold.
(1) For every oracle $A, \operatorname{Lang}(M[T A U T \oplus A])=1 T A U T[A]$.
(2) If $A$ is 1-generic in the sense of Dowd, then $M[T A U T \oplus A]$ accepts the members of $1 T A U T[A]$ in polynomial time.

In the proof of Dowd's Theorem 11, Dowd used a forcing argument to bound the lengths of bit strings written on a query tape by a nondeterministic oracle machine. However, we want to bound the computing time of a deterministic oracle machine. To show the above Lemma 7.3, we shall carefully examine the computational complexity of a function which maps each 1-query formula $F$ that is a tautology with respect to a given oracle $X$ to the unique minimal forcing condition $S$ such that $F$ specifies $S$. We shall construct a transducer that has one while-loop so that, for each 1query formula $F$, it computes a candidate for (the domain of) the specified forcing condition. The transducer computes (the domain of) the specified function $S$ itself as long as input $F$ is a tautology with respect to a given
oracle. A forcing argument will put the bounds of the execution time of the while-loop. Finally, we shall check whether the candidate for the specified forcing condition really forces that $F$ is a tautology.

Proof of Lemma 7.3: Let us define four predicates as follows.
TAUTALL(F)
$\equiv_{\text {def. }} F$ is a formula of the relativized propositional calculus and
$F$ is a tautology with respect to any oracle.
1QFORMULA(i,H,F)
$\equiv_{\text {def. }} i$ is a positive natural number, $H$ is a query free formula and

$$
\left.F \text { is the 1-query formula " } a \Leftrightarrow \xi^{i}\left(q_{1}, \ldots, q_{i}\right)\right) \Rightarrow H \text {." }
$$

$\operatorname{CRITICAL}(u, i, H, F)$
$\equiv_{\text {def. }}|u|=i, 1 Q F O R M U L A(i, H, F)$ is true and
the following formula is not a tautology

$$
"\left(\bigwedge_{j=1}^{i}\left(q_{j} \Leftrightarrow u_{j}\right)\right) \Rightarrow H . "
$$

$\operatorname{SEGMENT}\left(u, i, H, F,\left\langle v^{(1)}, \ldots, v^{(m)}\right\rangle\right)$
$\equiv_{\text {def }}$. There exists $w$ such that $u$ is an initial segment of $w$,

$$
\operatorname{CRITICAL}(w, i, H, F) \text { is true and }
$$

$$
\text { no } v^{(j)} \text { equals } w \quad(j=1, \ldots, m)
$$

Hereafter, whenever we talk about a 1-query formula $F$, we assume that $i$ and $H$ satisfy $1 Q F O R M U L A(i, H, F)$.

TAUTALL belongs to coNP (see [13]) and SEGMENT belongs to $N P$. Hence there are two deterministic polynomial time-bounded oracle Turing machines $N_{A L L}[X]$ and $N_{S E G}[X]$ such that $\operatorname{Lang}\left(N_{A L L}[T A U T]\right)=$ $T A U T A L L$ and $\operatorname{Lang}\left(N_{S E G}[T A U T]\right)=S E G M E N T$. Using these machines, we construct two oracle machines $T[X]$ and $M[X]$ as follows

```
Algorithm 7.1 (T[~] and M[~])
transducer T[Y] (input F: 1-query formula)
begin
    List:= \\rangle; /* the empty list */
    while }\mp@subsup{N}{SEG}{}[Y]\mathrm{ accepts }\langle\lambda,i,H,F,List\rangle d
    u:= \lambda;
    for i times do
        if N}\mp@subsup{N}{SEG}{[Y] accepts }\langleu0,i,H,F,List
            then }u:=u0; else u:=u1
        end-if;
    end-for;
    Add u to List;
    end-while;
    output( List)
end {T[Y]}
machine M[Y\oplusZ] (input F: 1-query formula)
begin
    List :=T[Y](F);
    if List is empty then accept;
    \langlev(1)},\ldots,\mp@subsup{v}{}{(m)}\rangle:= List
    uj:= Z}\mp@subsup{Z}{}{i}(\mp@subsup{v}{1}{(j)},\ldots,\mp@subsup{v}{i}{(j)})\mathrm{ , for each j=1, ..,m;
    G:= the formula " ( }\mp@subsup{\bigwedge}{j=1}{m}(\mp@subsup{u}{j}{}\Leftrightarrow\mp@subsup{\xi}{}{i}(\mp@subsup{v}{1}{(j)},\ldots,\mp@subsup{v}{i}{(j)})))=>F"
    if }\mp@subsup{N}{ALL}{}[Y] accepts 
        then accept; else reject;
    end-if;
end {M[Y\oplusZ]}
```

Suppose that $F$ is a 1 -query formula and $u$ is a string whose length is $i$. When $T[T A U T]$ runs on input $F, u$ is added to List if and only if $\operatorname{CRITICAL}(u, i, H, F)$ is true. Hence if $F$ is a tautology with respect to an oracle $A$ then it is accepted by $M[T A U T \oplus A]$. Conversely, the final test in $M[X]$ guarantees that any formula accepted by $M[T A U T \oplus A]$ is a tautology with respect to $A$. Hence (1) of Lemma 7.3 holds.

Next, we show (2). Note that if a forcing condition forces a given 1 query formula, then the function should be an extension of the forcing condition specified by the 1-query formula. Thus, if $F$ is a 1-query formula and a forcing condition $S$ forces $F$, then for each $j \leq 2^{n}-1$ such that $\operatorname{CRITICAL}\left(z\left(2^{i}-1+j\right), i, H, F\right)$ is true, $z(j)$ belongs to $\operatorname{dom}(S)$. Therefore, for every $A$ that is 1 -generic in the sense of Dowd, there exists a polynomial $p(x)$ such that the while-loop of $T[T A U T]$ terminates within $p(|F|)$ steps whenever input $F$ is a tautology with respect to $A$. $\square$

Proof of Theorem 7.1 for $r=1$ : Now, for each $A$ that is a 1-generic oracle in Dowd's sense, we construct a machine by adding an appropriate clock to $M[X]$ in Lemma 7.3. This machine witnesses $1 T A U T[A] \leq_{T}^{P} T A U T \oplus A$. $\square$

### 7.3 Algorithm for general case

In this section, we present a proof of Theorem 7.1 without the assumption of $r=1$.

We begin with rewriting a given $r$-query formula so that the resulting formula is longer than the original one but it has fewer occurrences of query symbols. Then we shall investigate a fast algorithm for the rewriting. Let $r$ and $i$ be positive integers and $H$ a query free formula. $\mathfrak{\natural}\langle r, i, H\rangle$ denotes
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the following $r$-query formula.

$$
\left(\bigwedge_{j=1}^{r}\left(a^{(j)} \Leftrightarrow \xi^{i}\left(q_{1}^{(j)}, \ldots, q_{i}^{(j)}\right)\right)\right) \Rightarrow H .
$$

$\sharp\langle r, i, H\rangle$ denotes the $r$-query formula below

$$
\begin{aligned}
& {\left[\bigwedge_{j=1}^{r} \quad\left(a^{(j)} \Leftrightarrow \xi^{i}\left(q_{1}^{(j)}, \ldots, q_{i}^{(j)}\right)\right)\right] \Rightarrow} \\
& {\left[\left[\bigwedge_{j=1}^{r}\left(\left(\bigwedge_{k=1}^{i}\left(q_{k}^{(j)} \Leftrightarrow q_{k}^{(r+1)}\right)\right) \Rightarrow\left(a^{(j)} \Leftrightarrow a^{(r+1)}\right)\right)\right] \Rightarrow H\right]}
\end{aligned}
$$

Note that the length of $\mathfrak{h}\langle r, i, H\rangle$ is given by a polynomial of $r+i+$ the length of $H$ and the length of $\sharp\langle r, i, H\rangle$ is similarly bounded.

From now on, we fix a positive integer $r$ throughout this section. For an oracle $A,(r+1)$ CRITICAL[A] denotes the collection of all triples $\langle w, i, H\rangle$ for which the following two conditions hold.
(1) $i$ is a positive integer, $H$ is a query free formula and $w$ is a bit string whose length is $i$.
(2) $\sharp\left\langle r, i, \bigwedge_{k=1}^{i}\left(w_{k} \Leftrightarrow q_{k}^{(r+1)}\right) \Rightarrow H\right\rangle$ does not belong to $r T A U T[A]$.

Proposition 7.4 Let $i$ and $m$ be positive integers and $H$ a query free formula. And, let $A$ be an oracle and $u, v^{(1)}, \ldots, v^{(m)}$ bit strings. Assume the following four conditions hold.
(i) $|u|=m$,
(ii) $\left|v^{(l)}\right|=i$ and $u_{l}=A^{i}\left(v_{1}^{(l)}, \ldots, v_{i}^{(l)}\right) \quad(l=1, \ldots, m)$,
(iii) $G$ is the query free formula below:

$$
\bigwedge_{l=1}^{m}\left(\left(\bigwedge_{k=1}^{i}\left(v_{k}^{(l)} \Leftrightarrow q_{k}^{(r+1)}\right)\right) \Rightarrow\left(u_{l} \Leftrightarrow a^{(r+1)}\right)\right)
$$

(iv) $\left\{v^{(1)}, \ldots, v^{(m)}\right\}=\{w:\langle w, i, H\rangle \in(r+1) \operatorname{CRITICAL}[A]\}$.

Then the following two assertions are equivalent.
(a) $\sharp\langle r, i, G \Rightarrow H\rangle \in r T A U T[A]$
(b) $\mathfrak{b}\langle r+1, i, H\rangle \in(r+1) T A U T[A]$.

Proof: First, we show that (a) implies (b). Assume (a). Then, the formula $\mathfrak{b}\langle r+1, i, G \Rightarrow H\rangle$ belongs to $(r+1) T A U T[A]$. However, by (ii) and (iii), $\mathfrak{4}\langle r+1, i, G\rangle$ also belongs to $(r+1) T A U T[A]$. Hence (b) holds

Next, we show that the negation of (a) implies the negation of (b). Assume $\sharp\langle r, i, G \Rightarrow H\rangle$ does not belong to $r T A U T[A]$. Then, for some truth assignment $\mathcal{V}$, the following four formulas are true
(1) $\bigwedge_{j=1}^{r}\left(a^{(j)} \Leftrightarrow A^{i}\left(q_{1}^{(j)}, \ldots, q_{i}^{(j)}\right)\right)$,
(2) $\bigwedge_{j=1}^{r}\left(\left(\bigwedge_{k=1}^{i}\left(q_{k}^{(j)} \Leftrightarrow q_{k}^{(r+1)}\right)\right) \Rightarrow\left(a^{(j)} \Leftrightarrow a^{(r+1)}\right)\right)$,
(3) $G$,
(4) $\neg H$.

We define a bit string $w$ whose length is $i$ as follows. For each $k \quad(k=$ $1, \ldots, i)$, let $w_{k}=\mathcal{V}\left(q_{k}^{(r+1)}\right)$ i.e. the truth value of the atom $q_{k}^{(r+1)}$. Then, the following formula is true with respect to $\mathcal{V}$
(5) $\bigwedge_{k=1}^{i}\left(w_{k} \Leftrightarrow q_{k}^{(r+1)}\right)$

Since (1), (2), (4) and (5) are true with respect to $\mathcal{V},\langle w, i, H\rangle$ belongs to $(r+1)$ CRIT ICAL[A]. Therefore, by (iv), there is an integer $n \quad(1 \leq$ $n \leq m)$ such that $w=v^{(n)}$. Then, the following formulas are true with respect to $\mathcal{V}$ :
(6) $\left(\bigwedge_{k=1}^{i}\left(v_{k}^{(n)} \Leftrightarrow q_{k}^{(r+1)}\right)\right) \Rightarrow\left(u_{n} \Leftrightarrow a^{(r+1)}\right) \quad$ (by (3)),
(7) $\bigwedge_{k=1}^{i}\left(v_{k}^{(n)} \Leftrightarrow q_{k}^{(r+1)}\right) \quad(\mathrm{by}(5))$,
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(8) $a^{(r+1)} \Leftrightarrow A^{i}\left(q_{1}^{(r+1)}, \ldots, q_{i}^{(r+1)}\right) \quad$ (by (ii), (6) and (7)),
(9) $\bigwedge_{j=1}^{r+1}\left(a^{(j)} \Leftrightarrow A^{i}\left(q_{1}^{(j)}, \ldots, q_{i}^{(j)}\right)\right.$ (by (1) and (8)).

Since (4) and (9) are true with respect to $\mathcal{V}, \mathfrak{b}\langle r+1, i, H\rangle \notin(r+$ 1) TAUT[A]. Thus we have shown that the negation of (a) implies the negation of (b). $\square$

Remark. We did not use (iv) to show that (a) implies (b). The statements (1), (8) and (9) of the above proof are not formulas of the relativized propositional calculus in the strict sense but the interpretations of formulas with respect to the particular oracle. However, we abuse terminology. $\square$

Our next problems for a given formula $F=\mathfrak{h}\langle r+1, i, H\rangle$, are the following two.

How long is the rewritten formula $\sharp\langle r, i, G \Rightarrow H\rangle$ ?
How fast can we rewrite $F$ by a deterministic algorithm ?
The length of the rewritten formula is determined by the cardinality of the following set:
(6.1) $B=\{w:\langle w, i, H\rangle \in(r+1) C R I T I C A L[A]\}$.

For the second problem, it is enough to construct a deterministic transducer that outputs a list of all the members of the above set $B$ in polynomial time when it runs on input $F$.

Proposition 7.5 Suppose $i$ is a positive integer and $H$ a query free formula. Let $A$ be an oracle, $S$ a forcing condition, and $B$ the set given by (6.1). Assume $S \sqsubseteq A$, and assume that $S$ forces $\lfloor\langle r+1, i, H\rangle$. Then, $\operatorname{Card}(B) \leq \operatorname{Card}(\operatorname{dom}(S))$.

Proof: Let $C$ be the following set
$\left\{z(j):\left\langle z\left(2^{i}-1+j\right), i, H\right\rangle \in(r+1) C R I T I C A L[A]\right\}$.

Clearly, $\operatorname{Card}(B)=\operatorname{Card}(C)$. Therefore it is sufficient to show that $C \subseteq$ $\operatorname{dom}(S)$.

Assume for a contradiction that $z(n) \in C \backslash \operatorname{dom}(S)$ for some $n$. Fix such an integer $n$ and put $w=z\left(2^{i}-1+n\right)$. Recall that $X^{i}\left(w_{1}, \ldots, w_{i}\right)=X(z(n))$ for each oracle $X$. Since $w \in B$, there is a truth assignment $\mathcal{V}$ for which the following four formulas are true :
(1) $\bigwedge_{j=1}^{r}\left(a^{(j)} \Leftrightarrow A^{i}\left(q_{1}^{(j)}, \ldots, q_{i}^{(j)}\right)\right)$,
(2) $\bigwedge_{j=1}^{r}\left(\left(\bigwedge_{k=1}^{i}\left(q_{k}^{(j)} \Leftrightarrow q_{k}^{(r+1)}\right)\right) \Rightarrow\left(a^{(j)} \Leftrightarrow a^{(r+1)}\right)\right)$,
(3) $\bigwedge_{k=1}^{i}\left(w_{k} \Leftrightarrow q_{k}^{(r+1)}\right)$,
(4) $\neg H$.

Define an oracle $D$ as follows. Let $D(z(n))=\mathcal{V}\left(a^{(r+1)}\right)$. For strings $u \neq z(n)$, let $D(u)=A(u)$. Then, the following two are true with respect to $\mathcal{V}$ :
(5) $\left(a^{(r+1)} \Leftrightarrow D^{i}\left(q_{1}^{(r+1)}, \ldots, q_{i}^{(r+1)}\right)\right) \quad$ (by (3)),
(6) $\Lambda_{j=1}^{r}\left(a^{(j)} \Leftrightarrow D^{i}\left(q_{1}^{(j)}, \ldots, q_{i}^{(j)}\right)\right) \quad$ (by (1), (2) and (3)).

Since (4), (5) and (6) are true with respect to $\mathcal{V}, \mathrm{b}\langle r+1, i, H\rangle \notin T A U T^{D}$.
Since $z(n)$ does not belong to $\operatorname{dom}(S)$, we have $S \sqsubseteq D$. Therefore, $S$ does not force $\operatorname{TAUT}[X](\lfloor\langle r+1, i, H\rangle)$; thus we get a contradiction. $\square$

Given an oracle $A$, let $(r+1) S E G M E N T[A]$ denote the collection of all sequences of the form $\left\langle u, i, H,\left\langle v^{(1)}, \ldots, v^{(m)}\right\rangle\right\rangle$ such that for some bit string $w$ the following three conditions hold.
(1) $u$ is an initial segment of $w$.
(2) $\langle w, i, H\rangle \in(r+1) C R I T I C A L[A]$.
7.3. ALGORITHM FOR GENERAL CASE
(3) $w \neq v^{(l)} \quad(l=1, \ldots, m)$.

Proposition 7.6 For each oracle $A$, we have

$$
(r+1) S E G M E N T[A] \leq_{T}^{P} r T A U T[A] .
$$

Proof: Suppose that $i$ is a positive integer, $H$ is a query free formula and we have $|u| \leq\left|v^{(1)}\right|=\cdots=\left|v^{(m)}\right|=i$. Then, the sequence $\left\langle u, i, H,\left\langle v^{(1)}, \ldots, v^{(m)}\right\rangle\right\rangle$ belongs to $(r+1) S E G M E N T[A]$ if and only if the following formula does not belong to $r \operatorname{TAUT}[A]$.

$$
\sharp\left\langle r, i,\left[\left(\bigwedge_{k=1}^{|u|}\left(u_{k} \Leftrightarrow q_{k}^{(r+1)}\right)\right) \wedge\left(\bigwedge_{l=1}^{m} \neg \bigwedge_{k=1}^{i}\left(v_{k}^{(l)} \Leftrightarrow q_{k}^{(r+1)}\right)\right)\right] \Rightarrow H\right\rangle .
$$

$\square$

Lemma 7.7 There is a deterministic oracle Turing machine $M_{r+1}[X]$ such that (1) and (2) below hold.
(1) For every oracle $A, \operatorname{Lang}\left(M_{r+1}[r T A U T[A]]\right)=(r+1) T A U T[A]$.
(2) If $A$ is an $(r+1)$-generic oracle in the sense of Dowd, then the machine $M_{r+1}[r T A U T[A]]$ accepts the members of $(r+1) T A U T[A]$ in polynomial time.

Proof: As in our proof of Lemma 7.3, we construct a deterministic oracle transducer $T_{r+1}[X]$ that works as follows. Running on input $F \equiv_{\text {def. }} \mathrm{G}\langle r+1, i, H\rangle, T_{r+1}[r T A U T[A]]$ outputs the list of all members of the set $B$ as in (6.1). Further, if $A$ is ( $r+1$ )-generic in the sense of Dowd, then $T_{r+1}[r T A U T[A]]$ terminates within polynomial steps of the length of input $F$, where such a polynomial depends upon $A$. Such a construction is possible by Proposition 7.5 and 7.6. By using the transducer $T_{r+1}[X]$,
again as in our proof of Lemma 7.3, we construct a deterministic oracle machine $M_{r+1}[X]$ as follows. When $M_{r+1}[r T A U T[A]]$ runs on input $F=\mathfrak{\natural}\langle r+1, i, H\rangle$, it checks whether $\sharp\langle r, i, G \Rightarrow H\rangle$ belongs to $r T A U T[A]$, where $G$ is the formula given in (iii) of Proposition 7.4. By the fact that $A$ is polynomial time Turing reducible to $r T A U T[A]$, we can construct such a machine $M_{r+1}[X]$. Thus by Proposition 7.4 and by our construction of $T_{r+1}[X], M_{r+1}[X]$ satisfies the requirements of the lemma. $\square$

Proof of Theorem 7.1: Suppose that $r$ is a positive integer and $A$ is an $r$-generic oracle in Dowd's sense. By Lemma 7.7, for any positive integer $s<r,(s+1) T A U T[A]$ is polynomial time Turing equivalent to $s T A U T[A]$, and hence we have $r T A U T[A] \equiv_{T}^{P} 1 T A U T[A]$. Thus, by Theorem 7.1 for $r=1$, we have Theorem 7.1 for all $r \geq 1$. $\square$

### 7.4 Conclusion of this chapter

For each positive integer $r$, the following two statements are equivalent (Theorem 7.2).
(1) If $A$ is a random oracle then $r T A U T[A] \notin P[A]$ with probability 1 .
(2) The unrelativized class $R$ does not equal $N P$

Proof of Theorem 7.2: Consider the following five subsets of the Cantor space;

$$
\begin{aligned}
& D_{1}=\left\{X: T A U T \leq_{T}^{P} X\right\}, \\
& D_{2}=\{X: X \text { is } r \text {-generic in the sense of Dowd }\}, \\
& D_{3}=\left\{X: r T A U T[X] \equiv_{T}^{P} T A U T \oplus X\right\}, \\
& D_{4}=\left\{X: r \operatorname{TAUT}[X] \leq_{T}^{P} X\right\},
\end{aligned}
$$

7.4. CONCLUSION OF THIS CHAPTER

$$
D_{5}=\{X: r T A U T[X] \notin P[X]\} .
$$

First, $R=N P$ if and only if $N P \subseteq B P P$ (by Ko [19]). The latter is equivalent to the assertion $c o N P \subseteq B P P$. Next, $T A U T \in B P P$ if and only if $\mu\left(D_{1}\right)=1$ (by Bennet and Gill [6], see also [1]), where $\mu$ means Lebesgue measure. Now, $\mu\left(D_{2}\right)=1$ (see section 4 of Dowd [13]). Therefore, by Theorem 7.1, $\mu\left(D_{3}\right)=1$. Hence $\mu\left(D_{1}\right)=1$ if and only if $\mu\left(D_{4}\right)=1$. Moreover, the set $D_{4}$ is closed under finite changes i.e. if $A \in D_{4}$ and $\{x: A(x) \neq B(x)\}$ is a finite set then $B \in D_{4}$. Consequently, if $\mu\left(D_{4}\right)>0$ then $\mu\left(D_{4}\right)=1$. Hence $D_{5}$ has Lebesgue measure 1 if and only if $R \neq N P$ $\square$

## Chapter 8

## Conclusive Remark

A problem that we left open in Chapter 4 is whether the horizontal hierarchy of Diagram 4.2 collapses or not. That is, for each positive integer $r$, whether $(r+1) \mathrm{GEN}_{3}$ equals $r \mathrm{GEN}_{3}$ or not.

We conclude this thesis by giving a remark on the relationship between the 1 -query tautologies and $P=$ ?N $P$ problem. Recall the following basic property of polynomial time truth-table reducibility [22, Proposition 3.4] For all sets $A$ and $B, A$ is polynomial time truth-table reducible to $B$ if and only if there is a deterministic oracle Turing machine $M$ and a polynomial time-bounded deterministic transducer $T$ such that the following three requirements are satisfied.

- On each input $u, T$ outputs (the binary representation of) a list $T(u)$ of bit strings.
- $M$ reduces $A$ to $B$ in polynomial time.
- On each input $u, M$ only asks questions of $B$ from the list $T(u)$

Thus, by analyzing the construction of the machine $M[\sim]$ of Algorithm 7.1, it is not hard to see that if $P=N P$ and $A$ is a 1-generic oracle in

Dowd's sense then $1 T A U T[A]$ is polynomial time truth-table reducible to $A$. Hence, by [13, Theorem 10] (Dowd's Theorem 10), we get the following.

Lemma 8.1 (Corollary of Lemma 7.3) The following assertion 1 implies the assertion 2.

1. If $A$ is a random oracle then $1 T A U T[A]$ is not polynomial time truth table reducible to $A$ with probability one.
2. The unrelativized classes $P$ and $N P$ are not identical. $\square$
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