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Abstract

A new mechanism of recrystallization is presented in this thesis by using

irradiation of very low energy electron on the disordered surfaces of Si. The

recrystallization was observed by means of two experimental methods from

both the macroscopic point of view and also from the microscopic one: surface

stress measurement and Scanning Tunneling Microscopy. It was found that

the recrystallization is dominated not by thermal activation mechanism, but

by non-thermal mechanism induced by irradiated electrons.

It is well known that thermal annealing at high temperatures can re-

crystallize a surface disordered layer and release the surface stress of the

disordered layer. However, is it possible that the disorder-induced stress in

the disordered layer can be relaxed at low temperature and the surface dis-

ordered layer can be recrystallized? If the recrystallization of the disordered

layer without thermal annealing at high temperature is possible, it would give

important informations to understand the physical and chemical mechanisms

of ordering of surface atoms, i.e., the recrystallization of surface.

Defects in Si have di�erent energy levels in the band gap according to the

charge states. Carrier trapping at a defect site may create a localized energy

release. Hence a possible way to relax disorder-induced stress and change a

disordered structure is for the defect to capture an electron and change its

own charge state using low energy electron irradiation.

This hypothesis is tested with two experimental methods: surface stress

measurement and Scanning Tunneling Microscopy (STM). The surface stress

is a quantity which a�ords a macroscopic description of surfaces and is ex-

tremely sensitive to phenomena induced at surfaces or interfaces. In contrast,

the STM observation provides methods to measure accurately the structure

and electronic properties of single surface atoms. Therefore, we have used

both macroscopic and microscopic observation methods to reveal in
uences

of atomic scale phenomena on the macroscopic surface stress. Following re-

sults were obtained from these two experimental methods.

The surface stress changes during ion-bombardment and the following

electron irradiation on Si(100) was measured by means of an optical micro-

cantilever technique. An atomically thin disordered layer was introduced by

Ar ion bombardment. We have found that the compressive stress in the Si

surface due to disorder induced by ion bombardment was completely relaxed

by electron irradiation at low energy. The criterion for complete relaxation is

found not to be the total energy of the irradiated electrons, but the number



of irradiated electrons. Hence, we have observed the non-thermal relaxation

of surface stress in Si induced by electron irradiation at room temperature.

STM observation under similar electron irradiation after ion-bombardment,

performed for cross-check of restoration of the disordered surface, demon-

strated re-ordering of atomic level, i.e., recrystallization. Its �ne structure of

reordered surface was, however, di�erent from the typical structure by ther-

mal annealing. In general, the structure generated by thermal annealing has

2x1 symmetry due to Si dimers. The �ne structure of reordered surface, in

contrast, was slightly closer to positions of a `bulk terminated' 1x1 structure.

It suggests that non-thermal genesis of a new surface structure was done by

very low energy electron irradiation.

In conclusion, we found that the Si surface recrystallizes athermally under

very low energy electron irradiation at room temperature without thermal

annealing at high temperatures. In demonstrating that surfaces can have the

capacity of self-healing, these results suggest new opportunities for atomic

scale surface engineering.
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0.1 General introduction

An understanding of the physical and chemical origins of ordering of sur-

face atoms, i.e., recrystallization of the surface, is helpful for advances on

solid state surface science and also technological applications of atomic scale

surface engineering, electronic device manufacturing, surface analysis. In

Chapters 3 and 4, we present the new recrystallization method at room tem-

perature for the Si surface under very low energy electron irradiation. In

general, thermal annealing at high temperatures can recrystallize a surface

disordered layer and would release the stress due to the disordered layer.

Two complementary experimental techniques, a macroscopic surface stress

measurement and microscopic STM observations, are used to investigate the

response of the disordered surface to low-energy electron irradiation, and

thereby connect the large and small length scales.

The surface stress and surface energy are quantities which a�ord a macro-

scopic description of surfaces and is extremely sensitive on phenomena in-

duced at surfaces or interfaces. In the past decades, nevertheless, the science

of solids surfaces has developed largely with the emphasis only to gain insight

into microscopic structure of surfaces on an atomic scale. With an ever-

increasing knowledge about the crystallographic structure, the electronic,

magnetic and dynamical properties of surfaces, and with the ability to engi-

neer surface and interface systems with particular properties, experimental

and theoretical studies on macroscopic aspects of surfaces fell out of fashion.

It is only relatively recent that the value of a thermodynamic, or coarse-

grained, description is again applied. The particular value of a coarse-grained

description rests with the fact that one is able to draw conclusions about qual-

itative and even some quantitative aspects of phenomena without explicit

knowledge of all the atomistic process involved. Tutorial examples of this

kind are the recent experimental studies on the 
uctuations of monoatomic

steps[1], the Brownian motion of islands[2] and vacancy islands, and the de-

cay of small islands in the process of Ostwald ripening[3]. In these processes,

scaling laws for the time dependencies can be derived without explicit knowl-

edge of all atomistic processes. It becomes evident in these studies that the

establishment of the relation between microscopic observations and macro-

scopic quantities is by no means trivial. For example, the individual hops

of atoms on surfaces can be observed and quantitatively studied using the

�eld emission microscope or STM. It is, however, a long way from such ob-

servations to the understanding of the complexity of all processes involved in

the smoothening of a rough surface through mass transport via surface self-

di�usion. It is of similar diÆculty to link the atomic structure of the various

crystallographic faces of a crystalline solid with the speci�c free energy of
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these faces, which determine the equilibrium shape of the crystal. Substan-

tial progress has been achieved in recent years in �rst principle calculations

of the surface free energy and the surface stress. There are several well-

studied examples of the interplay between surface stress and reconstruction

and of the e�ect of locally anisotropic surface stresses on the restructuring

of surfaces on larger, mesoscopic length scales. While it is not yet possible

to determine the absolute surface stress experimentally with acceptable ac-

curacy, techniques have been developed for the measurement of the changes

in the surface stress when the surface undergoes reconstruction. To date,

while such studies of the surface stress are mainly focused on metal surfaces,

very few of these studies are on semiconductor surface. In contrast, the STM

observation provides, powerfully, methods to measure accurately the struc-

ture and electronic properties of single surface atoms. Then, we used both

of macroscopic and microscopic observation methods to reveal in
uences of

atomic scale phenomena on the macroscopic surface stress complementarily.

It is the purpose of this thesis to reveal possibilities and problems of

recrystallization by very low energy irradiation at low temperature and its

origin with measuring the surface stress changes and observing the surface

structure of atomic scale.

0.2 Organization of this thesis

In this thesis, the relaxation of surface stress on a disordered Si(100) surface

via an athermal surface recrystallization induced by very low energy elec-

tron irradiation at room temperature are presented. An optical cantilever

bending techniques and Scanning Tunneling Microscopy were performed for

measuring the surface stress change and observing the surface structure. Ion-

bombardment and electron irradiation at low energy were performed using a

cold plasma, while a negative or positive dc bias was applied to the Si samples

to attract ions or electrons in the plasma. In Chapter 1, from now on, the fun-

damentals of Si surfaces, and the surface stress will be introduced in Chapter

2. In Chapter 3, we will discuss the nonthermal relaxation of the compressive

stress in the Si surface due to disorder induced by ion bombardment and, in

Chapter 4, mention probabilities and problems of recrystallization at room

temperature by very low energy electron irradiation. In Chapter 5, we will

summarize these results and discuss future applications. In the appendixes,

we will treat optional knowledge of STM and plasma etc.
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Chapter 1

Backgrounds

We will proceed studies using two powerful experimental tools of surface

stress measurements and STM observations. In this chapter, in order to

understand these outputs, we will obtain the fundamental knowledges on the

Si surface structures in section 1.1 and on the surface stresses induced at the

surfaces and interfaces in section 1.2.

1.1 Semiconductor surfaces: reconstructed sur-

face structures of Si(100)

1.1.1 Introduction to Silicon

The semiconductor industry, along with a large segment of the condensed

matter physics community, devotes the lion's share of its resources to element

14 in the periodic table, silicon. Silicon lies just below carbon in Group IV,

and, together with germanium, is an intrinsic semiconductor with an indirect

bandgap energy of 1.17eV. Silicon principally forms tetrahedral sp3 bonds,

taking the diamond crystal structure displayed by carbon. The stability of

silicon oxide against attack by common processing regents such as water

and methanol, coupled with the abundance of this element in the earth's

crust, has made it pervasive in advanced technology { from semiconductor

microelectronics ot power recti�ers and solar cells. The vast e�ort devoted

for more than a quarter century to silicon technology has resulted in its

continued dominance over other materials, notably the III-Vs, in all areas of

solid state electronics save optical devices.

The �rst semiconductor surface imaged with the scanning tunneling mi-

croscopy (STM) was the 7�7 reconstruction of Si(111).[4] One of the prop-

erties of the elemental semiconductors is that their clean surfaces typically

3



Figure 1.1: STM imaging example of reconstructed Si(100) surface. Vs=-

1.5V, I=0.10nA, 40nm width

Figure 1.2: STM imaging Example of reconstructed Si(111) surface.

Vs=+2.0V, I=0.10nA, 50nm width.
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undergo a process termed \reconstruction," whereby the fundamental peri-

odicity of the structure taken by the surface atoms is di�erent from that of

the underlying bulk material. This process is due to the covalent nature of

their bonds; a simple bulk termination at the surface leaves a large a number

of unsatis�ed (dangling) bonds that result in a large free energy. In order to

mitigate the energy associated with these dangling bonds, the surface atoms

rearrange themselves to diminish the dangling bond density, reducing the

free energy, generally at some cost in increasing the component of the free

energy derived from \surface stress".[5] The terminology \m � n" refers to

the two-dimensional Miller-indices needed to describe the surface unit cell

(unit mesh) in terms of bulk lattice vectors. The surface superlattice, since

it is larger than the bulk lattice, will produce fractional order beams ob-

served in di�raction studies of these reconstructions. The experimental and

theoretical basis for surface reconstructions is a �eld that has occupied many

surface scientists for the last 30 years. Since the initial observations, using

low energy electron di�raction (LEED), of the 7�7 on Si(111) surfaces in

1959 by Schlier and Fransworth,[6] a large number of models have been ten-

dered in explanation of the unusual symmetry displayed by this surface. The

inability of the various studies to settle on particular structures re
ects the

diÆculty of solving the inverse scattering problem in three dimensions; it is

not an easy task to determine the scattering potential given the di�raction

intensities. This problem is exacerbated in LEED with the large contribu-

tion of multiple scattering to the di�racted beams, making detailed analysis

of LEED I-V data formidable for even the simplest structures. While the

tunneling images of the 7�7 shown by Binnig et al. did not unequivocally

determine the detailed structure of this phase, they did reject a number

of models and cleared the way for the dimer-adatom-stacking fault (DAS)

model proposed by Takayanagi et al.[7] Indeed, it can be argued that this

single observation by Rohrer and Binnig \made" the new �eld of scanning

tunneling microscopy, bringing it forcibly to attention of mainstream surface

scientists world-wide. Even more signi�cant is the e�ect the STM images

have had on the outlook of surface studies, turning them from a collective,

band structure-like perspective ot a more atomistic viewpoint. As has been

stated many times, \A picture is worth at least a thousand words."

The pioneering studies by Zurich group were followed by further investi-

gations with STM from other laboratories, many of which were carried out

on silicon surfaces under ultra-high vacuum (UHV) conditions. The �rst im-

ages of the fundamental defect at a surface, the atomic step, on Si(111)-7�7
surface were shown by Becker et al.[8] The strong correlation between the

position of the step riser with respect to the 7�7 unit mesh evident in the

tunneling images suggested that a close connection exisisted between these

5



features. These workers further demonstrated that the partial stacking fault

inherent in the 7�7 DAS structure may be directly imaged by measuring the
spatial variation in the di�erential conductivity (dI=dV ) at a bias condition

near an unoccupied stacking fault state,[9] demonstrating that at least some

of electronic features of this reconstruction were spatially distinct. The 7�7
is not the only stable phase that may be found on Si(111). A reconstruc-

tion of 2�1 symmetry exists on the cleaved surface; the 7�7, by contrast, is

found on surfaces prepared by in-situ annealing to temperatures in excess of

875ÆC. The �rst tunneling images of Si(111)-2�1 reconstruction were shown

by Feenstra et al.,[10] where the surface features demonstrated consistency

with the �-bonded chain model proposed by Pandey.[29] In this study, the

initial STM measurement of a tunnel junction I-V characteristic disclosed

a surface state energy gap of � 0:5eV. Tromp et al.[12] then showed high-

resolution tunneling images of the Si(100)-2�1 surface, con�rming that the

dimerization of neighboring surface atoms clearly accounted for the princi-

pal features of this crystal face. This work is fueled, rather than quenched,

the controversy over the detailed nature of Si-Si dimers on this surface, for

the tunneling images showed both dimers that were symmetric and dimers

that were asymmetric. Further exploration of spatial con�guration of elec-

tron states on the Si(111)-7�7 was carried out by Hamers et al.,[13] using

a variation on interrupted feedback method in Ref.[10], where selected parts

of junction I-V characteristic were displayed in surface plan view. These

current images clearly suggested that some of the surface state were asso-

ciated with adatom features, while others were more characteristic of the

partial stacking fault, in accordance with earlier work.[9] Plainly, the inter-

est in characterizing all aspects of silicon surface features had driven the STM

from an instrument with which only interesting pictures could be taken to

a powerful tool for the determination of both surface geometry and surface

electronic features.

Since this promising start, a large range of surface physics experiments

have been performed on silicon surfaces. Metals such as Ag, Au, Al, Ga,

B, K, Li, As, Sb, Sn, Pd, Cu, Ni and In have been deposited and their

surface properties examined. Gases such as H, O, Cl, NH3 and NO have been

reacted with clean silicon surfaces under a variety of conditions. Transitions

involving both surface phases and step phases have been explored under a

range of temperatures, and the e�ects of varying the surface stress has been

examined on Si(100). Experiments examining the atomic details of homo-

and hetero-epitaxy and surface di�usion on silicon are in the literature, as well

as measurements on the relative formation energies of fundamental surface

defects such as steps and kinks. The remainder of this section devotes itself

to these brie
y mentioned results.
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1.1.2 Clean surfaces

A fundamental understanding of the nature of the clean surfaces of silicon

is necessary before examining more complex issues such as adsobate inter-

actions, di�usion and epitaxy. Each of the low-index faces of silicon will be

examined in turn, starting with the Si(100).

Si(100).

The Si(100) surface displays a reconstruction that is a relatively simple modi-

�cation of the bulk terminated structure, in which each surface atom has two

dangling bonds and is bonded to two subsurface atoms. A small displace-

ment, involving no bond breaking, allows surface atoms to pair-up to form

dimers, thereby attaining a stabilized structure in which the dangling bonds

are reduced from two per atom to one. In their pioneering LEED studies,

Schlier and Fransworth detected half-integral beams which they understood

could not arise from surface atoms in bulk-like con�guration.[6] They pro-

posed that the observed 2�1 surface mesh was consistent with a structure

created when adjacent rows of surface atoms moved together in a bonding

interaction. A diagram of the Si(100) surface is shown in Fig.1.3.

Surface atom pairs, or dimers, were not widely accepted for many years

because studies subsequent to those of Schlier and Fransworth revealed higher

order di�raction spots, of an intensity and sharpness that was highly de-

pendent on sample treatment.[14, 15, 16] It became apparent that a simple

symmetric dimer structure could not account for all observations. Various

vacancy[15, 17] and conjugated chain models[18] were proposed. When elec-

tronic structure calculations by Appelbaum et al. on the dimer and vacancy

models,[19] and by Kerter et al. on the conjugated chain model,[20] became

available for comparison with the photoemission data of Rowe,[21] the sur-

face dimer model was found to give the best agreement. The chain model

was supported by early LEED analyses that only considered displacements

in one or two surface layers.[22, 23] However, after Appelbaum and Hamann

showed that substantial atomic displacements were expected in the �rst �ve

layers at least,[24] more elaborate LEED analyses were performed and the

dimer model was then found to provide the best �t.[25]

Two decades after the �rst LEED study, dimers were generally recog-

nized to be the principal feature of the reconstructed Si(001) surface, yet

some dissatisfaction with the dimer model lingered because of two key incon-

sistencies. These were: (1) the dimer model could only account for integral

and half integral di�raction, yet 1/4 order beams were sometimes observed,

and (2) the half-�lled band derived from the remaining dangling bonds im-

7



Si(001) surface

Unreconstructed
(ideal 1x1 surface)

2x1 dimer 
reconstruction

Figure 1.3: Schematic diagram the Si(100) reconstructed surface.
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plies a metallic surface, but, angle-resolved photoemission measurements by

Himpsel and Eastman indicated that the surface was not metallic.[26]

Because of these diÆculties the idea of asymmetric dimers was pursued.

It was recognized that symmetric dimers should be subject to a Peierls distor-

tion which would result in a stabilized asymmetric structure. The buckling

of dimers could make the degenerate dangling bonds of a symmetric dimer

to split, causing a gap to open in the band associated with those states, in

correspondence with the experimental observation that the surface is non-

metallic. In addition, if arranged in a 4�2 mesh, buckled dimers could ac-

count for the observation of 1/4 order di�raction beams. Chadi explored

these possibilities with an empirical tight-biding total energy calculation of

the Si(001) reconstruction.[27] He found that the symmetric dimer was in-

deed unstable with respect to the buckled structure. Further, it was found

that the geometric buckling is coupled to an electronic asymmetry, which

results in a relatively full dangling bond on the up atom, and depleted occu-

pation of the dangling bond on the low atom. The calculated band structure

showed a gap of 0.6eV. These results, though very compelling, did have a

weak point: the intra-atomic Coulomb repulsion (U) was not explicitly ac-

couted for but only estimated, and since larger value of U could lead to

a preference for symmetric dimers, debate continued. Yin and Cohen per-

formed more through self-consistent pseudo-potential calculations and also

found in favor of the buckled dimer,[28] but Pandey , also using the pseudo-

potential method, subsequently pointed out that, because of sensitivity to

computational parameters, the uncertainly in the method did not allow ei-

ther the symmetric or the asymmetric structure to be identi�ed with cer-

tainty as more stable.[29] Chadi's results were followed by new experimental

e�orts. Medium and low energy ion scattering measurements were sugges-

tive of buckled dimers.[30, 31, 32] Complex dynamical LEED analyses were

performed bit did not result in compelling evidence of the buckled dimer

model.[33, 34, 35, 36]

Room temperature imaging of Si(001)-2�1. The emergence of the

STM led to a turning point in the long e�ort to understand the Si(001)

surface. Tromp, Hamers and Demuth[12, 37, 38] reported occupied-state

images that revealed the dimers as oblong protrusions with the expected

periodicity, and with corrugations along and between dimer rows of approxi-

mately 0.5�A and 0.1�A respectively, as shown in Fig.1.4. These images, while

leaving a number of issues unresolved, clearly established a number of im-

portant points. Foremost among these was veri�cation of the dimer model,

other models such as the conjugated chain and missing row simply did not

9



4nm

Figure 1.4: STM image of Si(100) showing dimers, both symmetric and buck-

led, and numerous defects.

match the observed topographic features. Interestingly, both symmetric and

buckled dimers were observed, as were very numerous defects. The buckled

dimers displayed local 2�2 and 4�2 symmetry. Further, it appeared that

the buckling of dimers was associated with defects. These observations led

to a plausible explanation for di�raction measurements that showed predom-

inant 2�1 symmetry, and depending on sample preparation, variable degrees
of 4�2 order. Higher-order di�raction should be associated with increased

contamination.

Occupied state images of Si(100) fortuitously correspond to one's imag-

ined view of the reconstructed surface. Unoccupied state images, however,

are distinctly di�erent than those of the �lled states, and are more diÆcult

to interpret because the topographic features do not simply con�rm to the

geometric structure of the underlying nuclei. Maxima are not observed over

dimers, but between them. This can be seen when �lled and empty state

images of a step edge are juxtaposed as in Fig.1.5. Focusing on the upper

terrace at the top side of the image, the occupied state image shows rows,

of a regular width, up to the edge of the terrace. In the unoccupied state

image, by contrast, the last row is clearly more narrow than the others. If

10



the unoccupied maxima are interpreted as dimers, we are forced to conclude

that atoms in the last row on the terrace are unpaired. It is clear that this is

not the case, for energetic reasons, and also since the resulting two dangling

bonds per atom would be very distinct in both occupied and unoccupied state

images. It can therefore be concluded that the unoccupied state electronic

structure leads to maxima between the dimers, while occupied state images

show maxima which con�rm to the underlying dimers. In Fig.1.6, schematic

STM contours for both occupied and unoccupied states are shown. The

measured corrugation is typically 0.1�A and 0.2�A. Occasionally, with an un-

commonly sharp tip[39, 40] a more shallow topographic minimum (shown as

a dotted line) is observed between dimers.

STM images of the Si(001) surface led to universal acceptance of the dimer

model while also explaining the confusing higher-order di�raction which had

often been observed. The observation of both symmetric and buckled dimers,

however, fueled rather than settled the controversy involving the dimer con-

�guration. While it was recognized that the symmetric appearance of dimers

might result from averaging by the STM as the dimer rapidly 
ipped between

buckled con�gurations, this could not be con�rmed.

Other investigations directed at the symmetric versus asymmetric dimer

question were carried out. In one recent calculation spin e�ects were incor-

porated and it was concluded that symmetric dimers are most stable.[41]

High-resolution photoemission data, on the other hand, indicated two in

equivalent types of surface silicon atoms, which were interpreted to be the

up and down atoms of buckled dimers.[42] Thorough pseudo-potential cal-

culations by Pandey,[29] Payne et al.,[43] and Roberts and Needs[44] show

that if there is an energy lowering associated with buckled dimers, it is subtle

e�ect, perhaps 10 to 60 meV, and is too small to predict with certainly.

Dimers and STM imaging. The essential features of the dimer electronic

structure are depicted in the simple energy level diagram shown in Fig.1.7.

At the left extreme of the diagram are four degenerate levels representing

the dangling bonds of two bulk-terminated surface atoms. Proceeding to

the right, dimer bond formation is represented by the � bonding level and

the �� antibonding level. The remaining dangling bonds, one on each atom,

remain noninteracting. This simple description of the electronic structure

is consistent with the ball-and-stick model that it describes gross feature

correctly. Two of the four available electrons �ll the dimer bonding level and

the remaining two electrons half-�ll the dangling bonds. Since the STM is

most sensitive to electron states nearest the Fermi level, dimer images are

expected to be derived primarily from the dangling bonds. STM images

11
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Figure 1.5: STM image of a step on the Si(100) surface. At the top is an

occupied state image, and at the bottom is an unoccupied state image of the

same area.
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Figure 1.6: Schematic STM occupied and unoccupied state contours and

their relation to the underlying dimers. The dotted position of the unoc-

cupied state contour shows a secondary minimum seen occasionally with

extraordinary tips.

of the Si(100) surface tend, however, to be described as due to the dimer

bond,[38] or the dimer � bond.[39, 40] The term \dimer bond" is unfortunate

as it suggests, quite incorrectly, that electrons are derived from the dimer �

bond. The � bond is largely inaccessible to the STM tip both energetically

and spatially; the electron density does not protrude into the vacuum but

is concentrated between the atoms of the dimer pair. The use of dimer �-

bond is a better choice as it refers to a state derived from the �-bonding

interaction of the dangling bonds. In the original theoretical description of

the (symmetric) dimer reconstruction Appelbaum, Bara� and Hamann[19]

showed that the dangling bonds do interact to form a �-bonding, and a

higher energy �-antibonding level, but that the interaction is very weak.

The splitting due to the � � �� interaction is represented in Fig.1.7(c).

Since the true dimer con�guration is asymmetric, not symmetric as as-

sumed in the calculation by Appelbaum et al., and since we associate dis-

tinctly di�erent electronic structure with the buckled dimer [Fig.1.7(d)], we

must re-examine the assignment of STM topographic features to the dimer �-

bond. Theoretical calculations which contrast the electronic structure of the

symmetric and asymmetric dimers show that the � � �� interaction induces

a small splitting compared to that created by buckling.[45, 46, 47] Figure1.8

shows the spatial character of the �-bonding interaction associated with the

symmetric dimer, and for comparison, the distinctly di�erent buckled dimer.

Buckling of the dimer leads to states which are like dangling bonds in spa-

tial character, but which are energetically split such that the state at the

dimer up atom becomes relatively full at the expense of the state localized

at the down atom. Dimers which are forced by a nearby defect to buckle,

13
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Figure 1.7: Energy level diagram representing (a) four degenerate dangling

bonds (DB) from two bulk-like surface atoms, (b) dimer bond formation

depicted by a � bonding level and a �� antibonding level, two dangling bonds

remain with one on each atom, (c) splitting of the DB levels as a result of

���� interaction, (d) buckled dimer with sharply split DB states associated

with the up and down dimer atoms.

or which naturally settle into a buckled con�guration at low temperature,

appear in occupied state images to be strongly tilted (the up atom is ap-

proximately 0.5�A higher than the down atom). This observation matches

very well the picture of an asymmetric dimer with modi�ed dangling bonds

as described earlier. At room temperature the barrier to switching direction

of tilt is readily overcome and the STM captures an average picture of the

dimers 
uctuating between buckled extremes, and an elongated, symmetric

protrusion, centered over the dimer results. The symmetric-appearing dimer

has routinely been described as due to the dimer �-bond. This is at least

partially correct since the dimer will pass through a symmetric intermediate

state while switching between extremes. The dangling bond state associ-

ated with the up and down ends of the buckled dimer also contribute. The

weighting of these various contributions is unclear at this time.

Similar to the occupied state images, the states associated with the up

atom and the down atom of the buckled dimer must �gure into the room

temperature unoccupied state image, however, the �� description seems com-

pelling. This state has a node at the center of the dimer bond, matching the

observed minimum in STM images, and maximum density at the dimer ends

where the topographic maximum is observed. It may be, however, that the

unoccupied state image has contributions from the dimer antibonding level

(which has maximum state density at the ends of the dimer) in addition to

the dangling bonds. The calculations of Kruger et al.[46, 47] suggest that
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Figure 1.8: Charge density plots contrasting the character of occupied states

near the Fermi level for the (a) asymmetric and the (b) symmetric dimers.

From Ref.[45]

15



the dimer � antibonding level is very near the bottom of the conduction

band and is therefore enegetically accessible. While it does not have the

spatial characteristics of a dangling bond, the dimer antibonding state does

not decay with distance from the surface as rapidly as does a back bond.[47]

In addition to producing maxima which are not centered over the dimer

units, unoccupied state images show another interesting feature. In contrast

to occupied state images, unoccupied state images do not show buckling,

even in dimers adjacent to buckle inducing defects. It has been suggested

that the �eld imposed on a dimer during scanning with the STM could tend

to 
atten backled dimers.[48, 49] Kochanski et al. argued that when imaging

unoccupied states, the electric �eld set up by the negative tip may repel the

atom, causing the dimer to appear symmetric, while a positive tip would

enhance backling. A dimer held 
at would not show contributions charac-

teristic of the strongly split buckled dimer. If this mechanism were acting, it

might be expected that di�erent degrees of asymmetry could be induced as a

function of applied �eld, while no such dependence has as yet been observed.

A simpler explanation for the absence of buckling in unoccupied state images

arises from the symmetry in the electronic structure if the buckled dimer. In

contrast to the occupied state situation where the up atom has the most pro-

nounced state density, tending to amplify the buckling e�ect, when imaging

unoccupied states the down atom has the greatest state density and tends to

cancel the e�ect of the actual displacement of the nuclear centers. Figure1.9

contrasts charge density plots above and below the Fermi level.

Stepped surfaces. Steps on Si(001) display complex behaviour known

to depend on a number of factors including the angle of miscut, annealing

and growth conditions, contaminants and surface stress. Recent atomically

resolved STM images, together with theoretical modeling, have led to con-

siderable improvement in our understanding of the fundamental structures

and mechanisms underlying these factors. In this paragraph we begin with

a discussion of the basic step structure; we next consider kinks and conclude

with a discussion of step interactions as e�ected by tilt angle, strain and

annealing.

Step structure. The single step height in the (001) direction for the

diamond lattice is a=4 = 1:36�A, where a = 5:431�A is the bulk silicon lattice

constant. On traversing a single atomic step the dimer bond orientation

rotates by 90Æ. Surfaces miscut from the (001) direction, known as \vicinal"

surfaces, display a mean distance between single steps given by a=4 tan�

where � is the miscut angle. Surfaces cut toward the [1�10] or the [110]
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Figure 1.9: Contours of constant charge density above and below the Fermi

level for the asymmetric dimer. (From Ref.[47])

17



10nm

Figure 1.10: Tunneling image of a stepped Si(100) surface showing the type

A (smooth) and type B (rough) step risers.

direction display two distinct types of single step, as seen in Fig.1.10. When

dimer rows on the upper terrace run parallel to the step edge, the step is

referred to as type A. The other possibility, referred to as a type B step, has

rows on the upper terrace perpendicular to the step edge. When the surface

is tilted toward a direction intermediate between [1�10] and [110], steps of

mixed type A and type B character result. Type A steps are found to be

very smooth, while type B steps show a marked tendency to form a kinks.

A typical single stepped vicinal surface is shown in Fig.1.10. Surfaces with a

miscut angle larger than a few degrees form type B double steps. Since the

dimer bond orientation is the same on terraces separated by a double step,

surfaces prepared to have exclusively double steps are referred to as single

domain or primitive.

Chadi has proposed models for single and double steps of type A and

B.[50] These structures, which are found to correspond well with STM im-
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Figure 1.11: Top view of single and double steps of type A, labelled SA and

DA, single and double steps of type B, labelled SB and DB. Dimer bonds are

aligned in [1�10] direction. Dashed lines that run parallel to [1�10] or [110] axes

indicate the step positions. Open circles denote atoms with dangling bonds.

Edge atoms (shaded circles) (b)-(d) are rebonded, i.e., they form dimerlike

bonds with lower terrace atoms. Larger circles are used for upper terrace

atoms. Only some sublayer atoms are shown for the sake of clarity. From

Ref.[50].
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Figure 1.12: Top view of a simple \nonbonded" edge geometry for a type B

single step. Open circles denote atoms with dangling bonds. This structure

is characterized by having a dangling bond on each second-layer edge atom

and is not as energetically favorable as the rebonded atomic con�guration of

Fig.1.11(c)

Figure 1.13: Occupied state STM image of a type B double step. The region

covered is 46�50�A. Six dimer rows run laterally across the �eld of view while

the step runs from bottom to top. Curvature keyed shading is used. The

sample bias was -1.6V. From Ref.[52]
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ages, are shown in Fig.1.11. Formation energies of type A and B single steps

were calculated to be 0.01eV and 0.15eV respectively, while type A and B

double step formation energies were calculated to be 0.54eV and 0.05eV re-

spectively. Chadi found that type B step structures with \rebonded" atoms,

as shown in Fig.1.11, were most stable. A type B single step without re-

bonded atoms was also considered and found to have a formation energy

of 0.16eV. The corresponding structure is shown in Fig.1.12. Both kinds of

type B single steps have been observed.[37] The double type A step which

Chadi predicts to have a relatively high formation energy is not observed.

Figure 1.13 shows an image of a type B double steps. An earlier model of the

double step due to Aspens and Ihm[51] involed a �-bonded chain structure

like that seen on Si(111)-(2�1) surface.[53] STM images do not support this

model, however, since a periodic structure is observed at the step edge with

twice the spacing expected for the �-bonded chain. While the spacing is also

twice that expected for rebonded atoms, it is felt that Chadi's model cor-

rectly describes the double step. It appears that the rebonded atoms buckle,

like the dimers on the (001) terrace, and only every other rebonded atom is

visible.[52] The buckling of the rebonded dimers is caused by the asymmetric

strain imparted from the asymmetric dimers on the upper terrace. Careful

examination of both occupied and unoccupied state images reveals that all

rebonded atoms predicted by Chadi are present.

Vicinality versus single double steps. For a number years it had

been thought that vicinal Si(001) surfaces had only one equilibrium struc-

ture in which only double layer steps are present.[54] Calculated step energies

substantiated this view by showing the double layer type B step to be ener-

getically preferred over single layer steps.[50, 51] It has been observed, how-

ever, that small vicinal angles, on the order of 1Æ or less, lead to stable single

stepped surfaces. Recently Alerhand et al. have provided a compelling ex-

planation for these observations. They demonstrated that, at vicinal angles

exceeding approximately 2Æ, the equilibrium surface is double stepped, but for

small misorientations the single step is at equilibrium.[55] Further, Alerhand

et al. established that, in addition to step energies, two other factors play a

role in determining the relative stability of single and double steps. The �rst

is the long range e�ect of the anisotropic stress associated with a dimerized

terrace, and the second is the e�ect of thermal 
uctuations (i.e., kinks) in

step edge. At zero temperature the latter does not come into play. At an-

gles of a few degrees or larger, the dominant factor is that double steps are

energetically favored over single steps by approximately 0.1eV/atom. Since

the dimerized surface has a compressive stress perpendicular to the dimer
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bond and a tensile stress parallel to the dimer, crystal strain can be relieved

by forming a single stepped surface since the dimers on adjacent terraces are

then perpendicular. The strain per unit terrace width becomes more signif-

icant at small miscut angles and eventually dominates at a calculated angle

of 0.05Æ at 0K. The entropic contribution of thermally induced kinks in step

edges are found to signi�cantly shift this transition angle to larger angles at

higher temperatures well above room temperature but below typical anneal

temperatures. The temperature at which mass transport stops during cool-

ing of a crystal is not clear, if we take a reasonable value of 500K[55] we can

read the experimentally relevant transition angle from the calculated phase

diagram to be approximately 2Æ. This value is in very good agreement with

experimentally determined upper and lower bounds of approximately 3.5Æ

and 1Æ respectively.[55]

Strain e�ects on Si(001) steps. The LEED investigations of Saloner

et al., established that steps on vicinal surfaces were evenly spaced, clearly

suggesting a step-step repulsive interaction.[56] Menn et al. investigated the

e�ect of applying a uni-axial stress to the Si(100) surface and provided strik-

ing evidence that the repulsion between steps was related to strain in the

crystal.[57] A surface, which previous to the application of stress, showed an

even distribution of 1�2 and 2�1 terraces, could, by bending the crystal,

be transformed to a nearly primitive surface. Alerhand et al. successfully

accounted for this behavior, and in so doing, showed that the bulk elastic

strain is the primary cause of interaction between steps.[55] It is demon-

strated that the dimerized surface has a compressive stress perpendicular to

the dimer bond and a tensile stress along the dimer direction, and as a result,

domains for which an applied compressive stress is directed along the dimer

bond, grow at the expense of the other domain. Figure1.14 compares the

experimental data of Menn et al. with the calculations of Alerhand et al.

The experimental data clearly shows the coordinated shift in 1�2 and 2�1
LEED intensities as a function of applied strain. The light lines result from a

model which assumes that the mean number of steps changes as a function of

stress. The heavy lines, which �t the data very well, result when the number

of steps is conserved.

Kinks and step-kink interactions. Step and kink energies have been

the subject of many investigation.[59] Recently Swartzentruber et al. have

analyzed equilibrium distributions of kinks and steps to determine kink step

separations and lengths, and from these extract measures of step and kink

energies.[60] They recorded STM images of thoroughly annealed Si(001) sur-

22



Figure 1.14: Top: Experimental intensity of (1�2) (open circles) and (2�1)
domains on the Si(100) surface as a function of applied external strain. Bot-

tom: Fit by theory, thick (thin) kines correspond to quasi (global) equilib-

rium. From Ref.[58].
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faces miscut 0.3Æ toward [110]. Kink lengths and the separations between

kinks were tabulated for type A and type B steps, and the probability of

�nding kinks separated by a given distance was plotted as a function of

separation between kinks. The data were �t very well by a function that

assumed the creation of each kink was a statistically independent event.

This is somewhat surprising, since the long-range strain that leads to step-

step repulsion[58] must be manifest in kink formation probabilities, otherwise

steps would not tend to lie at the midpoint between adjacent steps. It is pos-

sible that the large separation between steps on the surfaces studied masked

this e�ect by producing too small a gradient in the local strain �eld. In any

case the assumption of independent kinks allows the number of kinks as a

function of length to be written N(n) / e�E(n)=kT , where E(n) is the energy

of a kink of length n. Plots of E(n) = � ln (N(n)=2N(0)) versus n were

�t according to E(n) = n�S + C, where �S is the unit single step energy

and C is described as an additional energy due to the corner structure at

kinks. Values of �SA = 0:028�0:002eV/atom, �SB = 0:09�0:01eV/atom and

C = 0:08� 0:02eV were found.

A more detailed discussion, particularly of double steps and earlier de-

velopments which provided the background to work on steps described here,

may be found in the review by GriÆth and Kochanski.[59]

1.2 Surface and interface stress

1.2.1 Introduction to surface and interface stress

The concepts of a free energy of a surface or interface stress and of a surface

stress were developed by Gibbs[61] as a part of his treatment of thermo-

dynamics of surface and interface. Qualitatively speaking, the surface free

energy is de�ned as reversible work per unit area to create surface. The

surface stress is a reversible work per area to stretch a surface elastically. It

is apparent from these de�nitions that the two quantities are of a di�erent

nature. The speci�c free energy of a surface, e.g., must be positive, since

otherwise the solid would gain energy upon fragmentation and, therefore,

would not be stable. The surface stress of the solid need not be positive

(tensile), and we shall encounter many examples where it is not. For a liquid

surface, the speci�c free energy and the surface stress are equal. As shown

later, this equality is due to the fact that for a liquid surface the speci�c free

energy does not change when surface is strained. It is presumably because

of the equality of surface stress and speci�c energy for liquid surfaces, that

the two quantities, while being in principle di�erent, are frequently refered
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to by the common name "surface tension". This terminology continues to be

a source of confusion, particularly, in those scienti�c communities where the

language does not provide two di�erent words bearing a similar connotation,

"tension" and "stress". For solid surfaces, surface stress and the surface free

energy become di�erent. The di�erence in their numerical values can be as

large as a factor of 3. Because of this di�erence and the ambiguity of the

term "surface tension", in this thesis we avoids the use of the latter term

altogether.

De�nition of surface stress

The surface stress can be de�ned in various ways. While the de�nitions are

equivalent, they are of greater or lesser use in a particular framework of an

experimental or theoretical investigation. Depending on the issue considered,

one may prefer one or another de�nition. We begin with a de�nition which

involves the change in the bulk stress tensor near a surface or an interface.

We denote the coordinate perpendicular to the surface/interface as z and the

coordinates in the surface as x and y. The tensor components which refer to

the x and y axes are denoted as i and j, respectively.(Fig.1.15) The surface

stress is then de�ned as the integral

�
(s)
ij =

Z
1

�1

(�ij(z)� �
(b)
ij )dz (1.1)

in which �
(s)
ij denotes the component of the surface stress tensor and �ij(z)

are the components of the bulk stress tensor as a function of z (which can

be di�erent from the bulk stress �
(b)
ij in the vicinity of the surface). The

dimension of the surface stress is force per unit length, not force per area

as in the case of bulk stress. The sign if the surface stress is positive if the

surface would like to contract under its own stress. This sign convention is

consistent with the usual sign convention for bulk stress. The surface stress

is called \tensile" when the surface stress is positive and \compressive" when

the stress is negative. Eq. (1.1) denotes either a surface stress or an interface

stress for an interface between two solids, two liquids or a liquid and a solid,

provided that the bulk stresses are the same for either phase.

The de�nition above is particularly useful for a consideration of exper-

imental means to determine the surface stress. Because of the (positive)

surface stress, small crystallites are compressed in their volume and the com-

pression can be calculated using the above de�nition and elastic theory. The

measurement of the mean lattice constant of small particles as a function

of their size, therefore, can be used to determine the surface stress.[62] A

change in the surface stress on either one of the two surfaces of a thin crystal
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Figure 1.15: Illustration of the variation of the bulk stress �ij(z) near the

surface (solid 
at line) which de�nes the surface stress according to Eq.1.1.

The indexes i and j denote the components of the stress tensor in the x and

y direction, respectively.
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Si(001)

(a) (b)

Ideal surface Reconstracted surface

Figure 1.16: Surface atoms with dangling bonds on a Si(100) or Ge(100)

surface (a). The surface reconstructs to form Si or Ge dimers at the surface

(b). The bending involved in the dimer formation causes a tensile stress in

the dimer direction.

plate leads to a bending of the plate. The bending can be calculated from the

elastic bulk properties of the plate using the de�nition of Eq. (1.1). A mea-

surement of the bending allows, therefore, the determination of the change

of a surface stress, e.g., upon the adsorption or deposition of atoms.

For cases of interests in this work, the symmetry of the surface is such that

the non-diagonal terms of stress tensor vanish when the coordinate system is

that of the crystallographic axis. For the frequently considered cases of the

stress on (100) and (111) surfaces of cubic metals, the surface stress is even

isotropic. The fourfold symmetry of the (100) surface and the threefold sym-

metry of the(111) surface of cubic substrates may be broken however, when

the surface is reconstructed, with the consequence that surface stress becomes

locally anisotropic. The Si(100) surface with the pairing row reconstruction

is mainly discussed in this paper. On this surface, the pairing of dangling

bonds causes a locally anisotropic surface stress in either the [010] or the

[001] direction. (Fig.1.16, and also see Fig.1.17) The overall symmetry of the

crystal requires the existence of two domains of the pairing row reconstruc-

tion. We, therefore, encounter a diÆculty in the de�nition of a surface stress.

If the bulk stress in Eq. (1.1) is assumed to be genuine macroscopic stress,

i.e., averaged over all domains of the reconstruction, the surface stress would

be isotropic. As one aims for understanding of the macroscopic properties

from the microscopic structure, such an averaged surface stress is not very

useful. Whenever possible therefore, one de�nes a quasi-local surface stress

which averages over the atoms in a single domain of reconstruction. Such

a quasi-local surface stress is a meaningful operational concept if the linear

extension of a domain involves more than 10-50 atoms, which is frequently
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Figure 1.17: Stress domains on Si(100). The pairing row reconstruction with

the formation of Si dimers introduces an anisotropy in the surface stress. The

orientation of the dimer bonds and, therefore, the orientation of the stress

tensor depends on the termination of the crystal. Stress domains of mutual

orthogonal orientation are separated by monatomic steps of the \SB"-type.

the case.

1.2.2 The charge distribution and surface stress on

clean surfaces

When a surface is created, the electrons respond to the absence of atoms

above the surface so that the charge distribution near the surface becomes

di�erent from that in the bulk. The surface stress which is the integral over

the di�erence between the stress near the surface and the bulk stress (Eq.

(1.1)) is a consequence of this redistribution of charge. The surface stress

would be zero, if the surface charge density would remain the same as in the

bulk. Quantitatively, the surface stress can be obtained from the Hellmann-

Feynman forces[63, 64] by considering the following \Gedanken experiment":

Assume a plane which intersects the surface at a right angle and remove all

atoms and the electronic charge density on the one side of the plane without

allowing the electronic charge density to relax in response to the missing

atoms.(Fig.1.18) The surface stress is then the sum of the forces per unit

length of intersection which keep the remaining atoms in place, minus these

forces in the bulk. While this de�nition may sound arti�cial at �rst glance,

it has the advantage that it immediately relates the surface stress to the

di�erence between the electronic charge distribution near the surface and

the bulk. The consideration of Hellmann-Feynman forces is, therefore, useful
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Figure 1.18: Illustration for the discussion of the surface stress in terms of

the electronic charge density between the atoms near the surface. While the

distribution of electronic charge is determined by quantum mechanics, the

forces on the atoms are Coulomb forces arising from the charge distribution.

The surface stress is the sum of all forces on the atoms per unit length minus

the corresponding forces in the bulk when all atoms and the electronic charge

density to the right of the shaded plane are removed.

for a qualitative discussion of the e�ect of adsobates and the role of the charge

transfer on the surface stress. The de�nition also provides a prescription for

calculating the surface stress as a sum of Hellmann-Feynman forces on the

atoms. Technically, it is more straightforward to calculate the surface stress

either using the stress theorem of Nielsen and Martin[65, 66] or from the

dependence of the energy on the strain.[67]

In the following, we discuss qualitatively the consequences of the charge

redistribution for the surface stress. We �rst consider materials where the

electronic charge is accumulated between the atoms in the form of a bond

charge but the bonding does not have the directionality of covalent bonding.

This scenario is typical for transition metals and noble metals. The result of

these considerations is that the surface stress should be positive (tensile) for

a clean surface. A tensile stress is also typical for free electron metals.[68, 69]

Because of the missing bonds, the bond charge moves from above the sur-

face into the selvage of the solid.(Fig.1.19) Insofar as the charge is relocated

to the area between the �rst and second layer atoms the backbonds of the

surface atoms are strengthened and would like to become thereby shorter.

Hence, such a redistribution of the electronic charge would lead to a contrac-

tion of the distance between the �rst and second layer. To a lesser or larger

degree, such a contraction is found in many metal surfaces.[70] There are ex-
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ceptions, however. These include the nearly free electron metals Al(100)[71],

Al(111)[72], and Mg(0001).[73] For metals where one �nds a contraction, the

contraction is the larger, the more open structure of the surface. Electronic

charge may also accumulate between the surface atoms. This causes a con-

traction of the equilibrium bond length of the surface atoms. Since the atoms

cannot respond to the contraction of equilibrium length of the lateral bonds

because their positions are required to remain in registry with crystal struc-

ture a tensile (positive) surface stress arises. A natural consequence of this

qualitative picture is that the surface stress on a clean metal surface should

be tensile. We do not know whether this is true for all metal surfaces since

no general theorem to that e�ect has been proven. The �rst principles cal-

culations carried out so far, however, reveal that the surface stress on clean

metal surfaces is tensile.

While such considerations call for a tensile stress on clean metal surfaces

regardless of the surface structure, the sign of the surface stress depends

on the structure for the surfaces of semiconductors because of the e�ect of

the bond directionality in combination with the rehybridization of orbitals

near the surface. The clean, unreconstructed Si(111) surface is an instructive

example in that regard.[74, 75] Because of the dangling bonds, the surface

atoms rehybridize from the bulk sp3 con�guration towards a planer sp2 con-

�guration. Since the Si-Si equilibrium bond distance remains nearly the

same for the sp2 hybridization, the Si surface atom is drawn inwards and

pushes the Si atoms in the second layer sideways.(Fig.1.20) This causes a

compressive stress. The compressive stress on the clean surface is compar-

atively small (-0.63N/m [74]). The compressive stress becomes larger when

the Si surface atom is substituted by Ga (-5.6N/m [75]) since Ga has only

three valence electrons which cause an ever stronger trend toward sp2 hy-

bridization. Substitution by As reverses the sign of the stress to a tensile

one (+3.95N/m [75]). The reason is that As has two electrons in a lone pair

orbital and prefers to hybridize with bond angles less than those of perfect

tetrahedron. The resulting surface stress in these cases does not only depend

on the hybridization but also on the size of the atom by which the Si is sub-

stituted. If the Si surface atom is substituted by the small atom B, then the

stress becomes tensile, despite the Sp2 hybridization.[75] As discussed above

(Fig.1.16), the tensile stress arises from the overlap of the half �lled dangling

bonds.

1.2.3 Adosobate-induced stresses - general discussion

We consider the case of metal surfaces �rst. The chemisorption of atoms

on a surface re-establishes the bonds between the surface atoms and the
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a)

b)

Figure 1.19: Illustration of a simple picture of the origin of the surface stress.

Bond charges near the surface for (a) a clean surface and (b) a surface which

is covered by an electronegativity adsobate. On a clean surface, the bond

charge in the missing bonds is redistributed to strengthen the backbonds, on

the one hand, and to reduce the equilibrium bond length between the surface

atoms, on the other. The latter e�ect causes a tensile stress. The adsorption

of electronegative atoms on the surface removes charge between the surface

atoms and causes a compressive stress.
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Si(111)

(a) (b)

Figure 1.20: Surface atom con�guration at the Si(111) surface. Because of

the dangling bond of the Si(111) surface atom, the electronic con�guration

changes from sp3 in the bulk towards sp2. Compared to a perfect tetrahedron

(a) the surface atom is pulled inward and the Si atoms in the second layer are

pushed sideways (b). This causes a compressive stress on the clean Si(111)

surface.

atomic entities above them. In the spite of our qualitative reasoning, this

should cause a reduction of the tensile stress provided that bonding to the

surface saturates the bonding possibilities of the adsobate atoms. One may

expect particularly strong changes in surface stress with the deposition of

atoms which form heteropolar bonding with the surface. If the adsobate

is electronegative with respect to the substrate, charge should be removed

from the bonds between the substrate surface atoms to reside on the adsobate

atoms. According to our model, the removal of charge between the surface

atoms should reduce the tensile stress and may even turn the surface stress

into a compressive one. The e�ect is (though only by a small amount[76])

ampli�ed by an additional repulsion between the charged adsobate atoms.

For the electronegative adsobate atoms carbon, nitrogen and oxygen the

induced stress was in fact experimentally found to be compressive and of such

an amount that tensile stress of the clean surfaces turned into a compressive

one.[76]

A negative (compressive) surface stress does not violate a stability crite-

rion. If the compressive stress becomes very large, certain surface vibrational

modes can become soft, creating structural transitions of the surface. Ex-

amples that negative surface stresses on adsobate covered surfaces and the

particular structural instabilities which can arise from large compressive or

from large tensile surface stresses are discussed in Ref.[76, 77].

In the case that the adsobate atoms are electron donors, the charge den-

sity between the surface bonds should be enhanced thereby increasing te
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tensile surface stress. Because of the charge on the adsobate atoms them-

selves, this tensile stress is partly compensated by the repulsion between

the adsobate atoms. The net e�ect should nevertheless be a tensile stress,

since the distance between the charged adsobate atoms is larger than the

distance between the enhanced bond charges in the surface and positively

charged surface ion cores. An example of the trends with electropositive

and electronegative adsobates [78] is shown in Fig.1.21. For carbon adsorp-

tion on the Ni(111) surface, the change in the surface stress towards the

compressive side. The change is so large that the intrinsic surface stress of

about 1.44N/m on the clean surface [79] turns into a compressive one. For

Cs adsorption, on the other hand, the tensile stress increases dramatically.

Interestingly, the increase persists well above a monolayer (ML) coverage

which is at � = 0:26. It is noted that the two experimental results concern

cases of strong heteropolar bonding. Calculation of the adsobate-induced

stress for H on Pt(111) by Feibelman [80] indicate that at least for an ad-

sorption system which involves only small charge transfers the sign of the

induced stress may not follow the rule presented above. From the work func-

tion change hydrogen appears to be an electron donor. The induced surface

stress is nevertheless compressive. Feibelman has also pointed out an incon-

sistency in the above argument. On the Pt as well as on the Ni surface, the

empty orbitals are antibonding. Charge donation into the surface should,

therefore, result in a �lling of antibonding orbitals. Feibelman argues that

�lling of antibonding orbitals should increase the equilibrium bond distance

and should, therefore, cause a compressive stress which is in contrast with

the majority of experimental observations. In summary, it is concluded that

simple rule established by the (possibly questionable) reasoning above seems

to be followed by most experiments carried out so far. Theory is also in

a position to calculate adsobate-induced surface stresses which are in good

agreement with the experimental data. The qualitative understanding of the

adsobate-induced surface stresses on metal surface is still in its infancy.

The situation appears to better for semiconductors. There, the adsobate-

induced surface stress can qualitatively understood in terms of the local co-

valent bonding. For the adsorption of oxygen, e.g., the sign and even the

magnitude of the induced stress can be estimated from the bond angles and

bond distance of the Si-O bond and the sti�ness of these bond lengths and

angles with regard to distortions.[81]
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Figure 1.21: Change in the surface stress on a single crystal Ni(111) surface

due to deposition of carbon (squares) and cesium (circles). The coverages

are scaled relative to the number of Ni atoms. For cesium the �rst monolayer

is completed at � = 0:26. Beyond this coverage, the Cs atoms are deposited

in the second layer. The continuing increase in the stress beyond monolayer

coverage is not well understood presently. This e�ect is discussed in the

context of heteroepitaxial growth. From Ref.[78].

Surface stress and the speci�c free energy of a surface

We consider the work ÆW involved in straining a thin crystal plate of thick-

ness t by a strain Æ�ij

ÆW = A

Z
�t=2+0

�t=2�0
dz
X
i;j

�ij(z)Æ�ij, (1.2)

where A is the surface area of the slab and the coordinate z is perpendicular to

the surface. The boundaries of the integral area taken such that the interfaces

on either side where the stress might di�er form the bulk are induced. The

sign convention for the strains is that �ij is positive for an enlargement of

the dimension. Hence for positive diagonal terms of the stress ÆW is positive

and would increase the free energy of the slab by the same amount under

the side condition of constant temperature and constant chemical potential

of the constituents of the slab. The work on the slab and change in the free

energy can be split into a bulk and surface contribution. Using the de�nition

of the surface stress in Eq. (1.1) one obtains

ÆW = ÆW (s)+ ÆW (b) = ÆF (s)+ ÆF (b) = 2A
X
i;j

�
(s)
ij Æ�ij +At

X
i;j

�
(b)
ij Æ�ij. (1.3)
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The factor 2 in the �rst term is because of the two surfaces, one on each side

of the slab. The speci�c free energy 
 is introduced by

ÆF (s) = Æ(
A) = 
ÆA + AÆ
. (1.4)

After specifying Eq. (1.3) to a particular strain �ij one obtains a relation

between the surface stress � (s) and the surface speci�c free energy 
:

�ij(s) = 
Æij +
@


@�ij
. (1.5)

This is the venerable Shuttleworth equation. As noted before, for a liquid,

surface stress and a surface speci�c free energy are equal. In other words, the

second term in Eq.1.5 vanishes for a liquid. The reason is that for a liquid

there is no resistance to plastic deformation. If the surface is expanded,

atoms or molecules 
ow from the interior to the surface, so that the local

environment of each surface atom is the same as before the expansion. Hence

all area-speci�c quantities as the speci�c free energy do not change. For solid

surfaces the absolute value of the second term in the Shuttleworth equation

can exceed the speci�c free energy. The sign of the term can be positive or

negative.

The de�nition of the surface stress with Eq.1.3 is frequently used in the-

oretical calculations of the surface stress. One calculation the change in the

total energy of a slab of several monolayer thickness upon the expansion of

the surface of the slab (Eq.1.3). The derivation of the energy with respect to

the strain is a linear function of the thickness of the slab. The surface stress

is obtained by extrapolation to zero thickness.

We conclude this section with a qualitative discussion of the thermody-

namic meaning of the second term in the Shuttleworth equation (Eq.1.5).

This term, the derivative of the speci�c free energy with respect to strain

@
=@�, can be either positive or negative, and the absolute value may out-

weigh the speci�c free energy by a factor of 2 or 3. The term is zero for

a liquid surface. A liquid is also characterized by the fact that there is no

resistance to a 
ow of atoms from the bulk to the surface. For solid surfaces

one may, therefore, consider @
=@� = � (s)�
, a thermodynamic driving force
to move atoms from the bulk into the surface layer. When � (s) � 
 > 0 then

the surface has the propensity to accumulate more atoms in the surface layer.

When � (s) � 
 < 0 the surface prefers less atoms in the surface layer. For

a solid, to have either more or less atoms in the surface layer is equivalent

to a symmetry-breaking reconstruction, which places atoms in unfavorable

bonding positions with respect to the next layer of the substrate. A recon-

struction occurs, therefore, only if j� (s) � 
j is large enough to compensate
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for this energy expense. The reconstruction of the Au(111) surface is an

example where the large tensile stress causes a reconstruction to a surface

layer of higher density and the quantity � (s) � 
 is recovered as the driving

force for the reconstruction in the microscopic modeling.
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Chapter 2

Principle of surface stress

measurements and the

experimental setup

2.1 Experimental methods

In this section, we denote our attention to the experimental techniques by

which the surface stress is measured and to the theory behind the experimen-

tal methodology. Unfortunately, up to now there is no practical method to

determine the absolute surface stress. It has been proposed that the absolute

surface stress could be determined by measuring the detailed curvature of a

thin membrane of the material as it bends by gravitation through its own

weight. The method does not appear, however, to be of practical usefulness

because the resulting curvature is only signi�cant for the surface stress if the

membrane is a completely homogeneous single crystal plate. Furthermore, it

seems diÆcult to achieve a proper mount of the sample.

An alternative route to measure the absolute surface stress could be to

measure the elastic extension of the length of the thin wire under an applied

force. In principle, the surface stress o�sets the force obtained from the force

vs. strain relation by a constant which is the surface stress multiplied by the

perimeter around the wire. Alas, the e�ect is rather small and may, therefore,

be extremely diÆcult to extract from the noise. No one seems to have at-

tempted to use this method, although the extension of a wire upon a change

in the surface stress was used as a measure of the change in the surface stress

in an electrochemical environment. As mentioned before, the only attempt

to determine the absolute surface stress was with the observation of the con-

traction of small gold, silver, and platinum particles under the in
uence of
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the surface stress by Vermaak and coworkers[82]. The experimental results

of 1.175, 1.415 and 2.574 N/m, respectively are, however, low by a about

a factor of 2 compared with �rst principles calculations on unreconstructed

(111) or (100) surfaces[83]. These calculations are considered to be fairly

reliable. The discrepancy is, therefore, most likely to be attributed to the

experiment. It is possible that the surfaces of the small particles could have

been reconstructed and the reconstruction reduces the surface stress[77]. The

change in the surface stress due to the reconstruction is, however, only about

0.3N/m[77] which still leaves a large gap between the experimental and the

theoretical results. A more likely reason for at least part of the discrepancy

between the experiment and theory is that the experimental measurement

of the lattice constants gold particles were not performed under UHV con-

ditions, but rather under relatively poor vacuum conditions in an electron

microscope. Consequently, the surfaces of the gold particles were likely cov-

ered with a carbonaceous deposit or with a surface oxide. As we have leaned

(Fig.1.21) that such deposits lower the tensile stress, the experimental values

for the absolute surface stress may indeed be low. No one has attempted

to repeat these early experiments with the improved instrumentation cur-

rently available. Finally, we note that the data were evaluated by assuming

that the particles were elastic isotropic materials. Since the noble metals are

known to be extremely anisotropic in their elastic properties, the evaluation

procedure itself could have introduced an additional error.

2.1.1 Detection of surface stress

To obtain surface stress, we must evaluate strain. There are roughly two

evaluation methods of

1. Measurement of strain from lattice distortion, and

2. Measurement of substrate de
ection.

The former method is to measure of plane spacing or lattice constant of

surface and determine the strain using deviation from normal value. Ex-

amples of this method are X-ray and electron beam di�raction. The X-ray

di�raction need �lm of more than 10nm thickness and the electron beam

di�raction is impossible in plasma which includes both positively and nega-

tively charged particles. Hence, in this thesis, each method are inadequate

to observe the surface stress of disorder-order processes at top surface layer

(�1nm) in plasma.

Consequently, more appropriate method to evaluate the surface stress in

this case is the latter one. For this substrate de
ection method, the substrate
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de
ects according to its shape, the elastic constants and the stress if the sur-

face modi�ed by the plasma. Using detecting the de
ection of the substrate,

we can fundamentally calculate the surface stress. But if the de
ection is

complicated, the analysis becomes extremely diÆcult. It is important to se-

lect the simplest shape to analyse for easy calculations of the surface stress

and higher precision. For the reasons, the shapes of rectangular and circle

which are thin and simple are frequently used. Uniformity of the surface

stress is compensable for measurably small.

The circle shaped substrate is to be uniformly de
ected by the stress in

the �lms. If the substrate is initially 
at plane, we can consider it to be a part

of the sphere. By measuring the curvature, the stress is determined. Some

of the methods were using of light interference (e.g. Newton ring method,

Michelson interferometer etc.). But these has diÆculties in �xing the samples

fundamentally and is not appropriate for in-situ measurements.

In case of the substrate which is thin and rectangular shape, monitoring

the displacement of one free end enable to calculate the stress, while another

is �xed. There are the measurements of optical and electrical method (using

capacitance etc.). In plasma, the electrical methods is impossible to measure

the displacement. Hence, we selected optical cantilever bending methods

as one of the useful optical methods. Next, we review common `cantilever

bending methods' to understand history of the surface stress measurements

using `cantilever bending methods'.

2.1.2 Cantilever bending methods

While the experimental determination of the absolute surface stress remains

a challenge, the experimental technique to measure changes in the surface

stress is well established. In their pioneering work, Koch and Abermann[84]

demonstrated that the bending of a cantilever can be measured with suÆcient

sensitivity that the change in the stress due to the deposition of a single

monolayer on one side can be detected. The principle of the measurements

is shown in Fig.2.1(a). In the work of Koch and Abermann the bending of

a cantilever was measured as the change of the gap of the capacitor using

the three terminal capacitance method (Fig.2.1(b)). The bending can also

be measured with suÆcient sensitivity by de
ection of the beam of a laser

using a position sensitive detector, provided that the sample is thin enough.

A simple add-on system for the measurement of epitaxial stress in thin �lms

using the laser beam de
ection technique was described Sander et al [85].

The method was also employed earlier by Martinez et al. [86] and Schell-

Sorokin et al. [87] on Si samples of about 50�m thickness. The preparation

of large area single crystal metal sheets of such a small thickness is more
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Figure 2.1: Illustration of the principle of the cantilever bending method(a).

Upon deposition of material on one surface the stress is changed and the

cantilever bends. Here, the case of a compressive stress where the surface

wants to expand is drawn. The radius of curvature R is measured as the

change of the gap of a capacitor by �d (b). The two electrodes of the

capacitor are formed by the sample and a capacitor electrode c. The capacitor

electrode is surrounded by a guard electrode (not shown) in order to minimize

the e�ects of stray capacitances. The sample b is clamped on one end in the

sample holder a. From Ref.[84].
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diÆcult. A further problem with metals is that the preparation of clean

metal surfaces typically involves cycles of sputtering and annealing. During

those cycles, thin metal stripes tend to bend which increases the e�ective

sti�ness of the sheet and thereby reduces the bending in an uncontrolled

way. By employing the three terminal capacitance method one can detect

extremely small changes of the gap which forms the capacitor (less than

0.1�A). This allows the use of thicker samples of 0.3-0.5mm. The ultimate

sensitivity of the capacitance method is not limited by the sensitivity of the

detection but the rather by vibrational noise and thermal drift. Exposure

of the substrate material on one surface to adsobates is performed via a

tube with an opening diameter d in Fig.2.1(b) placed close to the sample.

If the crystal is cleaned only in a particular section of the sample which is

comparable or smaller than the ori�ce of the tube (see Fig.2.1(b)), then the

adsorption takes place only there and the sample bends only in this section.

Cleaning the sample in a de�ned area by sputtering and annealing is the

typical situation for metal surfaces. In case of semiconductors the cleaning is

frequently facilitated by 
ashing the sample to a high temperature whereby

the entire surface on both sides of the sample becomes clean. If the sticking

coeÆcient is near unity, the arrangement as shown in Fig.2.1(b) still allows

for a measurement of the change in the surface stress upon adsorption, since

the exposure on the side facing the open tube is larger by about an order of

magnitude. The relation between the change in the gap �d and the radius

of curvature R in the regime where the sample bends due to adsorption is:

�d = (L2=2 + Ll)=R (2.1)

in which L is the linear dimension of the section which bends and l is the dis-

tance between the center of the exposed area and the center of the capacitor

electrode. It is assumed that L is larger or equal to the width of the sample,

and smaller than its length. The radius of curvature is related to the change

in the capacitance �C by

�
1

R
� 1

R0

�
=

�0A

L2=2 + Ll

�C

C2
0

(2.2)

in which �0 is the absolute dielectric permeability, A the area of the capacitor

and R0 and C0 are the radius of curvature and the capacitance before the

change in the surface stress, respectively. Without loss of generality R0 can

be assumed to be in�nite.

We use optical micro-cantilever bending technique as one of cantilever

bending methods. The detailed discussions will be appeared in subsec-

tion2.2.1. Here, �rst of all, we prepare the relations between strain and
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Figure 2.2: internal force acted on in�nitesimal area: dP . dT : parallel

component of dP , dN : normal component of dP .

surface stress and about thermal e�ects for the measurements using can-

tilever bending methods.

2.1.3 Stoney's formula

Surface stress occurs in �lm or layer, resulting from being bound by its sub-

strate. Here, it is important to know the stress distribution. In general,

theory of isotropic elastic body enable us to understand most of such prob-

lems. Strain, which is detected, can be converted into the stress. We derive

Stoney's formula which describe relation between the strain and the stress.

If a solid body is acted by external force or thermal e�ects at interface, the

action propagates into the solid body inside through the interface. Producing

internal drag against the external action prevents the form of the body from

being destructed. If the solid body is balanced, it keeps the balance during

internal force acts each other at both side of a plane in the body.

As in Fig.2.2, if dP is internal force acted on in�nitesimal area and � is

an angle between the plane and the normal axis, normal component of dP ,

dN , and parallel one, dT , are written below,

dN = dP cos�; dT = dP sin� . (2.3)

In this case, stress along normal axis, �n, and parallel to the plane, �t are

respectively written,

�n = dN=dS; �t = dP=dS. (2.4)
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Next, if a bar of length, L, and diameter, d, is extended and the length

and the diameter become L0, d0 respectively while its length di�erence is L1,

longitudinal strain and transverse strain are de�ned as follows,

� = (L0 � L)=L = L1=L; �
0 = (d0 � d)=d. (2.5)

The � and �0 are dimensionless quantities. The � of compressive and tensile

stress correspond to positive and negative, respectively. Since the diameter

decreases if the bar is extended, the sign of the �0 is opposite of the �. Poisson's

ratio is de�ned as a following equation,

� = ��0=�. (2.6)

If two parallel planes is set in distance, L, and slip by a length, l, with

acting along the direction of tangent line of the plane, while the sheared angle

is �, shear strain, 
, is de�ned as follows,


 = l=L = tan�. (2.7)

Being very small, the 
 is approximately equal to the �.

If we restrict the discussion to small strains, the stress is directly propor-

tional to the strain. This is called Hook's law.

� = �n=E; 
 = �t=G, (2.8)

where the proportional coeÆcient of E and G are Y oung0s modulus and

Rigidity modulus, respectively.

In general, for a plane in the isotropic materials, we can always select

orthogonal set of three planes which no shear stress acted on. These three

plane is called principal planes and normal stress which acts each planes is

principal stress of crystal. With the linearity relations between the stress and

the strain, the strain is described with summation of strains which the stress

components each correspond to. Hence, the principal strains in the isotropic

materials is given by the principal stresses,

�1 = [�1 � �(�2 + �3)]=E; �2 = [�2 � �(�3 + �1)]=E; �3 = [�3 � �(�1 + �2)]=E.

(2.9)

Afterwards, we assume that substrate and �lm are isotropic elastic body

for convenience. On growing the �lm on the substrate, the stress in the �lm

is parallel to the interface while being bound within the plane parallel to

the interface between the substrate and the �lm. On the contrary, being

bound free from the substrate along normal direction, no stress occurs in
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this direction. Therefore, if the stress is while x; y-axes is set in the interface

and the z-axis is set to be normal to the plane, the stresses are given by

� = �xx = �yy; �zz = �zx = �zy = �xy = 0 (2.10)

in �lm. In this time, the strains are also given by

�x = �y = �(1� �)=E; �z = �2��=E. (2.11)

We assumed the stress uniformly acted on the sectional plane of the sam-

ple so far. But, it is not uniform in general. As one example, let us take the

rectangular shaped shell of the radius of curvature, R, which is stressed by

the thin �lm of the �lm and substrate system. In Fig.2.3, strain � at distance

y from neutral plane, nn1, which doesn't expand or shrink is derivated as

follows, because triangle non1 and s1n1s
0 are similar,

� = s0s1=nn1 = y=R (2.12)

where line nm is parallel to the n1s1. Hence, the stress as a function of

thickness y is given by

�(y) = �E=(1� �) = yE=R(1� �). (2.13)

To derivate the Stoney's formula which describe the relation between the

stress and the radius of curvature, As in Fig.2.4, we can assume that a stress

in �lm is constant if h� t, where h and t are thickness of substrate and �lm

respectively, while the stress in �lm is as a function of thickness y. Using

Young's modulus E, Poisson's Ratio � and width of substrate a perpendicular

to the neutral plane and the thickness direction, the stress �(y) is as follows.

From balanced equation of force,

a

Z
e�h

e�h�t

�dy + a

Z
e

e�h

�(y)dy = a�t+
aEh

2R(1� �)
(2e� h) = 0 (2.14)

and also from balanced equation of moment,

a

Z
e�h

e�h�t

�ydy+a

Z
e

e�h

�(y)ydy =
a�t

2
f2(e�h)�tg+ aEh

3R(1� �)
(3e2�3eh+h2) = 0

(2.15)

Here, because we assumed that h� t, the constant stress in the �lm is given

by

� =
Eh2

6R(1� �)t
(2.16)

where e = h=3.
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Figure 2.3: A shell of the radius of curvature, R.
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In case of cantilever which is the one end is free while the other is �xed,

displacement of the free end, Æ, is converted into the surface stress as follows

using relation of 1=2R = �=L2 where L is length of the substrate,

� =
Eh2

3L2(1� �)t
Æ. (2.17)

This equation is Stoney's formula[105].

In this thesis, we observe the total stress change ��t is given by the

Stoney's formula,

��t =
Eh2

3L2(1� �)
Æ = 1:19� 106Æ[N/m] (2.18)

where L is the length of the cantilever (450�m), h the thickness(2:0�m),

E Young's modulus and � Poisson's ratio of Si(100) (E=(1 � �) = 1:805 �
1011N/m

2
)[106].

2.1.4 Temperature estimation of microcantilever with

`bimetallic e�ect'

Expansion or shrinkage due to temperature change produces the stress, i.e.,

thermal stress. The thermal stress is not intrinsic. In this subsection, we will

discuss the thermal stress and derivate equation of the sample de
ection Æ.

Consider a rod of length L, and the initial temperature T1 changes to T2 by

being heated. As the length change is �(T2�T1)L according to temperature

change, the strain � is given by

� = �(T2 � T1)L=L = �(T2 � T1), (2.19)

where � is a thermal expansion coeÆcient of line. Under bound by its internal

drag in material, the stress appeared due to the temperature change:

� = �E = �(T2 � T1)E. (2.20)

If the two rods having di�erent thermal expansion coeÆcients was at-

tached and bound by each other, they have same temperature change by

heat conduction, i.e., `bimetallic e�ect'. In case of �1 > �2, the rod of 1

expands by �1(T1�T0)L, while the rod of 2 shrinks by �2(T1�T0)L. Conse-

quently, the rod of 1 is shrinks by the compressive stress by �1L = �1L=E1.

The actual expansion of the rod of 1 is

�1(T1 � T0)L� �1L=E1. (2.21)
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As in case of 1, the actual expansion of the rod of 2 added by the tensile

stress of 1 is

�2(T1 � T0)L+ �2L=E2. (2.22)

Since the �nal length of 1 and 2 is same,

�1(T1 � T0)L� �1L=E1 = �2(T1 � T0)L+ �2L=E2. (2.23)

From balance of force,

�1S1 + �2S2 = 0 (2.24)

where S1 and S2 is cross sections of 1 and 2. Combining Eq.2.23 and 2.24,

�1 = (�1 � �2)(T1 � T0)E1=(1 + S1E1=S2E2). (2.25)

Henceforth, we suppose that the rod of 1 is thin �lm (F) and the rod of

2 is substrate (S). In this case, the relation of S1E1 � S2E2 comes as t� h,

and then

�1 = (�1 � �2)(T1 � T0)E1. (2.26)

And displacing the temperature di�erence T1 � T0 to �T ,

�F = (�F � �S)�TEF=(1� �F ), (2.27)

where �F means that the stress acts parallel to the interface.

Further, using the Stoney's formula of Eq.2.17, we can obtain the sample

de
ection Æ due to the thermal stress,

Æ = 3L2EF (1� �S)t(�F � �S)�T=ES(1� �F )h
2. (2.28)

In fact, in this thesis, the temperature change during the electron irradia-

tion was measured using the bimetal e�ect (di�erence of thermal expansion)

of the Si cantilever coated on its back side with Al as �lm. The sample

dimensions were L = 450�m, h = 2�m and tAl = 30nm. And the physical

constants were ESi(100)=(1 � �Si(100)) = 1:805 � 1011[N/m], EAl=(1 � �Al) =

1:073�1011[N/m], �Si = 3:3�10�6[ÆC�1] and �Al = 25�10�6[ÆC�1]. Hence,

if the sample de
ection Æ[m] was induced due to the thermal stress, the tem-

perature change is described in

�T = 1:701� 107Æ[ÆC]. (2.29)

2.2 Our experimental setup

In this section, we denote the our experimental setup and needful knowledges

for it.
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R

Figure 2.5: principle of Optical cantilever bending method. If re
ector tilts

by angle �, direction of re
ected beam changes by 2�. By position sensitive

detector (PSD), distance a is measured and the radius of the curvature R is

obtained. From � � 1, L � R�; a � 2A�. Then, R = 2AL=a
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2.2.1 Optical micro-cantilever bending technique

In this subsection, we discuss the optical microcantilever method. At �rst,

we treat a principle for the optical cantilever bending technique. In Fig.2.5,

the optical cantilever bending technique uses position change of re
ection by

the substrate. We used as samples Si microcantilevers with dimensions of

450 � 50 � 2:0�m (Fig.2.6). This sample enables to measure surface stress

with high accuracy, since it is a sensitive to the surface strain for being small

and thin. One end of the cantilever sample was �xed, while the other was

free. A laser light incident on the sample at the free end was re
ected and

detected by a position sensitive detector (PSD) etc., while the sample bent by

angle � and the re
ective angle became to be 2�. The radius of the curvature

R of the substrate is obtained from the detected position change, and then

we can determine the displacement Æ at the free end.

We used a four splitted type photodiode as the PSD. The structure of

the photodiode is similar to a diode of pn junction. Photon illumination

to depletion layer of the of pn junction produces lots of electron-hole pairs

according to degree of the illumination. Photon having a higher energy than

the band gap induces di�usion of hole and electron to p-type and n-type,

respectively. If recombination of hole and electron is negligible, current 
ows

along to the inverse direction of diode proportional to the illumination.

We used the four splitted type photodiode as the two splitted type photo-

diode. First, we set re
ection to center of the two photodiodes and then the

detected potential di�erence (DIF) between two photodiodes is 0V, because

same number of photons incident to each part of the photodiodes. If the sub-

strate bends and position of the re
ection incident to the PSD changes, the

DIF becomes �nite value. Using the DIF, the displacement of the substrate

is given.

In our system of the optical microcantilever method, under total potential

di�erence of two diodes to be 9.36V, the change in the DIF of 12.9mV corre-

sponds to the displacement of 1nm. In other words, the ratio of (DIF/ADD)

of 1.38�10�3 corresponds to 1nm.

UHV-optical micro-cantilever bending technique

Our system is adaptable even under UHV condition as in Fig.2.7. One end

of the microcantilever sample was �xed on a mount near a quartz window

in a UHV chamber, while the other was free. The distance between the

backside of the sample and the quartz window was approximately 0.4 cm.

The surface stress changes developed during the ion bombardment and the

electron irradiation were monitored through the sample bending using the
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Figure 2.6: Our sample for the optical micro-cantilever bending technique.

This is a very small and thin rectangular shaped sample with dimensions of

450 � 50 � 2:0�m. It enable to measure surface stress with high accuracy,

since it is a sensitive to the surface strain for being small and thin.
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Figure 2.7: Schematic drawing of high sensitive optical microcantilever bend-

ing method under UHV condition.

optical microcantilever method. A laser light incident on the backside of

the sample at the free end was re
ected and detected by a position sensitive

detector (PSD). A de
ection of the free end of the lever, Æ, was determined by

monitoring the position of the re
ected laser light on the PSD. This method

allows us a non-contact, real-time detection of the de
ection without any

electric noise from the plasma.

In this system from the ratio of (DIF/ADD), the de
ection Æ of the sub-

strate and the total stress ��t is given by

Æ = (DIF=ADD)=(1:38� 10+6)[m] (2.30)

��t = 0:8612(DIF=ADD)[N/m]. (2.31)

Furthermore, we calibrated our detection system with a piezoelectric element,

and con�rmed a resolution of higher than 0:1nm in Æ.
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Chapter 3

Electron-stimulated surface

stress relaxation of Si

3.1 Abstract of this chapter

We have observed the nonthermal relaxation of surface stress in Si induced

by electron irradiation at room temperature. An atomically thin disordered

layer was introduced by Ar ion bombardment. The surface stress change

during ion bombardment and the following electron irradiation of Si(100)

was measured by means of an optical microcantilever technique. We have

found that the compressive stress in the Si surface due to disorder induced

by ion bombardment was completely relaxed by electron irradiation at low

energy. The criterion for complete relaxation is found not to be total energy

deposition, but number of irradiated electrons.

3.2 Introduction

Surface stress has been extensively investigated, and it is known that these

stresses are generally caused by strains at surfaces (surface reconstruction,

bonding topology or roughness) or at �lm/substrate interfaces (lattice mis-

match, di�erent thermal expansion)[91, 92]. Defects at surfaces should also

a�ect surface stress through forming strains around them. However, most

previous studies have focused on stress changes in ordered surfaces or �lms,

and the e�ect of surface disorder has not been well understood. It is well

known that defect disorder at surfaces and interfaces of semiconductors in
u-

ences not only crystalline periodicity but also electrical and optical properties

such as electric conductivity, dielectric strength and energy levels of mediate

centers[93]. Recently, we have observed growth of compressive stress during
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Figure 3.1: Energy levels of charge state of interstitial and vacancy in band

gap.

ion-bombardment on Si(100) to introduce surface disorder[94]. This result

indicates that the surface layer is expanded relative to the Si substrate lat-

tice due to the defects. In general, thermal annealing at high temperatures

can recrystalize a surface disordered layer and would release stress. An in-

teresting question is, however, is it possible that the disorder-induced stress

can be relaxed at low temperature? Defect in Si have di�erent levels in the

band gap depending on the charge states[95, 96]. Carrier trapping at a de-

fect site may create a localized energy release. Hence a possible way to relax

disorder-induced compressive stress is for the defect to capture an electron

and change its own charge state with very low energy electron irradiation.

Low energy electron beams of 10-1000eV have long been used to investi-

gate the chemical and structural character of surfaces[97, 98] (Fig.3.2). For

ionic materials, electron stimulated desorption of constituents is known to

occur[99], and this implies atomic-scale structural changes. For clean metal

and semiconductor surfaces, however, it is generally believed that these en-

ergetic electrons do not cause structural changes[100]. To examine this con-

ventional wisdom, we performed real-time measurements of surface stress

changes of Si during electron irradiation. If motion of surface atoms is led

by energetic electrons, the change of surface stress will have a �nite value.

In this chapter, we show, using a highly sensitive cantilever technique, that

very low energy electron irradiation is quite e�ective in causing the recovery

of defect structures into ordered Si surfaces through the inter-relationship

between surface stress and defect disorder.
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Figure 3.2: Schematics of electron excitations at surface frequently used in

surface analysis.

3.3 Experimental

3.3.1 Samples of Si(100) microcantilever and its clean-

ing

We used as samples n-type Si(100) microcantilevers (resistivity 0:01�0:025
cm)
with dimensions of 450� 50� 2:0�m whose long side is parallel to the h011i
axis(Fig.3.3). To obtain clean surface, the samples were treated by being

dipped in 10% HF acid solution for 5 minutes, rinsed with deionized water

for 5 minutes and annealed at 1000K for 30 minutes in ultra high vacuum

(UHV) (� 10�7Pa).

3.3.2 Methods for irradiations of ions and electrons

Ar ion-bombardment of the samples to introduce disorder into the surface

was performed at room temperature for 0 to 3,000s using an argon plasma.

The argon plasma was generated with the radio frequency (rf) discharge of

Ar gas (1:3Pa, 99:9999%) at a frequency of 13:56MHz and a power of 500W

in a UHV chamber of Fig.3.4. An adequately long distance of about 1.5m

between the sample and a coil of rf discharge prevents the sample temperature
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Figure 3.3: Orientations of Si(100) microcantilever: This sample with dimen-

sions of 450� 50� 2:0�m whose long side is parallel to the h011i axis.

from being high. From the Langmuir probe measurements[101](Fig.3.5), the

electron temperature, the electron density and the space potential (Vp) were

1:4eV, 6�106cm�3 and +5V at the sample position, respectively. For Ar ion-

bombardment, negative dc biases (Vb) of �30;�60 and �100V was applied

to the Si sample to attract the ions(Fig.3.6). The average damage depth in

the sample was obtained by TRIM calculation[104] to be about 1nm in these

any case(Fig.3.7). No peak of LVV-Auger electron signal of Ar was observed

on the surface after the ion-bombardment(Fig.3.8). Electron irradiation was

performed after the bombardment at room temperature, using the argon

plasma at positive biases from +8:75 to +45:0V. The electron penetration

depth in this energy range is comparable to the damage depth[102](Fig.3.9

and 3.10). The plasma has a space potential and the incident energy of the

irradiated species of ion and electron was given by Ei = ejVb � Vpj.

3.3.3 Measurements of stresses during ion and the fol-

lowing electron irradiation

One end of the microcantilever sample was �xed on a mount near a quartz

window in a UHV chamber, while the other was free as in Fig.3.11. The

Debye length was 0.36 cm, and the sheath length was estimated to be 1.2cm

from the Child law[101]. To minimize the back side of the sample from being

bombarded with ions, the sample was set in the sheath; the distance between

the sample and the quartz window was approximately 0.4 cm.

The surface stress changes developed during the ion bombardment and
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Figure 3.4: An UHV chamber system in this experiment. The UHV system

achieves ultrahigh vacuum of � 10�7Pa using Turbo molecular pump and Ion

pump. The sample is set on a sample holder at leftside wall of the chamber.

A distance between the sample and a coil of radio frequency (rf) discharge

is adequately long of about 1.5m not to make the sample temperature high

with the plasma.
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Figure 3.5: I�V characteristic of sample holder as a single Langmuir probe:

mainly (a) electron current region (positive bias); (b) ion current saturation

region (negative bias). The sign `+' indicates I � V characteristic of the RF

discharge plasma. The electron temperature of this RF plasma, the electron

density, the space potential (Vp) and the 
oating potential (Vf ) were 1:4eV,

6� 106cm�3, +5V and �1V at the sample position, respectively.
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Figure 3.9: Escape depths for a number of materials as a function of electron

energy. (From Ref.[103].)
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Figure 3.10: Universal curve of electron penetration depth obtained from

lots of experimental results. (b) is the horizontal enlargement of (a).

This curve is expressed with �dump = 538aE�2 + 0:41a3=2E1=2[nm]; a3 =

(1021A)=(�NA)[nm
3]. For Si, atomic weight A = 28:09, density � =

2:33[g/cm3], Avogadro's number NA = 6:02� 1023. (From Ref.[102].)
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Figure 3.11: Redrawing of Fig.2.7. The high sensitive optical microcantilever

bending system is set at the leftside wall of the chamber as in Fig.3.4. This

system keep high sensitivity of the sample de
ection by avoiding vibrations

of pumps and considerable any other sources.
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the electron irradiation were monitored through the sample bending using

the optical microcantilever method. A laser light beam incident on the back

side of the sample at the free end was re
ected through the UHV-window and

detected by a position sensitive detector (PSD). A de
ection of the free end

of the lever, Æ, was determined by monitoring the position of the re
ected

laser light on the PSD. This method allows in situ, real time detection of the

de
ection. We calibrated our detection system with a piezoelectric element,

and con�rmed a resolution of higher than 0:1nm in Æ of the cantilever sample.

The high sensitivity of the sample de
ection results from avoiding vibrations

of pumps and considerable any other sources. The surface stress change ��t
was obtained from the Æ using Stoney's formula[105],

��t =
Eh2

3L2(1� �)
Æ[N/m], (3.1)

where L is the length of the cantilever (450�m), h the thickness(2:0�m),

E Young's modulus and � Poisson's ratio of Si(100) (E=(1 � �) = 1:805 �
1011N/m

2
)[106]. Detailed detection method and treatment of the Stoney's

formula are discussed in subsection 2.1.1 and 2.1.3, respectively.

3.4 Results and discussions

3.4.1 Ion bombardment induced surface stresses

Results

Little research has been performed on surface stress changes induced by ion

bombardment. Here we discuss on the changes of stress during Ar ion bom-

bardment. Figure 3.12(a) shows the time evolution of the total stress during

Ar ion bombardment for di�erent electron incident energies. The total stress

became quickly negative indicating a development of compressive stress, and

reached a saturation of -0.52N/m after bombardment for 2,000s for a bias of

105eV. The stress change was bigger as electron incident energy was getting

higher. The compressive stress implies that the surface is expanded by ion

bombardment.

Discussions

We attribute the compressive stress observed here to the weakening of Si-

Si bonds due to the formation of surface defects. This is consistent with

the longer bond length in amorphous Si (0.235-0.2375nm) compared with

crystal (0.235nm).[108] The radial distribution function (RDF) obtained by
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X-ray and electron di�raction is consistent with a 3-dimensional random net-

work of tetrahedrally bonded atoms. The �rst and second neighbor distances

(r1; r2) and coordination numbers (C1; C2) are almost identical in crystalline

and amorphous silicon. The main features of the RDF do not depend on

the method of amorphization, including the method by ion bombardment.

In detail, the densities of the amorphous Silicon are 5-30% less than the

densities of crystalline material depending on the method and conditions of

amorphization.

The degree of lattice disorder can be evaluated quantitatively in terms of

the number of defects[114]. The number of defects induced by ion bombard-

ment Ns is given by

Ns = �Nd��t, (3.2)

where Nd is the e�ective area density of Si atoms, � the ion 
ux, � the

displacement cross section, � the damage function and t the duration of ion-

bombardment. The quantity (�Nd�) is the number of defects per incident

ion, and was calculated using the TRIM98-code[104]. Because the ion 
ux

� can be measured for di�erent electron incident energies[101], we use areal

density of defects Ns as the index of degree of disorder. In other words, theNs

is appoximately proportional to the energy deposition by electron. Figure

3.12(b) shows the total stress induced by ion bombardment as a function

of Ns. The change of total stress depended only on the number of defects

and was independent of the bias, indicating that the compressive stress is

determined by the defects induced by ion-bombardment.

There would be two main origins of the defective compressive stress during

ion bombardment. One of the origins is decay of intrinsic stress due to surface

reconstruction. Dimers are sequentially formed on the reconstructed Si(100)

surface, and form 2 � 1-dimer row structure in wider area as in subsection

1.1.2. It is known that the anisotropy in local structure of the dimer bonding

directly in
uences the surface stress. Consequently, the anisotropy on the

surface stress is caused by the dimer formation, as the stress parallel to

the dimer bonds is tensile, while that perpendicular is compressive. The

di�erence was theoretically expected to be between 1.1 and 3.2N/m[109,

110], where the higher value refers to �rst principles calculations and is,

therefore, presumably more reliable. Since the theoretical value is much

bigger than the surface stress change during the ion bombardment, the dimer

row structure of the reconstructed surface should be partially destroyed after

the ion bombardment.

Here, we cannot explain the compressive stress based only on destruction

of the surface reconstructed structure, because peak of surface disorder exists

nearby 1nm depth as in Fig.3.7, which is 7 layers from the surface under this
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bombardment condition. Hence, another origin is considered to be volume

expansion of defective layer. The collision of an implanted argon ion breaks

Si-Si bonds near the surface. Ions able to transfer more kinetic energy on im-

pact than the displacement energy of Si (Ed = 14eV[111]) will thus create a

lattice defect in the form of an interstitial silicon atom and vacancy pair[112].

The observed growth in surface compressive stress is due to the volume ex-

pansion of the defective layer of 1 nm depth and the evolution was explained

as a result of the number of defects caused by the incident ions[94, 114]. The

major contribution to the volume expansion will be the interstitials produced

by the ion bombardment. Intuitively, vacancies are likely to cause shrinkage,

or at least less expansion, because of volume loss at the sites although there

may be anisotropy in the strain around vacancies, such as the Jahn-Teller

e�ect[113].

3.4.2 Electron irradiation onto the bombarded surfaces

Results

Figure 3.13 shows the time dependence of the surface stress evolution during

the ion-bombardment at 65eV for 2,000s and the subsequent electron irradi-
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Figure 3.14: Stress relaxation under electron irradiation versus degree of

disorder in the surface. Horizontal axis shows disorder-induced stress and

de
ection by ion-bombardment, ��i and Æi, and vertical axis is stress and

de
ection at saturation induced by the following electron irradiation at �xed

40eV, ��e and Æe.

ation at 10eV. Upon the ion-bombardment the value of the compressive (i.e.

negative) stress rapidly increased and then gradually levelled o�. This com-

pressive stress was, on the contrary, found to decrease rapidly immediately

after electron irradiation. The change of stress with time gradually decreased

and stress was saturated. What is interesting here is that the compressive

stress generated during ion-bombardment returned to zero under electron

irradiation. The surface layer is expanded relative to the Si substrate lattice

by the bombardment and the following electron irradiation acts on this layer

to relax it, during which complete relaxation of the disorder-induced stress

occurs.

Fig.3.13 is one example of surface disordering. Figure 3.14 plots values

of surface stress release at saturation ��e under electron irradiation at a

�xed energy for various disorder-induced stresses ��i (see Fig.3.13 for the

symbols). On the non-bombarded surface: ��i = 0, no signi�cant change of
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the surface stress was observed. Whether on less or more disordered surfaces,

similar complete relaxation was observed. Linear curve �tting to these points

yields the simple linear function ��e = +(1:06�0:09)��i+(�0:025�0:029)

within errors. Complete relaxation was independent of the degree of disorder.

Discussions

Electron energy dependence of the stress relaxation Next, for re-

laxation of disorder-induced stress by electron irradiation, Fig.3.15(a) shows

time evolution of surface stress during electron irradiation for di�erent elec-

tron incident energies 3.75, 10 and 25eV on the surface disordered by �xed

bombardment conditions at 65eV for 2,000s. The vertical axis was normal-

ized as electron-irradiation-induced-stress at time t, ��e(t), divided by the

disorder-induced stress, ��i(= �0:37[N/m] = coast.): j��e(t)=��ij. Com-
plete relaxation corresponds to the relaxation ratio j��e(t)=��ij = 1. It was

found at any incident energy of electron. With higher energy, the time until

complete relaxation becomes shorter.

The complete relaxation occurred if irradiated electron only had larger

energy than 3.75�1.41eV. Fig.3.16 shows the saturated value of the relax-

ation ratio of the stress relaxation by the electron irradiation. The saturated

values of lower energy than 2.5-3.75eV did not reach the complete relaxation.

This results would results from including ions in the electron beams, i.e., the

electron temperature of the Ar plasma was to be 1.41 eV and thus the elec-

tron beams in this energy range of 2.5-3.75eV could include less than 7-17%

ions having in�nitesimal energy. But these ions has not so enough energy to

break Si-Si bonds of a few eV for the bias condition of excessing the plasma

space potential. Furthermore, from this consideration, this results indicates

the relaxation has no critical threshold energy. For example concerning elec-

tron excitation, electron excitation process of Plasmon is 16.4-16.9eV and

11.6-12.0eV for bulk and surface of Si[113]. The value could not determine

the threshold energy value.

Electron number dependence of the stress relaxation To investigate

the dependence of number of irradiated electrons, Fig.3.15(b) plots the evo-

lution of j��e(t)=��ij as a function of the number of electrons. Here, the

number of electrons was estimated from measurement of the electron current.

Unexpectedly, the change in the relaxation ratio depended only on the num-

ber of electrons and was independent of the incident energy. This shows that

the relaxation is independent of total energy deposition, because roughly the

total energy deposition into the disordered layer should be the product of the

number of irradiated electrons and the incident energy. For all incident ener-
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gies the stress was completely relaxed for the number of irradiated electrons

nel � 5 � 1021m�2. This number of electrons corresponds to about 3 times

as many as the estimated number of introduced defects (� 1:7� 1021m�2) at

0 Kelvin[94].

Why is the temperature rise so low?

In our experimental condition, annealing by electron heating would not oc-

cur, because the temperature rise during electron irradiation was no more

than about 10ÆC from room temperature as in Fig.3.17. The temperature

change was measured experimentally by using the bimetal e�ect (di�erence

of thermal expansion) of the cantilever coated on its back side with Al as is

described in subsection 2.1.4.

Why is the temperature rise so low under the electron irradiation? To

answer the question, we perform estimation of the temperature rise from

energy balance quantitatively. Areal energy in
ux by electron irradiation,

W , is expressed as

W = j � �[W/cm2] (3.3)

where j and � are current and incident energy of irradiated electrons, re-

spectively. Here, areal density of the micro cantilever sample which having

thickness of 2:0�m is given by

m = �V = (2:33)� (1� 1� 2� 10�4) = 4:66� 10�4[g/cm2], (3.4)

where � and V are mass density and volume per area, respectively. From

speci�c heat at constant pressure of Si, cp = 0:7[J/gÆC], areal heat capacity

is

mcp = 3:262� 10�4[J/ÆCcm2]. (3.5)

Therefore, if all the energy of electron in
ux contributes increase of temper-

ature, rate of the temperature rise is

�T

�t
=

W

mcp
[ÆC/s]. (3.6)

Since the areal energy in
uxes are W = 3:75� 0:03 = 0:1125[mW/cm2] for

3.75eV, 10� 0:2 = 2:0[mW/cm2]for 10eV, 25� 1:0 = 25[mW/cm2] for 25eV

and 40� 50 = 2000[mW/cm2] for 40eV, respectively, from the current mea-

surements in Fig.3.5, �T=�t = 0:345[ÆC/s] for 3.75eV, 6:13[ÆC/s] for 10eV,

76:6[ÆC/s] for 25eV and 6; 131[ÆC/s] for 40eV, respectively. These results

without thermal emission mean the sample becoming very high temperature

after longer irradiation against the experimental results with the bimetal

e�ect, and then we add black body radiation term as the thermal emission.
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the disordered surfaces are bombarded at 65eV for 2,000s and values of the

stress, ��i, are about -0.37N/m.
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Figure 3.17: Estimation of temperature change during plasma irradiations

using the bimetal e�ect (di�erence of thermal expansion) of the cantilever

coated on its back side with Al. These results show the temperature rise

of positive values for the appling dc biases of +45V and 0V to the samples.

Plasma irradiation began at time 0 s. The temperature rises were estimated

to be within about 10ÆC for +45V and 1.1ÆC for 0V from the room tempera-

ture. After the stopping the plasma irradiations, the value of the temperature

change returned to zero. Hence, the temperature rises are very low during

the plasma irradiations.
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The matter emits radiation according to its own temperature, or performs

the black body radiation. The amplitude depends Stefan-Boltzmann's law

of �T 4 where � = 5:67� 10�12[W/ÆK4cm2] is Stefan-Boltzmann's constant.

This system is considered to be steady state, because the typical di�usion

times of � = l2=�Si are enough small of 44ns and 2.25ms for sample thick-

ness direction (2�m) and length one (450�m), respectively, compared with

the time interval of the surface stress measurements of 1 sec. �Si is ther-

mal di�usion coeÆcient for Si. Hence, we can obtain the following equation

from the energy balance for the sample temperature T and the total surface

area S
�
= [f(450� 50) + (450� 2:0)g � 2 + (2:0� 50)]� 10�4�2[cm

2
]
�
dur-

ing the electron irradiation,

! � (�T 4 � �(300ÆK)4)S = 0[W] (3.7)

where is the energy gain on irradiated surface of s = (450�50)�10�4�2[cm2],

which is expressed as ! = sW for the micro cantilever sample of the dimen-

sions of 450�m�50�m�2:0�m. According to Eq.3.7, temperature rises for

3.75, 10, 25 and 40eV are estimated to be 0.088, 1.56, 17.9 and 349ÆK from

room temperature of 300ÆK, respectively. The value of 40eV is too high,

compareed with the experimental results.

Next step, we can include thermal di�usion term to holder of the can-

tilever to explain the discrepancy in case of high electron energy. The can-

tilever is �xed to a silicon holder. We used cantilever part of POINTPROBE

Silicon-AFM-Sensor of NANOSENSORS GmbH & Co. KG in Germany as

samples. Fig.3.18 shows a sketch of the holder together with cantilever and

tip. As we can see the holder being very big relative to the microcantilever,

the holder is considered to be perfect heat sink at room temperature[116].

Adding the thermal di�usion term of � = kth
@T

@x
A to Eq.3.7,

! � (�T 4 � �(300ÆK)4)S � � = 0[W]. (3.8)

The derivation term of @T

@x
is able to be displaced with T�300

ÆK
L

, because

we can use the sample temperature T instead of T (x) for being in steady

state. The symbols of L;A and kth are the length, the cross section of can-

tilever and the thermal conductivity of Si. According to Eq.3.8 including

the thermal di�usion term, the temperature rises for 3.75, 10, 25 and 40eV

are estimated to be 0.001, 0.013, 0.167 and 13.4ÆK from room temperature

of 300ÆK, respectively. These values including both the thermal radiation

and the thermal di�usion are consistent with the measured temperature of

Fig.3.17 by using the bimetal e�ect even at high electron energy. Hence, in

this electron irradiation case, we concluded that temperature rise was very
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micro cantilver

Figure 3.18: We used cantilever part of POINTPROBE Silicon-AFM-Sensor

of NANOSENSORS GmbH & Co. KG in Germany as samples. This is

a versatile silicon SPM cantilever for very high resolution imaging and �ts

to all well-known commercial SPMs. It consists of a single crystal silicon

with integrated single crystal silicon tip. The tip is pointing into the h100i
direction. The cantilever and the tip are supported by a single crystal silicon

holder. The volume of the holder is very big and then we can consider it to

be perfect heat sink for the cantilever.
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low, or at highest about 10 ÆK from room temperature by both this estima-

tion and the bimetal experiment. This means that the sample temperature

mainly a�ected by the thermal emission of the black body radiation at lower

than 25eV, and also it is suggested that the contribution of thermal di�usion

for temperature change is very small, because the thermal di�usion depends

on temperature gradient and typical di�usion time. On the other hand, even

at high electron energy case of 40eV, we could estimate the temperature rise

by including the thermal di�usion term.

In addition, considering these results of both the stress relaxation depend-

ing on the number of irradiated electrons and the very small temperature rise,

the relaxation is evidently promoted not by thermal annealing e�ect, but by

a non-thermal mechanism.

3.4.3 Non-thermal mechanism of surface stress relax-

ation

Since any mechanism of thermal annealing by electron beam, plasmon excita-

tion, electron-hole pair creation, exciton creation or plasma model[113, 117]

must depend on total energy deposition by the irradiated electrons, the non-

thermal stress relaxation could not been explained by them.

A plausible mechanism is suggested for the stress relaxation later. The

mobility of defects in bulk crystal Si is strongly enhanced by a charge state

transition through successive potential change under electron irradiation[95].

This mechanism is known to be as Bourgoin-Corbett ionization enhanced dif-

fusion (IED)[119]. The detailed di�usion process of the IED mechanism was

also surveyed by a �rst principle calculation[120]. Such successive charge

state transitions promote migration athermally. This reason is that any

charge state has di�erent ordered potential corrugation of crystal Si(Fig.3.19).

In other words, it does not require the help of temperature to occur. The

athermal migration may also occur under electron irradiation of the Si sur-

face. After electrons are captured by defects, vacancies and interstitials mi-

grate and recombine. In consequence of such stabilization, the atomically

thin disordered layer should be restored into ordered Si and the disorder-

induced stress should be released.

The IED mechanism, however, is not so enough to explain the restoration

of the highly disordered surface where the surface stress evolution was satu-

rated during the ion-bombardment, because the mechanism was structured

while assuming a little deviation from the ordered structure, i.e., dealing with

migration of defects in highly ordered Si crystal. Our present understandings

and theoretical predictions for highly disordered structures are very limited
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and infant for having no mathematics to describe them, computational lim-

itation etc. Nevertheless, we can expect qualitatively the possibility of the

restoration by extending the IED mechanism. Speculatively thinking migra-

tion in disordered Si, it is possible to suppose that potential around defect

locally change after electrons are captured by the defect, and then the defect

searches new stable site and migrates. In addition, it is possible to suppose

epitaxially growth from the interface between ordered region and disordered

region for thin thickness of 1nm, i.e., solid phase regrowth[118]. Hence, the

restoration in the disordered case should occur by similar migration mecha-

nism via the charge state transition.

3.4.4 Energy density estimation of the surface stress

relaxation based on IED mechanism

Next, in this subsection, we will discuss detailed process of the stress re-

laxation, focusing on energy density. In general, the surface stress is de-

�ned as a reversible work per area to stretch a surface elastically. Hence,

strained surface region worked to surroundings or was worked by surround-

ings, i.e., whose energy changes. In our case, the energy of the ion-bombarded

surface increased. For the ion bombardment condition of 65eV for 2000s,

the disordered region of 1nm thickness has compressive surface stress of

��i = �0:37N/m. This stress value is convertible into speci�c strain en-

ergy density, �d([N/m
2] = [J/m3]):

�d =
j��ij
td

= 3:7� 108[J/m3] = 3:7� 10�19[J/nm3] = 2:31[eV/nm3] (3.9)

where thickness of this disordered layer td is estimated to be about 1nm with

TRIM-calculation[104]. In fact, calculated values which is average depth of

defect distribution are 0.7nm for 35eV, 0.9nm for 65eV and 1.1nm for 105eV

shown in Fig.3.7.

The �rst principle study of migration of interstitial Si atom in bulk Si

crystal based on IED mechanism[120] concluded that the successive charge

state transition under electron irradiation leads the migration with captur-

ing electron or hole. According to this framework, if the interstitial captured

electron and transited another charge state at a stable site, it obtains addi-

tional energy, Et, of about 1eV relatively to the state before the charge state

transition(Fig.3.19 and Fig.3.20 from [120]). And the interstitial searches for

the new stable site and migrate, while it is releasing the energy of Et. In

this time, we assume that the released energy corresponds the macroscopic

strain energy release from the disordered region, because it is expected that
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Figure 3.19: Schematic drawing of Bourgoin-Corbett type ionization en-

hanced di�usion (IED). Assuming a charge state transition under electron

irradiation, a defect has various charge states such as (+; 0;� or 2�).
An interstitial I+ at a stable site, for example, may capture one electron,

I+ + e� ! I0. The site is then no longer stable. The interstitial then seeks

a new stable site by migration. Such successive charge state transitions un-

der electron irradiation promote migration athermally. Et indicates energy

change of the defect by one charge state transition. From Fig.3.20, Et � 1eV.

such migration collectively deform to stable structure, i.e., more crystalline

one.

From the obtainable energy by the charge state transition, number of the

IED type migration, Nt, can be estimated,

Nt =
�d

Et

= 2:31[times/nm3] (3.10)

where are Et = 1:0eV and 1eV = 1:6102 � 10�19J. This value is pos-

sible to convert into atomic scale value: Nt = 0:37[times/\unit cell"] or

0:046[times/\atom"].

Hence, these values indicate some other results:

1. The charge state transition of 2.31 times per nm3, or 0.046 times per

one atom makes disorder-induced surface stress relaxed.

2. Rate for electron capture by defects can be estimated from number of

incident electron, nel � 5 � 1021m�2 and the number of the expected

charge state transition, Nt,

Nt=nel = (2:31� 1018[m
�2
nm�1])=(5� 1021[m

�2
]) (3.11)

� 0:046%(1=2; 000): (3.12)
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Figure 3.20: The total energy of a self-interstitial along the TH, TB and

TBTH paths. Green's function calculations are done only at the high-

symmetry sites. (From Ref.[120] and See Fig.3.21 for symbols.)

Figure 3.21: Schematic de�nition of various forms of the interstitial and

migration paths in Si: T, tetrahedral; H, hexagonal; B, bond-centered; S,

split interstitial. In the calculations, the nearest neighbors are allowed to

relax. The TBTH path corresponds to motion in the [111] direction and this

TS path corresponds to motion along the [100] direction. (From Ref.[120].)
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Figure 3.22: These are schematic drawing of recrystallization processes,

which are two types of recrystallization methods due to (a)thermal activation

path and (b)athermal migration path. Balls represent `typical' interstitial

atoms introduced by ion bombardment. For the sake of recrystallization, the

interstitial atom in higher unstable energy state must move into lower stable

`crystal' energy state in the energy diagram. In case of (a), the interstitial

atom moves into the `crystal' state beyond activation barrier by obtaining

additional thermal energy. On the other hand, in case of (b) which is one

example of charge state transition that I++ e� ! I0 and then I0+ e� ! I�

where symbols of I+; I0 and I� indicate the interstitial and also their poten-

tials around the interstitial having the charge state +; 0 and � after Fig.3.19

and 3.20, the interstitial atom moves into `crystal' state without passing

beyond the activation barrier. By changing its own charge state and sur-

rounding potential corrugation repeatedly, the interstitial atom migrate to

`crystal' state athermally.
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3. We obtained the calculated number of defects at 0 Kelvin, nd0, to be

about 1:7�1021[m�2
] in this bombardment condition as in Fig3.12. But

number of atoms in Si crystalline in 1nm thickness, nSi, is 5�1019[m�2
],

i.e., nSi � nd0. This relationship between nSi and nd0 must nSi > nd0,

at least, according to requirement for reality. Then, nd0 was overes-

timated. And a part of the defects could be vanished for annealing

e�ect at room temperature. A real number of defects is estimated to

be 2:31 � 1018=q[m�2] , if it is assumed that the charge state transi-

tions of q turns make defect pair recombine for the stress relaxation.

Hence, the real number of introduced defects at room temperature, nd,

is estimated to be
2:31�1018[m�2nm�1]=q

1:7�1021[m�2nm�1]
= 1=(736:054q) times as many as

nd0. This consideration is consistent with common sense of `production

method of amorphous Si with ion-bombardment' requiring a number

of introduced defects 100-1,000 times as many as an expected number

of defects[108].

According to these results, we can conclude that the surface stress in

ultrathin disordered layer including real defects of 2:31�1018=q[m�2] is com-

pletely and athermally relaxed by the charge state transitions of the defects

under extremely low energy electron irradiation.

3.4.5 Thermal gradient e�ect due to further electron

irradiation

We observed Fig.3.23 shows the surface stress change in case of electron irra-

diation of 40eV for 2000s after ion irradiation of 65 eV for 2000s. There are

two noticeable points. One of the points is that the compressive surface stress

appeared again after the complete relaxation of the disordered compressive

surface stress during the electron irradiation of 45eV. This indicates that

further electron irradiation after the complete relaxation makes the surface

expanded.

Another is that the newly compressive surface stress after stopping elec-

tron irradiation vanished, i.e., the surface stress re-relaxed completely. Hence,

we assign the complete re-relaxation after the stopping electron irradiation to

not universal dislocation of the structure, but transient modi�cation. Similar

behaviours of the two points were observed for any other electron irradiation

conditions of 3.75-40eV.

This e�ect of further electron irradiation can be considered to be resulting

from the temperature di�erence between front and back side of the sample,

which the electron irradiation could induce. The thermal analysis will de-

scribed below.
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Figure 3.23: The surface stress changes before and during and after the

electron irradiation at 45eV. The ion-bombardment before the electron ir-

radiation was performed at 65eV for 2000s. During and after the electron

irradiation, it is found that sample de
ection of 2.09 and 2.14�10�7m, re-

spectively, due to temperature di�erence between the front and back side is

induced.
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Figure 3.24: The surface stress changes before and during and after the elec-

tron irradiation at 0eV which is grounded. The ion-bombardment before

the electron irradiation was performed at 65eV for 2000s. During and af-

ter the electron irradiation, it is found that sample de
ection of 2.09 and

0.19�10�7m, respectively, due to temperature di�erence is induced.

Thermal analysis of further electron irradiation

From page 99 in Ref.[115], we consider the solid bounded by two parallel

planes of the region 0 < x < l which the ends are kept at constant temper-

atures v1 and v2 and whose initial temperature f(x). In this case, we have

the equations
@v

@t
= �

@2v

@x2
(0 < x < l) (3.13)

where � is thermal di�usion constant,

v = v1, when x = 0, (3.14)

v = v2, when x = l, (3.15)

and

v = f(x), when t = 0. (3.16)

Put

v = u+ w (3.17)

to reduce this to a case of steady temperature and a case where the ends are

kept at zero temperature, where u and w satisfy the following equations:

@2u

@x2
= 0 (0 < x < l), (3.18)
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Figure 3.25: Schematic of heat balance of the sample and temperature dis-

tribution before and during and after the electron irradiation. The electron

irradiation to the front side of the sample induces temperature di�erence

between the front and back side.
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Figure 3.26: Schematic of sample de
ection due to the temperature di�erence

by electron irradiation.
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u = u1, when x = 0, (3.19)

u = u2, when x = l, (3.20)

and
@w

@t
= �

@2w

@x2
(0 < x < l), (3.21)

w = 0, when x = 0and x = l, (3.22)

w = f(x)� u, when t = 0. (3.23)

In this case, we �nd the temperature distribution at time t,

v = v1 + (v2 � v1)
x

l
+

2

�

1X
n=1

v2 cosn� � v1

n
sin

n�x

l
e��n

2�2t=l2 (3.24)

+
2

l

1X
n=1

sin
n�x

l
e��n

2
�
2
t=l

2
Z

l

0
f(x0) sin

n�x0

l
dx0. (3.25)

Here, we assume that the initial temperature distribution is f(x) =

v0Æ(x)to match this experimental condition and we can obtain the follow-

ing equation ((fourth term in rhs) ! 0):

v = v1 + (v2 � v1)
x

l
+

2

�

1X
n=1

v2 cosn� � v1

n
sin

n�x

l
e�n

2�2t=� , (3.26)

time constant to the stationary state is found to be

� � l2

�
. (3.27)

In our microcantilever sample case, the time constant is appeared with the

physical constants and dimensions(l = 2�m, �Si = 0:9cm2=s):

�canti = 4:4� 10�8s = 44ns. (3.28)

The time is much far shorter than our experimental period (� 1s, t=� � 1).

Hence, the exponential part in the third term of Eq.3.26 is to be negligible.

The realistic temperature distribution is

v = v1 + (v2 � v1)
x

l
. (3.29)

In this case of Fig.3.26, the de
ection of the sample having the tempera-

ture gradient of �v = (v1 � v2)
y

l
was given as follows.

�v =
v1 � v2

l
� � �� (3.30)
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and, from the feature and the stress, the strain � are given as(
� = �

�

� = �

E=(1��)
+ ��T

(3.31)

where � is thermal expansion coeÆcient and the temperature di�erence

�T = v1 � v2. And, the balance equations of force and moment are de-

scribed in

Nx = b

Z
�dA = 0, (3.32)

Mx = b

Z
��dA = 0 (3.33)

where b is width of substrate. Combining with these equations,

1

3

�
E

1� �

� 
1

�
� ��

!h
�3
i+l=2
�l=2

. (3.34)

Hence,
1

�
= �� = 1:25�T (3.35)

where l = 2:0�m and �Si = 2:5�10�6[ÆC�1]. Furthermore, using the relation

between the radius of curvature � and the sample de
ection Æ of 1=2� = Æ=l2,

Æ = 1:266� 10�7�T [m]. (3.36)

From the relation in Eq.3.36, the sample de
ection of 2:09 � 2:14�10�7m

in Fig.3.23 which could be due to resulting from the temperature di�erence

between front and back side of the sample corresponds to the temperature dif-

ference of 1.65�1.69ÆC, in the case after the electron irradiation at 40eV for

the bombarded surface. On the non-bombarded surface, the electron irradia-

tion at 45eV induced the sample de
ection of 2.54�10�7m and it corresponds

to 2.00ÆC. On the electron irradiation at 0V after the ion-bombardment at

65eV for 2000s, the sample de
ection of 0:17 � 0:19 � 10�7m was induced

and corresponding to 0:13 � 0:15ÆC. Hence, according to these results and

Fig.3.17, the temperature di�erence between front and back side of the sam-

ple is considered to be, empirically, the about 1/8 times as high as the total

bulk temperature rise of the sample (about 10ÆC for electron irradiation at

45eV).

3.4.6 Electron irradiation in oxidation atmosphere

Electron irradiation in oxidation atmosphere has same e�ects with only elec-

tron irradiation as shown later. The electron irradiation in oxidation at-

mosphere was performed following ion bombardment at room temperature
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using an oxygen plasma in an anodic oxidation condition during attracting

electrons. The oxygen plasma was generated by rf discharge of oxygen gas

(1.3Pa, 99.99%) at power 500 W, and a bias of +45V was applied to the

sample. We observed the surface stress evolutions during applying positive

bias to the samples after the Ar ion bombardment, which enable to oxide the

Si surface during attracting lots of electrons. On the stress evolution after

the ion bombardment, it was found for the ion-bombarded surfaces that two

stages are developed in the stress evolution up to about 300 s with di�erent

slopes of stress change. Note that the absolute values of �i after the bom-

bardment and �e+oxid of the �rst stage during the oxidation agree well with

each other. The result suggests that the �rst stage of the oxidation abrupt

increase corresponds to complete relaxation of the compressive stress induced

by ion bombardment, and the second stage slow increase to the growth of

the oxide free from the disorder-induced stress.

Fig.3.27 is one example of surface disordering about anodic oxidation.

Figure 3.28 plots values of surface stress release at saturation ��e under the

anodic oxidation and also electron irradiation of Fig.3.14 at a �xed energy for

various disorder-induced stresses ��i (see Fig.3.13 and 3.27 for the symbols).

Whether on less or more disordered surfaces, similar complete relaxation was

observed. Linear curve �tting to these points yields the simple linear function

Æe = (1:06�0:07)Æi+(�18:024�20:4) nm within errors. Complete relaxation

was independent of the degree of disorder, and also whether being oxygen

species or not. Hence, these results indicate that the complete relaxation of

the surface stress would be due to only electrons, i.e., the oxygen species have

no contributions to the stress relaxation. Furthermore, it implies that the

oxidation under anodic condition could bring structure relaxation to some

ordered structure, nevertheless proceeding the oxide formation.

3.5 Further work

Recently, non-thermal di�usion induced by photon illumination has been re-

ported for Si surfaces. The study also reveals signi�cant non-thermal e�ects

that appear to be mediated by charged vacancy of the surface[121]. But

no information was given on these stabilization or relaxation of the crys-

talline structure resulting from collective motion of atoms, nevertheless they

suggested similar di�usion of nonthermal di�usion.

It has been reported that electron irradiation but at higher incident en-

ergy 90-2,000eV and a higher electron dose (� 20 times as many as ours)

causes surface defects on clean Si(100) and Si(111) surfaces with a STM[100].

Needless to say, they are di�erent from ours about not only experimental
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Figure 3.27: The surface stress evolutions during the ion-bombardment and

the following anodic oxidation in an oxygen plasma. The electron irradiation

in oxidation atmosphere was performed following ion bombardment at room

temperature using an oxygen plasma in an anodic oxidation condition. On

the stress evolution after the ion bombardment, it was found for the ion-

bombarded surfaces that two stages are developed in the stress evolution up

to about 300 s with di�erent slopes of stress change. The absolute values of

�i after the bombardment and �e+oxid of the �rst stage during the oxidation

agree well with each other. Upon oxidizing the bombarded Si surfaces, the

disorder-induced compressive stress became relaxed completely.
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Figure 3.28: Stress relaxation under anodic oxidation (open circle) and elec-

tron irradiation (close circle) of Fig.3.14 versus degree of disorder in the

surface. Horizontal axis shows disorder-induced stress and de
ection by

ion-bombardment, ��i and Æi, and vertical axis is stress and de
ection at

saturation induced by the following the anodic oxidation and the electron

irradiation at �xed electron energy of 40eV, ��e and Æe.
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methods of surface stress measurement and STM, but also initial condition

of disordered surface by ion bombardment and clean Si surfaces. It is, how-

ever, interesting that the opposite behaviour was observed, i.e., restoration

versus destruction, depending on whether the electron incident energy is be-

tween 3.75 and 40.0eV or 90 and 2,000eV.

In next chapter, to give answers to the interesting problem, we will discuss

detailed atomic scale surface structures with STM observation on the growth

and the relaxation of the surface stress.
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Chapter 4

Microscopic structure observed

with a Scanning Tunneling

Microscopy

4.1 Abstract of this chapter

A STM observation of electron irradiated Si(100) surface after ion-bombardment

to be performed for cross-check of restoration of the disordered surface presents

re-ordering of atomic level, i.e., recrystallization. The �ne structure of re-

ordered surface was di�erent from the structure by thermal annealing. In

general, the structure generated by thermal annealing has 2 � 1 symmetry

due to Si dimers. The �ne structure of reordered surface, in contrast, were

close to positions of a `bulk terminated' 1�1 structure, but with a slight pair-
ing, while dimers retain a 2� 1 con�guration. It suggests that non-thermal

genesis of new surface structure was done by very low energy electron irradi-

ation. In demonstrating that surfaces can have the capacity of self-healing,

these results suggest new opportunities for atomic scale surface engineering.

4.2 Introduction

Electrons sometimes behaves against our expectations. In general, we be-

lieved that higher energetic particles can penetrate to materials inside deeper.

The electron having extremely lower kinetic energy than 50eV is, however,

penetrates to fabulous depth, because it cannot lose its own energy via any

energy loss process. The critical energy depends on whether excite plasmons

or not, whose values are 16.4-16.9eV and 11.6-12.0eV for bulk and surface of

Si[122]. These are demonstrated better in Fig.4.1.
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Figure 4.1: Electron penetration depth as a function of kinetic energy (Re-

drawing of Fig.3.10). This curve is expressed with �dump = 538aE�2 +

0:41a3=2E1=2[nm]; a3 = (1021A)=(�NA)[nm
3]. Higher energetic electrons can

penetrate to materials inside deeper, which has higher than about 50eV. On

the contrary, less energetic electrons can also penetrate to materials. This

threshold is given by whether excite plasmons or not.

The higher energy electron irradiation than 90eV induces surface defects

of Si surfaces. Nakayama and Weaver [123] reported that structural mod-

i�cations that involved atom desorption and displacement following `mild'

irradiation by electrons of 90-2000 eV with STM studies. For Si(111)-7�7
as in Fig.4.2, adatom layer vacancies increased monotonically with incident

energy. For Si(100)-2�1 as in Fig.4.3, irradiation produced dimer vacancies,

and ad-dimers as Si atoms transferred to the terrace. They argued that the

modi�cation processes are tied to the energy distribution of electron-hole and

electron attachment states achieved by inelastic cascade scattering.

Their `mild' electron irradiation condition is more violent than our irra-

diation condition; higher incident energy 90-2000eV and a higher electron

dose � 20 times as many as ours. In the chapter3, we showed, using a highly

sensitive cantilever technique, that very low energy electron irradiation is

quite e�ective in causing the recovery of defect structures into ordered Si

surfaces through the inter-relationship between surface stress and defect dis-

order, macroscopically. Then, it is interesting that the opposite behaviour

was observed, i.e., restoration versus destruction, depending on whether the

electron incident energy is between 3.75 and 40.0eV or 90 and 2000eV. Hence,

in this chapter, we will investigate, with STM, contributions of the surface
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Figure 4.2: (a) Filled state image of clean Si(100)-2�1 showing dimer vacan-
cies (DV) and c-type defects (CD), and a row of asymmetric buckled dimers

at a step (B). (sample -2.0V, 0.2nA). (b) Image after 2000eV irradiation for

150 s showing dimer vacancy complexes (DVc). Ad-dimers are labeled A1

if their axis is parallel to the dimer row, A2 if they lie perpendicular to the

dimer row, and A3 if they reside between dimer rows. From Ref. [123].

morphologies and structures on the surface stress of surface restoration by ex-

tremely low energy electron irradiation, while searching traces of di�erences

of the `restoration versus destruction'. If aims of the surface stress relaxation

by very low energy electron irradiation to be athermal process are true, some

traces of the athermallity on surface structure could be observable.

4.3 Experimental

4.3.1 Scanning Tunneling Microscopy observation of

Plasma-modi�ed surface

For the sake of the surface con�rmation, we used a Scanning Tunneling Mi-

croscopy (STM). This is one of most powerful tools to understand the surface

morphologies and structures, because it has a resolution of atomic scale and

also allows us to observe the surface not in reciprocal space, but in real space

according to their charge densities.
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Figure 4.3: Images after irradiation of Si(111)-7� 7 by electrons of primary

energy of (a) 90eV, (b) 500eV, and (c) 2000eV. Vacancies in the adatom layer

appear as dark features. The development of these vacancies is largely due to

Si atom desorption though feature like A5 represent Si atoms trapped at a rest

atom dangling bond. Desorption is random when the vacancy concentration

is low. All images are 33�50nm2; sample bias 1.7V, tunneling current 0.4nA.

From Ref. [123].
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4.3.2 Pretreatment and features of clean Si(100) sur-

faces

STM can directly observe the change of the surface morphologies and struc-

tures during which the surface stress occurs, however to achieve this not dis-

turbing the reconstructed surface of Si(100), there is an important point to

keep in mind about surface contamination. As already con�rmed by STM,

C-type defects that may be related to contamination in
uence on surface

structure as inducing buckled dimers running from the C-type defect, while

A, B-type have no in
uence on the structure as in Fig.4.4.

Nishizawa et al.[124] will report that the origin of the C-type defect is

residual water even under a UHV condition, therefore we have carefully baked

the STM chamber, the Si sample and gas line. The Si(001) sample was

cleaned by an H2SO4:H2O2 after removal of sacri�cial oxidation surface and

then it was prebaked in a UHV at around 600ÆC overnight. A clean surface

was obtained by 
ashing the sample around 1050ÆC. The cleanliness of the

initial surface was checked, and the absence of C-type defects was con�rmed

as in Fig.4.5.

4.3.3 Electron and ion irradiation methods with DC

plasma

The samples for STM measurements were exposed by Ar-plasmas generated

by DC glow discharges as shown in subsectionC.7.1. Distance between the

sample and DC grids was set about 15cm and the sample surface was set

so as not to look towards DC grids to avoid contamination of sputtered ma-

terials in Fig.4.6. And actual and typical generated plasmas are shown in

Fig.4.7 and Fig.4.8. This discharge method enables to make similar con-

ditions of the ion bombardment and electron irradiation in the case of the

surface stress measurements in the chapter3. To compare the characteristics

of DC glow plasma with those of the RF plasma during the surface stress

measurements, the plasmas of the I � V characteristics were also diagnosed

by the Langmuir probe in Fig.4.9 as in subsection C.6. The DC plasma of Ar

gas was discharged at pressure of 10Pa, current between grids of 20mA and

grid voltage of 400V. The sample temperature during the plasma exposures

was at room temperature (300K).

94



A-type

C-type

B-type

S  stepA

Figure 4.4: A occupied state STM image of A, B and C-type defects and their

surrounding structures. The C-type defect induce buckled dimers running

from the C-type defect, while A, B-type have no in
uence on the structure.

And also, buckled dimers exist at SA type step edge.
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Figure 4.5: Careful cleaned Si(100) surface. Defects exits only a few percent,

i.e., it's negligibly small amount.
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+ -
0.3 1kV

Sample:

  Si(100)

Figure 4.6: A schematic drawing of DC plasma source and sample. The

con�guration of this instrument is composed with a W-�lament and a ring-

shaped SUS mesh which diameter is 2cm. An electric potential di�erence to

be about 400V between the ring-shaped mesh and the W-�lament is given

by a DC power supply and current through the grids 
ows at about 10-50

mA. While the current 
ows stably, the plasma is maintained.
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Figure 4.7: A DC discharge Plasma (cold cathod type).

Figure 4.8: Similar DC discharged plasma of hot cathod type. This instru-

ment di�ers, on lightening W-�lament, from Fig.4.7. The lightening �lament

generates free electron to ionize lots of atoms and promote to maintain the

plasma.
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Figure 4.9: Comparison the characteristic of DC glow plasma with that of

the RF plasma during the surface stress measurements. I � V characteristic

of sample holder as a single Langmuir probe: mainly (a) electron current

region (positive bias); (b) ion current saturation region (negative bias). The

sign `+' indicates I � V characteristic of the RF discharge plasma and other

lines indicate that of the DC discharge. The electron temperature of this DC

plasma of Ar gas at pressure of 10Pa, current between grids of 20mA and

grid voltage of 400V, the electron density, the space potential (Vp) and the


oating potential (Vf ) were 3eV, 6:5� 105cm�3 +5V and �1V at the sample

position, respectively.

99



4nm

Figure 4.10: typical clean Si(100) surface: Vs = �1:5V, I = 0:10nA.

4.4 Atomic level identi�cation of surface restora-

tion by electron irradiation

Fig.4.10 shows typical Si(100)-2 � 1 surface prepared for this STM experi-

ment.

4.4.1 Modi�ed surfaces of Si(100) by ion bombard-

ment

We performed ion-bombardment to these surfaces using DC-plasma during

appling negative bias of -60V to the samples. Fig.4.12 and 4.14 show the ion-

bombarded surfaces of Si(100). It seems that degree of disorder, or number

of defects, of Fig.4.12 is less from its appearance, while total detected ion

current of Fig.4.12 is as many as that of Fig.4.14.

Less disordered case of Si(100) surface

On less disordered surface case of Fig.4.12, at �rst, it has some di�erent

features from those of clean Si(100) surface that

1. 2�1 dimer rows are partially destroyed and they are cut and bent,
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Figure 4.11: Ion current of Fig.4.12. The ion current was measured directly

with real time by using sample holder as a probe. What the current was

detected is equivalent to Ar ions atacking the Si(100) surface, i.e., it means

that ion bombardment is ensured.

(b)     10nm

Figure 4.12: Ion bombarded Si(100) surface at 65eV for 12s.: Vs = �1:5V,
I = 0:10nA. The integrated ion-bombarded current is 66:2� 10�4A�s/cm2.
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Figure 4.13: Ion current of Fig.4.14.

4nm

10nm

Figure 4.14: Ion bombarded Si(100) surface at 65eV for 10s.: Vs = �1:5V,
I = 0:10nA. The integrated ion-bombarded current is 46:1� 10�4A�s/cm2.
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2. bright points are observed at intervals,

3. structure of monoatomic height step is roughly kept.

Feature 1 could result from energetic implanted Ar ions. Since the Ar

ions have higher energy than displacement energy, Si-Si bonds on the surface

should be cut and/or rebonded with another Si atom by the ions, inducing

the surface defects. Substrate atoms could also be moved another sites by

the Ar ions and dimer rows on the top surface are seen as bending.

Feature 2 could be due to surface dangling bonds. The highly energetic

Ar ions having kinetic energy of 65eV would be able to cutting bonds of Si-Si.

From the result, some of rest unoccupied bonds may leave alone, while the

others might bond nearby similar unoccupied bonds to release energy. The

bond which could not bond, i.e., dangling bond has electron, so that this site

brights under this occupied state.

Feature 3 indicates that surface morphology and substrate structure is

roughly kept. If structures of substrate crystal were absolutely broken by ion-

bombardment, the monoatomic height step should not be conserved. There-

fore, the ion-bombardment is able to do only short range transfer of Si atom

from original site to another site, which does not exchange each other, while

the surface is expected to be amorphous in this bombardment condition.

Harder disordered case of Si(100) surface

Next, in case of Fig.4.14, feature 1 of Fig.4.12 is not identi�ed at all, while

Feature 2 and 3 is identi�ed. But due to more disorder, bright points form

groups being sparsely. The monoatomic height step feature is also conserved.

It also indicates that the ion-bombardment is able to do only short range

transfer of Si atom.

Understanding from these STM images, it would be true that decay of in-

trinsic stress due to surface reconstruction is one of origins of the compressive

surface stress by ion-bombardment, because the feature 1 is observed. Fur-

thermore, it could not be false that another origin is considered to be volume

expansion of defective layer, because the features of 1 and 3 are observed.

Hence, our expected origins of disorder induced surface stress in discussions

of subsection 3.4.1 were consistent with the detailed surface structures iden-

ti�ed by our STM imaging of disordered surfaces.
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4.4.2 Modi�cation of the disordered surface by low en-

ergy electron irradiation

Let us discuss structures of electron irradiated surface of Si(100) after ion

bombardment. Fig.4.16 shows occupied state image of electron irradiated

Si(100) surface at 25eV for 11s after ion bombardment at 65eV for 7s (See

also Fig.4.17 for guide to easily see features around the monoatomic step.).

Surprisingly, upon the whole, disordered surface by ion bombardment re-

stored to the `highly' ordered structure. Some observed bright points would

be due to being dangling bonds or Si adatoms, while they are not distin-

guished at the present time.

It is ensured that each ions and electrons strike the surface by measured

ion and electron currents in Fig.4.15. Hence, the disordered surface by ion-

bombardment were restored by very low energy electron irradiation. This

surprising result of surface re-ordering is consistent with the complete surface

stress relaxation by the electron irradiation in chapter3, i.e., our expected

the (athermal) recrystallization under electron irradiation in subsection3.4.3

must be true. Furthermore, it was understood that the restoration, i.e.,

re-ordering phenomena in
uenced not only top surface structure and also

substrate periodicity, because of the `highly' ordered structure.

The electron irradiated surface structure resembles dimerized 2�1 surface
generated (annealed) at high temperature well. This surface should be com-

pared with clean Si(100) surface of Fig.4.10. At �rst glance at the `highly'

ordered surface, similar structure of dimer row is identi�ed. If this restoring

process results from athermal process, some traces of the athermallity on

surface structure must be observable.

Obtained images by STM (Fig.4.10, 4.12, 4.14, 4.16) were converted into

di�raction images in reciprocal space by FFT (fast Fourier transformation)

corresponding to LEED (low energy electron di�raction) patterns in Fig.4.18;

`virtual' LEED. Fig.4.18a shows the LEED pattern of clean Si(100). The

pattern indicated 1� 1 and 2� 1 spots due to dimer row well. In Fig.4.18c,

both the 1� 1 and 2� 1 spots were disappered by ion-bombardment, while

only the 2�1 was remained in Fig.4.18b. This remainder of the 2�1 suggests
that Si dimerization was conserved in an intermediate state even during being

bent or cut itself.

In Fig.4.18d, both the 1 � 1 and 2 � 1 spots were restored absolutely.

Because of this restoration of the `virtual' LEED pattern and the occupied

image of STM in Fig.4.16, we can argue that the disordered surface structure

by ion bombardment restores to the `highly' ordered surface structure by low

energy electron irradiation.

But detailed comparisons of the �ne structure have not been made. As
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Figure 4.15: Ion and electron current of Fig.4.16.

4nm

Figure 4.16: Electron irradiated Si(100) surface at 25eV for 11s. after ion

bombardment at 65eV for 7s.: Vs = �1:5V, I = 0:10nA. The integrated ion-

bombarded current and irradiated electron current are 22:6 � 10�4A�s/cm2

and �32:2� 10�2A�s/cm2 respectively.
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4nm

Figure 4.17: The reversed image of Fig.4.16 for guide to easily see features

around the monoatomic step.
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Figure 4.18: `Virtual' LEED by FFT (fast Fourier transformation). Obtained

images by STM were converted into di�raction images in reciprocal space by

FFT corresponding to the LEED (low energy electron di�raction) patterns,

which is shown in (a), (b), (c) and (d) for Fig.4.10, 4.12, 4.14 and 4.16,

respectively.
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4nm

partly
 (1x1)

dangling 
 bonds?

thermally annealed
      Si(100) 

Figure 4.19: Expanded image of Fig.4.16 electron irradiated Si(100) surface

after ion bombardment: Vs = �1:5V, I = 0:10nA. An inset is typical clean

Si(100) surface thermally annealed at high temperature. The inset shows `the

2�1 symmetry' due to the Si dimers. It is well known that, if the surface is

dimerized, the dimer atoms cannot be resolved under these conditions as in

the inset. On the contrary, the surface after electron irradiation shows that

most of atoms are pairing, while our measurements show slight resolved.

Hence, periodicity of the surface was partly translated into 1� 1 symmetry

from 2� 1.
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seen in Fig.4.19, there are a little di�erence between thermally annealed

Si(100) surface and restored Si(100) surface by low energy electron irradi-

ation. In general, Si dimers of the thermally annealed surfaces appear as

elliptically shaped protrusions with minor axes aligned along the dimer row

direction, i.e., perpendicular to the dimer bond direction. It is believed that

dimerization involves recombining the four dangling sp3 electrons of two sur-

face atoms into occupied � and � orbitals[125, 126] accompanied by contrac-

tion of the interatom spacing. All of the above images represent the occupied

states since they were measured using -1.5 V sample bias with 0.1nA of tun-

neling current. It is well known that, if the surface is dimerized, the dimer

atoms cannot be resolved under these conditions. In contrast, while most of

atoms are pairing on the restored surface, our measurements show slightly

resolved. Hence, periodicity of the surface was partly translated into 1 � 1

from 2� 1.

A similar image of the slightly pairing 2� 1 surface has been reported by

Xu et al[127]. They performed STM observation of laser-irradiated Si(100)

surfaces shows that the dimerized outer-most layer can be selectively removed

by a pulsed Nd:YAG laser with a 
uence below the melt threshold as in

Fig.4.20. The atoms in the laser-uncovered second layer are close to positions

of a `bulk terminated' 1�1 structure, but with a slight pairing, while dimers

retain a 2� 1 con�guration in the �rst layer.

They believe that the structure observed in the uncovered layer of 1� 1

is a metastable state stabilized by either the presence of the unremoved top-

layer Si atoms or the absence of vacancies in the uncovered layer. Based on

the fact that the 2� 1 dimerized structure is recovered by thermal annealing

or by high 
uence of laser irradiation, there is an energy barrier for transition

from the laser-induced to the dimerized 2 � 1 structures. The barrier may

depend on the fraction and distribution of vacancies produced by the laser

irradiation. The atoms in the uncovered layer do not rebond after small

fractions of surface dimers are removed by laser, in contrast to Pandey's

prediction.[128] As pointed out by Roberts and Needs[129], rebonding of two

atoms beneath a dimer vacancy is inhibited by increased lattice strain energy.

For a small fraction of dimers removed by laser irradiation, the strain may be

one of factors that prevent such rebonding. According to their interpretation,

our restored Si(100) surface by low energy electron irradiation also could be

similar metastable state, or athermal state not to be thermally annealed.

Furthermore, the traces of the athermal restoration were identi�ed at

steps and around C-type defects. It is known that on thermally annealed

Si(100) surface buckled dimer features are observed at the SA-steps and

around the C-type defects as in Fig.4.4. In addition, our restored Si(100)

surface has `no buckled dimer features' around C-type defects and at the
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(a) 1pulse (b) 37pulses

Figure 4.20: Surface dimers are removed by laser irradiation(Nd:YAG 532nm;

7ns). (a) Occupied-state image 16:1 � 19:2nm of a Si(100) surface that has

been irradiated by one pulse of laser with a 
uence of 150 mJ/cm2. (b)

Occupied state image of a Si(100) surface irradiated by multiple 37 pulses

(12:5� 27:0nm). The 
uence is the same as used for (a). (From Ref.[127].)

SA-type steps(Fig.4.21). In �g.4.22, `recomposing of dimer bonds' occured

in the dashed line circle, which is never seen on thermally annealed Si(100)

surface. These two traces also support the restored Si(100) surface would be

produced by very low energy electron irradiation, i.e., athermal process.

Hence, the low energy electron irradiation to the Si(100) surface investi-

gated in this thesis indicated that it is so useful for not only the relaxation

of the disorder-induced compressive surface stress during ion-bombardment

but also the restoration of the destroyed structure. And its structure had

di�erences of slightly pairing (1� 1) structure and no bucking features from

thermally annealed surface, derived from athermal process of electron irra-

diation.

4.5 A possibility of ordered oxidation

In general, it is believed that oxidation is disordering process, i.e. the period-

icity of the surface is vanishing during an initial oxidation. In subsection3.4.6,

we noticed a possibility from the results of the surface stress measurement

that the oxidation under anodic condition could make the structure ordered,

nevertheless proceeding the oxide formation. However, we have never been
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3nm

Figure 4.21: Upper terrace image of Fig.4.16. This image shows no buckled

dimer features.
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3nm

Figure 4.22: Other expanded image of 4.16. Recomposing of dimer bonds

occured in the dashed line circle.
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Unfaulted half

faulted half

Si(111)-7x7 unit

Figure 4.23: An example of the ordered oxidation. (a) The surface of Si(111)-

7�7 has two di�erent subunits; the faulted and unfaulted halves. (b) This

oxidized surface of Si(111) was observed after the exposure of ozone (O3)

gas at room temperature. It is found that the unfaulted sites are imaged

as depressions at the sample bias of +1.0V, but the other sites are mostly

unchanged (Ozone's triangles!!).

able to observe oxidized surface by plasma oxidation with STM, because even

the W-tip of STM was oxidized by a little oxygen gas (we used W (tungsten)

tip to observe the surfaces at higher temperature) and then the tunneling

current between the sample and the tip could not constantly 
ow. At an

early date, to prevent tip from being oxidized we will use Pt-tip.

On the other hands, although with other method, we could observed the

ordered oxidation with other radical species which is not plasma. The results

show later, and this demonstrates possibilities of the ordered oxidation.

Selective Oxidation of Unfaulted Halves of Si(111): (7�7) with

Ozone For nano-scale devices, an electronic isolation technique is desired

since the working current is very small and therefore leakage through the

substrate should be suppressed. Here, we demonstrate a nano-scale selective

reaction to realize this isolation technique. For this model case, we used an

ozone radical to selectively oxidize one subunit of Si(111)-7�7. This sur-
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face has two di�erent subunits; the faulted and unfaulted halves. Due to

whether or not a stacking fault exists, the electronic states of the two halves

di�er, especially around -0.35 and +1.4eV from Fermi level. This state is

the backbond state of the adatoms. Therefore, we could expect selective

oxidation with some radicals on either the faulted or the unfaulted half.

In conventional thermal oxidation, this possibility has already been denied,

while ozone remains a possibility. We introduced highly concentrated ozone

gas onto 7�7 reconstructed Si(111) surface in a UHV chamber in a split sec-

ond. At room temperature, by means of STM, it is found that the unfaulted

sites are imaged as depressions at the sample bias of +1.0�1.5 V, but the

other sites are mostly unchanged (Fig.4.23). This depression could be due

to back bond oxidation. The reactive site of the oxygen changed with tem-

perature, up to 873 K. As the substrate temperature increased, the chemical

reaction selectivity disappeared. This may to due to di�usion of backbond

oxygen atoms, which has a barrier height around 1eV. We intend to make

2.7 nm-size nano structure (unit size of 7�7) with atomic scale isolation of

backbond oxidation state. It is very useful because it does not involve pro-

cessing at high temperature, which could induce damage, or disappearance,

of nano structures.
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Chapter 5

Conclusion

We have presented evidence for relaxation of surface stress induced in Si by

electron irradiation. Upon irradiating electrons on the disordered Si surfaces,

the disorder-induced compressive stress becomes relaxed completely. The

stress relaxation is found to depend only on the number of the irradiated

electrons and is independent of the total energy deposition. This indicates

that complete relaxation is promoted not by thermal activation mechanism,

but by non-thermal mechanism induced by irradiated electrons

Our STM observation of the Si(100) surface under similar electron irra-

diation after ion-bombardment revealed that the surface where the surface

stress was relaxed restored to highly and atomically ordered surface from the

disordered surface. In demonstrating that surfaces can have the capacity of

self-healing, these results suggest new opportunities for atomic scale surface

engineering.

Furthermore, the STM observation after electron irradiation demonstrated

athermal recrystallization of the surface atoms. In general, the structure gen-

erated by thermal annealing has the 2� 1 symmetry due to Si dimers. The

�ne structure of the reordered surface after the electron irradiation is di�er-

ent from the typical thermal annealed surface, slightly closer to positions of

a `bulk terminated' 1�1 structure. It suggests that non-thermal genesis of a

new surface structure was achieved by very low energy electron irradiation.
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Appendix A

Scanning Tunneling Microscopy

Scanning tunneling microscopy (STM) provides three-dimensional real-space

images of surfaces at high spatial resolution. When the surface is 
at and

clean, even atoms can be imaged. Its extreme usefulness has led it to near

instantaneous acceptance as a characterization tool. This subsection covers

fundamental concepts of STM theory, operation, image interpretation.

A.1 Basic principles

A.1.1 Vacuum tunneling

In vacuum tunneling, the potential in the vacuum region acts as a barrier to

electrons between the two metal electrodes, in this case the surface and the

tip. This barrier is shown schematically in Fig.A.1. The transmission prob-

ability for a wave incident on a barrier in one dimension is easily calculated.

For STM we typically need consider only the limit of weak transmission,

corresponding to the most common range of barrier height and widths. This

limit gives a very simple behavior.

The solutions of Sch�odinger's equation inside a rectangular barrier in one

dimension have the form

	 = e��z. (A.1)

Thus the crucial parameter is �, where

�2 = 2m(VB � E)=�h2. (A.2)

Here E is the energy of the state, and VB is the potential in the barrier. In

general, as shown Fig.A.1, VB may not be constant across the gap; but for

the moment in our discussion, it will be adequate to replace the potential in

the barrier with average value, so that we need only consider a rectangular
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barrier. In the simplest case VB is simply the vacuum level; so far states at

the Fermi level, VB is just work function.

The transmission probability, or the tunneling current, thus decays expo-

nentially with barrier width d as

I / e�2�d. (A.3)

The generalization to a real three-dimensional surface is given below.

For a tunneling between two metals with a voltage di�erence V across the

gap, only the states within V above or below the Fermi level can contribute

to tunneling, with electrons in states within V below the Fermi level on the

negative side tunneling into empty states within V above the Fermi level on

the positive side. As shown in Fig.A.1, other states cannot be contribute

either because there are no electrons to tunnel at higher energy, or because

of the exclusion principle at lower energy. (Of course we should say \within

energy eV above or below the Fermi level," where e is the electron charge.

But throughout this paper, V will be written in such instances, to avoid

confusion with the abbreviation for \electron volts.")

Since most work functions are around 4�5eV, from Eq.(A.2) we �nd that

typically 2� � 2�A�1. Thus the tunneling current drops by nearly an order

of magnitude for every 1�A of vacuum between the electrodes. Such tunnel-

ing can therefore only be observed in practice for very small separations.

Achieving such small separations, and keeping the current even moderately

stale, requires very precise control of the positions of the electrodes, limiting

vibrations to much less than angstrom.

While such vacuum tunneling has long been understood in principle, the

�rst report[2] of the direction observation of vacuum tunneling did not come

until 1970s, and in 1982 Binnig et al. demonstrated well-controlled vacuum

tunneling in their �rst step towards STM. They used a piezoelectric driver to

accurately control the height of a metal tip above a surface, and these were

largely restricted to tunneling through a static barrier, consisting of a layer

of oxide sandwiched between metal electrodes[3].

A.1.2 Scanning tunneling microscopy

The basis idea behind STM is quite simple,[1] as illustrated in Fig.A.2. A

sharp metal tip is brought close enough to the sample surface that electrons

can tunnel quantum mechanically through the vacuum barrier separating tip

and sample. As discussed earlier, this tunneling current is extremely sensitive

to the gap, i.e., to the height of the tip above surface.

The position of the tip in three dimensions is accurately controlled by

piezoelectric drivers. The tip is scanned in the two lateral dimensions, while
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Figure A.1: Schematic of potential barrier between electrodes for vacuum

tunneling. (a) Two non-interacting metal electrodes, separated by vacuum.

The Fermi levels EF of the two materials di�er by an amount equal to the

work function di�erence. (EL

F
and ER

F
denote the Fermi levels of the left and

right electrode respectively, in the cases (a) and (c) where the two are not in

equilibrium.) (b) The two electrodes are allowed to come into two electrical

equilibrium, so that there is a unique common fermi level. The di�erence in

work functions is now manifested as an electric �eld in the vacuum region.

(c) A voltage is applied. There is a voltage drop V across the gap, i.e., the

Fermi levels di�er by eV . The �eld in the barrier includes contributions

from both the applied voltage and the work function. The arrows indicate

the range of energy over which tunneling can occur. At higher energies, there

are no empty states to tunnel into.
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a feedback circuit constantly adjusts the tip height, to keep the current con-

stant. A constant current yields roughly a constant tip height, so the shape

of the surface is reproduced by path of the tip, which can be inferred directly

from the voltage supplied to the piezoelectric drivers.

It is also possible to use a slower feedback for the tip height, so that

the height remains constant above the averaged surface, and small features

are re
ected in 
uctuations of the current, rather than in the tip height[4].

However, this \constant height" mode of imaging is only practical in special

cases where the surface is extremely 
at, and is not fundamentally di�erent

from the usual \constant current" mode, so it is not discussed separately

here.

Yet another mode of imaging is occasionally used with interesting results.[5]

By modulating the tip height slightly (at a frequently above the response

of the feedback), and measuring the resulting current modulation, one can

obtain the local value of d ln I=dz, and hence � (or equivalently what is

sometimes called the apparent barrier height or \e�ective work function,"

�h2�2=2m) across the whole surface. This yields a picture in which the lo-

cal variations of � presumably re
ect di�erences in chemical composition ot

such, rather than topography.

Of course, since the tip has a �nite radius, the surface topography is

determined only with a �nite resolution. One can make a simple estimate

of the resolution as follows.[1] At a given lateral position x, relative to the

center of the tip, the height of the corresponding point on the tip is d+x2=2R,

assuming a parabolic tip with radius of curvature R, and distance of closest

approach d. The corresponding current in one-dimensional model is I(x) /
exp (��x2=R). Thus the current has a Gaussian pro�le, with root-mean-

square width � 0:7(R=�)1=2. Since � is typically � 1�A�1, even a large tip

radius such as 1000�A gives a rather sharp (though not atomic) resolution of

50�A.

It is possible to make metal tips with a radius of curvature of a few

hundred �A, but not much less. However, because the tunneling current is

so sensitive to distance, if the tip is a bit rough, most of the current will

go to whatever atomic-scale asperity approaches closest to the surface. It

is generally believed that the best STM images result from tunneling to a

single atom, or at most a few atoms, on the tip.
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Figure A.2: Principle of operation of the scanning tunneling microscope

(schematic, not to scale). The piezodrives Px and Py scan the metal tip

over the surface. The control unit (CU) applies the necessary voltage VP to

the piezodrive Pz to maintain constant tunnel current JT at bias voltage VT .

The broken line indicates the z displacement in a y scan at (A) a surface

step, and (B) a spot C with lower work function.

A.2 Theory of STM imaging

A.2.1 Beyond Topography

So long as the features resolved are on the nanometer scale or larger, inter-

pretation of the STM image as a surface topograph (complicated by local

variations in barrier height) is generally adequate. But soon after the inven-

tion of STM,[1] Binnig et al. reported the �rst atomic-resolution images.[6]

On the atomic scale, it is not even clear what one would mean by a topograph.

The most reasonable de�nition would be that a topograph is a contour

of constant surface charge density. However, there is no reason why STM

should yield precisely a contour of constant charge density, since only the

electrons near the Fermi contribute to tunneling, whereas all electrons below

the Fermi levels contribute to the charge density. Thus on some level, the

interpretation of STM images as surface topographs must be inadequate.

The following sections describe a more precise interpretation of STM images,

applicable even in the case of atomic resolution.

One can calculate directly the transmission coeÆcient for an electron

incident on the vacuum barrier between a surface and tip.[7] (We discuss

such calculations later.) However, such a calculation is fairly complex for a

realistic model of the surface. Fortunately, for typical tip-sample separations
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(of order 9�A nucleus-to-nucleus[8]) the coupling between tip and sample is

weak, and the tunneling can be treated with �rst-order perturbation theory.

Since the problem is otherwise rather intractable except for simple models

of the surface,[7, 8, 9] we restrict ourselves to this weak-coupling limit in the

�rst part of our discussion.

A.2.2 Tunneling Hamiltonian approach

In �rst-order perturbation theory, the current is

I =
2�e

�h

X
�;�

ff(E�)[1� f(E�)]� f(E�)[1� f(E�)]gjM�� j2Æ(E� + V � E�),

(A.4)

where f(E) is the Fermi function, V is again the applied voltage, M�� is the

tunneling matrix element between states 	� and 	� of the respective elec-

trodes, and E� is the energy of 	�. For most purposes, the Fermi functions

can be replaced by their zero-temperature values, i.e., unit step functions, in

which case one of the two terms in braces becomes zero. In the limit of small

voltage, this expression further simpli�es to

I =
2�

�h
e2V

X
��

jM�� j2Æ(E� � EF )Æ(E� � EF ). (A.5)

These equations are quite simple. The only real diÆculty is in evaluat-

ing the tunneling matrix elements, Bardeen[10] showed that, under certain

assumptions, these can be expressed as

M�� =
�h2

2m

Z
dS � (	 �

�
r	� � 	�r	 �

�
), (A.6)

where the integral is over any surface lying entirely within the barrier region

and separating the two half-spaces. If we chose a plane for the surface of

integration, and neglect the variation of the potential in the region of in-

tegration, then the surface wave function at this plane can be conveniently

expanded in the generalized plane-wave form

	 =

Z
dqaqe

��qzeiq�x (A.7)

where z is height measured from a convenient origin at the surface, and

�2
q
= �2 + jqj2. (A.8)

A similar expansion applies for the other electrode, replacing aq with

bq, z with zt � z, and x with x � xt. Here xt and zt are the lateral and
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vertical components of the position of the tip. Then, substituting these wave

functions into Eq.(A.6), one obtains

M�� = �4�2�h2

m

Z
dqaqb

�

q
�qe

��qzte�iq�xt. (A.9)

Thus, given the wave functions of the surface and tip separately, i.e., aq
and bq, one has a reasonably simple expression for the matrix element and

tunneling current.

A.2.3 Modeling the tip

In order to calculate the tunneling current, and hence the STM image or

spectrum, it is �rst necessary to have explicitly the wave functions of the

surface and tip, for example in the form of Eq.(A.7) for use in Eq.(A.9). Un-

fortunately, the actual atomic structure of the tip is generally not known.[11]

Even if it were known, the very low symmetry makes accurate calculation of

the tip wave functions diÆcult.

One can therefore adopt a reasonable but somewhat arbitrary model for

the tip. To motivate the simplest possible model for the tip, consider what

would be the ideal STM.[12] First, one wants the maximum possible resolu-

tion, amd therefore the smallest possible tip. Second, one wants to measure

the properties of the bare surface, not of the more complex interacting sys-

tem of surface and tip. Therefore, the ideal STM tip would consist of a

mathematical point source of current, whose position we denote rt. In that

case, Eq.(A.5) for the current at small voltage reduces to[12]

I /
X
�

j	�(rt)j2Æ(E� � EF ) � �(rt; EF ). (A.10)

Thus the ideal STM would simply measure �(rt; EF ). This is a familiar

quantity, the local density of states at EF (LDOS), i.e., the charge density

from states at the Fermi level. Note that the LDOS is evaluated for the bare

surface, i.e., in the absence of the tip, but at the position which the tip will

occupy. Thus within this model, STM has quite a simple interpretation as

measuring a property of the bare surface, without reference to the complex

tip-sample system.

It is important to see how far this interpretation can be applied for more

realistic models of the tip. Reference [12] showed that Eq.(A.10) remains

valid, regardless of tip size, so long as the tunneling matrix elements can be

adequately approximated by those for an s-wave tip wave function. The tip

position rt must then be interpreted as the e�ective center of curvature of
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the tip, i.e., the origin of the s-wave which best approximates the tip wave

functions.

One can also to some extent go beyond the s-wave tip approximation,

while still getting useful analytical results. A discussion of the contribution

of wave function components of higher angular momentum was given by

Terso� and Hamann,[12] who showed that these made little di�erence for

the observable Fourier components of Typical STM images. This issue was

raised again by Chung et al.,[13] and by Chen,[14] who extended the analysis

of Ref.[12].

Chen noted that in more recent images of close-packed metals,[15, 16]

the relevant Fourier components are high enough that higher angular mo-

mentum components of the tip wave function could indeed a�ect the image

substantially. However, it is important to recognize that such deviations from

the behavior expected for an s-wave tip would be large only on this special

class of surfaces. If a tip were to have a purely dz wave function, then then

corrugation of Al(111), for example, would be drastically increased; but the

e�ect on surfaces observable with typical STM resolution would be relatively

modest. Whether such tips exist is in any case an open question.

Sacks et al.[17] have also introduced a model that includes all components

of the wave functions of both tip and surface. The essential approximation

there was to treat both electrodes as rather 
at, so that any deviations from

planarity could be treated in perturbation theory.

Most recently, it was shown[18] that for a free-electron-like tip, the s-

wave tip model should accurately describe STM images except in the case

of tunneling to band-edge states, e.g., to semiconducting surfaces at low

voltage; and that even then, none but the lowest Fourier component of the

image should di�er much from the s-wave result. This of course neglects the

obvious e�ects of tip geometry, e.g., double tips.[19]

To model the tip more realistically, one must turn to numerical calcula-

tions of wave functions for a speci�c tip. Several studies in this vein, which

support the simple LDOS interpretation of Eq.(A.10), are described in a later

section.[20, 21, 22, 23]

A.3 Metal surfaces: STM as surface topog-

raphy

A.3.1 Calculation of the LDOS

In order to interpret STM images quantitatively, just as with other experi-

mental techniques, it is often necessary to calculate the image for a proposed
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structure or set of structures, and compare it with the actual image. Such

calculations for STM are still rather rare. We will discuss some examples and

general features of such calculations, as well as the qualitative interpretation

of STM images without detailed calculations.

For simple metals, there is typically no strong variation of the local density

of states or wave functions with energy near the Fermi level. For purposes

of STM, the same is presumably true for noble and even transition metals,

since the d shell apparently does not contribute signi�cantly to the tunneling

current.[22] It is therefore convenient in the case of metals to ignore the

voltage dependence, and consider the limit of small voltage of Eq.(A.10)

(E�ects of �nite voltage are discussed in subsubsection A.4.)

This is particularly convenient, since we then require only the calculation

of the LDOS �(rt; EF ), a property of the bare surface. Nevertheless, even

this calculation is quite demanding numerically. One case however of the

STM image being calculated for a real metal surface, and compared with

experiment, is that of Au(110) 2�1 and 3�1, treated in Ref.[12]. The LDOS

calculated for these Au surfaces id shown in Fig.A.3.

A.3.2 Atom-superposition modeling

The real strength of STM is that, unlike di�raction, it is a local probe, and

so can be readily applied to large, complex unit cells, or even to disordered

surfaces or to isolated features such as defects. However, while the accurate

calculation of �(rt; EF ) is diÆcult even for Au(110) 3�1, it is out of the
question for surfaces with very large unit cells, and a fortiori for disordered

surfaces or defects. It is therefore highly desirable to have a method, however

approximate, for calculating STM images in these important but intractable

cases.

Such a method has been suggested and treated in Ref.[12]. It consists of

approximating the LDOS (A.10) by a superposition of spherical atomic-like

densities,

�(rt; EF ) /
X
R

e�2�jr�Rj=(E0�jr �Rj). (A.11)

Here each term is an atomic-like density centered on the atom site. The choice

of an s-wave Hankel function allows convenient analytical manipulations, and

provides an accurate description even at large distance.[12] E0 is an energy

which relates the charge to the density of states, and is typically of order

0.5-1.0eV.[12]

This approach is expected to work very well for simple and noble metals,

ans was tested in detailed for Au(110).[12] The success of the method relies
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on the fact that the model density, by construction, has the same analytical

properties as the true density for a constant potential. Thus if the model is

accurate near the surface, it will automatically describe accurately the decay

with distance.

As one example of where this approach can be useful, the image expected

for Au(110) 3�1 was calculated for two plausible models of the structure,

di�ering only in the presence or absence of a missing row in the second

layer.[12] The similarity of the model images at distances of interest suggested

that the structure in the second layer could not be reliably inferred from

experimental images. Quantifying the limits of valid interpretation in this

way is an essential part of the analysis of STM data.

While this method is intended primarily for metals, Tromp et al.[24]

applied it to Si(111) 7�7 with remarkable success. They simulated the

images expected for a number of di�erent proposed models of this sur-

face, and compared them with an experimental image. This comparison

is shown in Fig.A.4. The so-called \ Dimer-Adatom-Stacking Fault" model

of Takayanagi[25] gives an image which agrees almost perfectly with exper-

iment, and a simple adatom model[6] is also rather close. Other models,

although intended to be consistent with the STM measurements, lead to im-

ages with little similarlity to experiment. Thus the usefulness of such image

simulations must not be underestimated, although few such applications have

been made to date.

A.4 Semiconducting surfaces: role of surface

electronic structure

A.4.1 Voltage dependence of images

At very small voltages, the s-wave approximation for the tip led to the very

simple result in Eq.(A.10). At larger voltages, one might hope that this could

be easily generalized to give a simple expression such as

I �
Z

EF+V

EF

�(rt; EF )dE. (A.12)

This is not strictly correct for two reasons. First, the matrix elements and

the tip density of states are somewhat energy dependent, and any such de-

pendence is neglected in Eq.(A.12). Second, the �nite voltage changes the

potential, and hence the wave functions, outside the surface. Nevertheless,

Eq.(A.12) is a reasonable approximation for many purposes,[23] so long as
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Figure A.3: Calculated �(rt; EF ) for Au(110) 2�1 (left) and 3�1 (right) sur-
faces. This �gure shows (1�10) plane through outermost atoms. Positions of

nuclei are indicated by circles (in plane) and squares (out of plane). Con-

tours of constant � are labeled in units of a.u.�3eV�1. Note break in vertical

distance scale. Assuming a 9�A tip radius in the s-wave tip model, the center

of curvature of the tip is calculated to follow the dashed line. (From Ref.

[12])
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Figure A.4: Comparison between experimental STM images of Si(111) 7�7
(dotted line), and the images calculated with the atom-superposition model

(Eq. A.11), for six di�erent proposed structures of this surface. Left panel

shows line scan along long diagonal of 7�7 cell, right panel along short diago-
nal. Curve A is for the adatom model proposed by Binnig et al.,[6] Curve F is

for the model of Takayanagi et al.,[25] other curves are discussed in Ref.[24].

(From Ref.[24])
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the voltage is much smaller than the work function. We shall therefore use

Eq.(A.12)in discussing STM images of semiconductors at modest voltages.

Unlike metals, semiconductors show a very strong variation of �(rt; EF +

V ) with voltage. In particular, this quantity changes discontinuously at the

band edges. With negative sample voltage, current tunnels out of the valence

band, while for positive voltage, current tunnels into the conduction band.

The corresponding images, re
ecting the spatial distribution of valence and

conduction-band wave functions respectively, may be qualitatively di�erent.

A particularly simple and illustrative example, which has been studied

in great detail, is GaAs(110). There, it was propose[12] that since the va-

lence states are preferentially localized on the As atoms, and the conduction

states on the Ga atoms, STM images of GaAs(110) at negative and positive

sample bias should reveal the As and Ga atoms respectively. Such atom-

selective imaging was con�rmed[12] by direct calculation of Eq.(A.12), and

was subsequently observed experimentally.[26]

In a single image of GaAs(110), whether at positive or negative voltage,

one simply sees a single \bump" per unit cell, as shown in Fig.A.5. In fact,

the images at opposite voltage look quite similar. It is therefore crucial to

obtain both images simultaneously, so that the dependence of the absolute

position of the \bump" on voltage can be determined. While neither image

alone is very informative, by overlaying the two images the zig-zag rows of the

(110) surface can be clearly seen[26]. Thus in this case, as with many non-

metallic surfaces, voltage-dependent imaging is essential for the meaningful

interpretation of STM images on an atomic scale.

Even in this simple case, however, the interpretation of the voltage-

dependent images as revealing As or Ga atoms directly is a bit simplistic.

Fig.A.6 shows a line-scan from a measured GaAs image, as well as theoretical

\images" (i.e., contours of constant LDOS) for two cases: the ideal surface

formed by rigid truncation of the bulk; and the real surface, where the As

atom buckles upward, and the Ga downward. In each case, two curves are

shown, corresponding to positive and negative bias.

For the ideal surface, at both biases the maxima in Fig.A.6a are almost

directly over the respective atoms, supporting the simple interpretation of the

image. For the buckled surface, though, the apparent positions of the atoms

in the images deviate signi�cantly from the actual positions. The separation

between the Ga and As atoms in the (001) direction after buckling is less

than 1.3�A, while the separation in this direction of the maxima in the image

(Fig.A.6b) is 2.0�A. Thus, the distance between maxima in the image di�ers

from that between atoms by over 50%. Qualitatively, one might say that the

maxima correspond to the positions of the respective dangling bonds; but

such an interpretation is diÆcult to quantify.
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Figure A.5: Grey-scale STM images of GaAs(110) acquired at sample volt-

ages of (a) +1.9 and (b) -1.9V. (c) Top view of GaAs surface structure. The

As and Ga atoms are shown as open and �lled circles respectively. The rect-

angle indicates a unit cell, whose position is the same in all three �gures.

(From Ref.[26])

Figure A.6: Contour of constant LDOS in (1�10) cross-section, for occupied

(dashed line) and unoccupied (solid line) states. Absolute vertical positions

are arbitrary. � is the lateral distance between peak positions for occupied

and unoccupied states. (a) Theoretical results for ideal (unbuckled) surface.

(b) Theoretical results for surface with 27Æ buckling. Side view of atomic

structure is also shown, with open and �lled circles indicating As and Ga.

(c) Experimental results. (From Ref.[26])
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This deviation of the bumps from the atom positions could be viewed as

an undesirable complication, since it makes the image even less like a topo-

graph. Alternatively, it is possible to take advantage of this deviation. The

apparent positions of the atoms turn out to be rather sensitive to the degree

of buckling associated with the (110) surface reconstruction. As a result,

it is possible to infer the surface buckling quantitatively from the apparent

atom positions. Thus the images are actually quite rich in information; but

the quantitative interpretation requires a more detailed analysis than is often

feasible. Even for a qualitative analysis, we cannot suÆciently emphasize the

importance of voltage-dependent imaging, to help separate electronic from

topographic features.

In tunneling to semiconductors, there are additional e�ects not present in

metals. There may be a large voltage drop associated with band-bending in

the semiconductor, in addition to the voltage drop across the gap. This means

that the tunneling voltage may be substantially less than the applied volt-

age, complicating the interpretation. More interestingly, local band-bending

associated with defects or adsobates on the surface can lead to striking non-

topographic e�ects in the image, and localized states in the band gap lead

to fascinating voltage-dependent images. These e�ects are of great interest

for anyone involved in STM of semiconductor surface.
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Appendix B

Basic plasma equations and

equilibrium

The plasma medium is complicated in that the charged particles are both

a�ected by external electric and magnetic �elds and contribute to them.

The resulting selfconsistent system is nonlinear and very diÆcult to analyze.

Furthermore, the interparticle collisions, although also electromagnetic in

character, occur on space and time scales that are usually much shorter than

those of the applied �elds or the �elds due to the average motion of the

particles.

To make progress with such a complicated system, various simplifying

approximations are needed. The interparticle collisions are considered inde-

pendently of the larger scale �elds to determine an equilibrium distribution

of the charged-particle velocities. The velocity distribution is averaged over

velocities to obtain the macroscopic motion. The macroscopic motion takes

place in external applied �elds and in the macroscopic �elds generated by the

average particle motion. These self-consistent �elds are nonlinear, but may

be linearized in some situations, particularly when dealing with waves in plas-

mas. The e�ect of spatial variation of the distribution function leads to pres-

sure forces in the macroscopic equations. The collisions manifest themselves

in particle generation and loss processes, as an averaged friction force be-

tween di�erent particles species, and in energy exchanges among species. In

this section we consider the basic equations that govern the plasma medium,

concentrating attention on the macroscopic system. The complete derivation

of these equations, from fundamental principles, is beyond the scope of the

text. We shall make the equations plausible and, in the easier instances,

supply some derivations in appendices.

In next subsection B.1 we introduce the macroscopic �eld equations and

the current and voltage. In subsection B.2 we introduce the fundamental
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equation of plasma physics, for the evolution of the particle distribution

function, in a form most applicable for weakly ionized plasmas. We then de-

�ne the macroscopic quantities and indicate how the macroscopic equations

are obtained by taking moments of the fundamental equation. Although the

macroscopic equations depend on the equilibrium distribution, their form is

independent of the equilibrium. To solve the equations for particular prob-

lems the equilibrium must be known. In subsectionB.3 we introduce the

equilibrium distribution and obtain some consequences arising from it and

from the �eld equations. The form of the equilibrium distribution will be

shown to be a consequence of the interparticle collisions, in appendices.

B.1 Field equations, current

Maxwell's equations

The usual macroscopic form of Maxwell's equations are

r�E = ��0

@H

@t
(B.1)

r�H = �0
@E

@t
+ J (B.2)

�0r �E = � (B.3)

and

�0r �H = 0 (B.4)

where E(r; t) and H(r; t) are the electric and magnetic �eld vectors and

where �0 = 4� � 10�7H/m and �0 � 8:854 � 10�12F/m are permeability

and permittivity of free space. The source of the �elds, the charge density

�(r; t) and the current density J(r; t), are related by the charge continuity

equation:
@�

@t
+r � J = 0. (B.5)

In general,

J = J cond + Jpol + Jmag (B.6)

where the conduction current density J cond is due to the motion of the free

charges, the polarization current density Jpol is due to the motion of bound

charges in a dielectric material, and the magnetization current density Jmag

is due to the magnetic moments in a magnetic material. In a plasma in

vacuum, Jpol and Jmag are zero and J = J cond.
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If Eq.(B.3) is integrated over a volume V , enclosed by a surface S, then

we obtain its integral form, Gauss's law:

�

I
S

E � dA = q (B.7)

where q is the total charge inside the volume. Similarly, integrating Eq.(B.5),

we obtain
dq

dt
+

I
S

J � dA = 0 (B.8)

which states that the rate of increase of charge inside V is supplied by the

total current 
owing across S into V , i.e., that charge is conserved.

In Eq.(B.2), the �rst term on the RHS is the displacements current density


owing in the vacuum, and the second term is the conduction current density

due to the free charges. We can introduce the total current density

JT = �0
@E

@t
+ J (B.9)

and taking the divergence of Eq.(B.2), we see that

r � JT = 0. (B.10)

In one dimension, this reduces to dJTx=dx = 0, such that JTx = JTx(t), inde-

pendent of x. Hence, for example, the total current 
owing across a spatially

nonuniform one-dimensional discharge is independent of x, as illustrated in

Fig.B.1. A generalization of Kirchho�'s current law, which states that the

sum of the currents entering a node, where many current-carrying conductors

meet, is zero. This is also shown in Fig.B.1, where Irf = IT + I1.

If the time variation of the magnetic �eld is negligible, as is often the case

in plasmas, them from Maxwell's equations r�E � 0. Since the curl of a

gradient is zero, this implies that the electric �eld can be derived from the

gradient of a scalar potential,

E = �r�. (B.11)

Integrating Eq.(B.11) around any closed loop C gives

I
C

E � dl = �
I
C

r� � dl =
I
C

d� = 0. (B.12)

Hence, we obtain Kirchho�'s voltage law, which states that the sum of the

voltages around any loop is zero. This is illustrated in Fig.B.1, for which we

obtain

Vrf = V1 + V2 + V3 (B.13)
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Figure B.1: Kirchho�'s circuit laws: The total current JT 
owing across a

nonuniform one-dimensional discharge is independent of x; the sum of the

currents entering a node is zero (Irf = IT + I1); the sum of voltages around

a loop is zero (Vrf = V1 + V2 + V3).

i.e., the source voltage Vrf is equal to the sum of the voltages V1 and V3
across the two sheaths and the voltage V2 across bulk plasma. Note that

currents and voltages can have positive or negative values; the directions for

which their values are designated as positive must be speci�ed, as shown in

the �gure.

If Eq.(B.11) is substituted in Eq.(B.3), we obtain

r2� = � �

�0
. (B.14)

Eq.(B.14), Poisson's equation, is one of the fundamental equations that

we shall use. As an example of its application, consider the potential in

the center (x = 0) of two grounded (� = 0) plates separated by a distance

l = 10cm and containing a uniform ion density ni = 1010cm�3, without the

presence of neutralizing electrons. Integrating Poisson's equation

d2�

dx2
= �eni

�0
(B.15)

using the boundary conditions that � = 0 at x = �l=2 and that d�=dx = 0
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at x = 0 (by symmetry), we obtain

� =
1

2

eni

�0

2
4
 
l

2

!2

� x2

3
5 (B.16)

The maximum potential in the center is 2:3� 105V, which is impossibly

large for real discharge. Hence, the ions must be mostly neutralized by

electrons, leading to a quasineutral plasma.

Electric and magnetic �elds exert forces on charged particles given by the

Lorentz force law:

F = q(E + v �B) (B.17)

where v is the particle velocity and B = �0H is the magnetic induction

vector. The charged particles move under the action of the Lorentz force.

The moving charges in turn contribute to both � and J in the plasma. If �

and J are linearly related to E and B, then the �eld equations are linear.

As we shall see, this is not generally the case for a plasma. Nevertheless,

linealization may be possible in some cases for which the plasma may be

considered to have an e�ective dielectric constant; that is, the \free charges"

play the same role as \bound charges" in a dielectric.

B.2 The conservation equations

B.2.1 Boltzmann's equation

For a given species, we introduce a distribution function f(r; v; t) in the six-

dimensional phase space (r; v) of particle positions and velocities, with the

interpretation that

f(r; v; t)d3rd3v = number of particles inside a six-dimensional phase space

volume d3rd3v at (r; v) at time t. (B.18)

The six coordinates (r; v) are considered to be independent variables. We

illustrate the de�nition of f and its phase space in one dimension in Fig.B.2.

As particles drift in phase space or move under the action of macroscopic

forces, they 
ow into or out of the �xed volume dxdvx. Hence the distribution

function f should obey a continuity equation which can be derived as follows.

In a time dt,

f(x; vx; t)dxax(x:vx; t)dt particles 
ow into dxdvx across face 1

f(x; vx + dvx; t)dxax(x:vx + dvx; t)dt particles 
ow out dxdvx across face 2

f(x; vx; t)dvxvxdt particles 
ow into dxdvx across face 3

f(x + dx; vx; t)dvxvxdt particles 
ow out dxdvx across face 4
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Figure B.2: One dimensional vx � x phase space, illustrating the derivation

of the Boltzmann equation and the change in f due to collisions.

where ax � dvx=dt and vx � dx=dt are the 
ow velocities in the vx and x

directions, respectively. Hence

f(x; vx; t + dt)dxdvx � f(x; vx; t)dxdvx

= [f(x; vx; t)ax(x; vx; t)� f(x; vx + dvx; t)ax(x; vx + dvx; t)] dxdt

+ [f(x; vx; t)vx � f(x+ dx; vx; t)vx] dvxdt. (B.19)

Dividing by dxdvxdt, we obtain

@f

@t
= � @

@x
(fvx)�

@

@vx
(fax). (B.20)

Noting that vx is independent of x and assuming that acceleration ax = Fx=m

of the particles does not depend on vx, them Eq.B.20 can be rewritten:

@f

@t
+ vx

@f

@x
+ ax

@f

@vx
= 0. (B.21)

The three dimensional generallization,

@f

@t
+ v � rrf + a � rvf = 0 (B.22)

with rr = (x̂@=@x+ ŷ@=@y+ ẑ@=@z) and rv = (x̂@=@vx+ ŷ@=@vy+ ẑ@=@vz)

is called the collisional Boltzmann equation or Vlasov equation.

In addition to 
ows into or out of the volume across the faces, parti-

cles can \suddenly" appear in or disappear from the volume due to very
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short times scale interparticle collisions, which are assumed to occur on a

time scale shorter than the evolution time of f in Eq.B.22. Such collisions

can practically instantaneously change the velocity (but not the position)

of a particle. Examples of particles suddenly appearing or disappearing are

shown in Fig.B.2. We account for this e�ect, which changes f , by adding a

\collision term" to the right-hand side of Eq.B.22, thus obtaining the Boltz-

mann equation:
@f

@t
+ v � rrf +

F

m
� rvf =

@f

@t

�����
c

. (B.23)

The preceding heuristic derivation of the Boltzmann equation can be made

rigorous from various points of view.

B.2.2 Macroscopic quantities

The complexity of the dynamical equations is greatly reduced by averaging

over the velocity coordinates of the distribution function to obtain equations

depending on the spatial coordinates and the time only. The averaged quan-

tities, such as species density, mean velocity, and energy density are called

macroscopic conservation equations. To obtain these averaged quantities we

take velocity moments of the distribution function, and the equations are

obtained from the moments of the Boltzmann equation.

The average quantities that we are concerned with are the particle density,

n(r; t) =

Z
fd3v, (B.24)

the particle 
ux

�(r; t) = nu =

Z
vfd3v (B.25)

where u(r; t) is the mean velocity, and the particle kinetic energy per unit

volume

w =
3

2
p+

1

2
mu2n =

1

2
m

Z
v2fd3v (B.26)

where p(r; t) is the isotropic pressure, which we de�ne below. In this form, w

is sum of the internal energy density 3
2
p and the 
ow energy density 1

2
mu2n.

B.2.3 Particle conservation

The lowest moment of the Boltzmann equation is obtained by integrating all

terms of Eq.B.23 over velocity space. The integration yields the macroscopic

continuity equation:
@n

@t
+r � (nu) = G� L. (B.27)
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The collision term in Eq.B.23, which yields the right-hand side of Eq.B.27, is

equal to zero when integrated over velocities, except for collisions that create

or destroy particles, designated as G and L, respectively (e.g., ionization, re-

combination). In fact, Eq.B.27 is transparent since it physically describes the

conservation of particles. If Eq.B.27 is integrated over a volume V bounded

by a closed surface S, then Eq.B.27 states that the net number of particles

per second generated within V either 
ows across the surface S or increases

the number of particles within V . For common low-pressure discharges in

the steady state, G is usually due to ionization by electron-neutral collisions:

G = �izne (B.28)

where �iz is the ionization frequency. The volume loss rate L, usually due to

recombination, is often negligible. Hence,

r � (nu) = �izne (B.29)

in a typical discharge. However, note that the continuity equation is clearly

not suÆcient to give the evolution of the density n, since it involves another

quantity, the mean particle velocity u.

B.2.4 Momentum conservation

To obtain an equation for u, a �rst moment is formed by multiplying the

Boltzmann equation by v and integrating over velocity. The details are

complicated and involve evaluation of tensor elements. The calculation can

be found in most plasma theory texts. The results is

mn

"
@u

@t
+ (u � r)u

#
= qn(E + u�B)�r � �+ f j

c
. (B.30)

The left-hand side is the species mass density times the convective derivative

of the mean velocity, representing the mass density times the acceleration.

The convective derivative has two terms: �rst term @u=@t represents an

acceleration due to an explicitly time-varying u; the second term \inertial"

term (u �r)u represents an acceleration even for a steady 
uid 
ow (@=@t �
0) having a spatially varying u. For example, if u = x̂ux(x) increases along

x, then the 
uid is accelerating along x. The second term is nonlinear in u

and can often be neglected in discharge analysis.

The mass times acceleration is acted upon, on the right-hand side, by

the body forces, with the �rst term being the electric and magnetic force
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densities. The second term is the force density due to the divergence of the

pressure tensor, which arises due to the integration over velocities

�ij = mnh(vi � u)(vj � u)iv (B.31)

where the subscript i; j give the component directions and h(vi�u)(vj�u)iv
denotes the velocity average of the bracketed quantity over f . We assume f

is normalized so that hfiv = 1. For weakly ionized plasmas it is almost never

used in this form, but rather an isotropic version is employed:

� =

0
B@

p 0 0

0 p 0

0 0 p

1
CA (B.32)

such that

r � � = rp (B.33)

a pressure gradient, with

p =
1

3
mnh(v � u)2iv (B.34)

being the scalar pressure. Physically, the pressure gradient force density

arises as illustrated in Fig.B.3, which shows a small volume acted upon by a

pressure that is an increasing function of x. The net force on this volume is

p(x)dA� p(x+ dx)dA and volume is dAdx. Hence the force per unit volume

is �@p=@x.
The third term on the right in Eq.B.30 represents the time rate of mo-

mentum transfer per unit volume due to collisions with other species. For

electrons or positive ions the most important transfer is often due to colli-

sions with neutrals. The transfer is usually approximated by a Krook collision

operator

f j
c
= �

X
�

mn�m�(u� u�)�mu(G� L) (B.35)

where the summation is over all other species, with u� the mean velocity

of species � and �m�, the momentum transfer frequency for collisions with

species �. The last term in Eq.B.35 is generally small and gives the momen-

tum transfer due to the creation or destruction of particles. For example, if

ions are created at rest, then they exert a drag force on the moving ion 
uid

because they act to lower the average 
uid velocity.

A common form of the average force (momentum conservation) equation

is obtained from Eq.B.30 for slow time variation, neglecting the inertial (u �
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Figure B.3: The force density due to the pressure gradient.

ru) and magnetic forces, and taking u� = 0 in Krook collision term for

collisions with one neutral species. The result is

0 = qnE �rp�mn�mu (B.36)

where only the electric �eld, pressure gradient, and frictional forces appear.

However, for fast time variation, we will also consider the acceleration term

mn@u=@t on the left-hand side of Eq.B.30.

Eq. B.27 and B.30 together still do not form a closed set, since the pres-

sure tensor � (or scalar pressure p) is not determined. The usual procedure

to close the equations is to use a thermodynamic equation of state t relate p

to n. The isothermal relation for an equilibrium Maxwellian distribution is

p = nkT (B.37)

so that

rp = kTrn (B.38)

where T is the temperature in kelvins and k is Boltzmann's constant (k =

1:381� 10�23J/K). This holds for slow time variations, where temperatures

are allowed to equilibrate. In this case, the 
uid can exchange energy with

its surroundings, and we also require an energy conservation equation (see

below) to determine p and T . For a room temperature (297K) neutral gas

having density ng and pressure p, EqB.37 yields

ng[cm
�3] � 3:250� 1016p[torr]. (B.39)
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Alternatively the adiabatic equation of state is

p = Cn
 (B.40)

such that
rp
p

= 

rn
n

(B.41)

where 
 is the ratio of speci�c heat at constant pressure to that at constant

volume. The speci�c heats are de�ned; 
 = 5=3 for a perfect gas; for one

dimensional adiabatic motion, 
 = 3. The adiabatic relation holds for fast

time variations, such as in waves, when the 
uid does not exchange energy

with its surroundings to discharge analysis, we use the isothermal equation

of state.

B.2.5 Energy conservation

The energy conservation equation is obtained by multiplying the Boltzmann

equation by 1
2
mv2 and integrating over velocity. The integration and some

other manipulation yield

@

@t

�
3

2
p

�
+r � 3

2
(pu) + pr � u+r � q = @

@t

�
3

2
p

�
j
c
. (B.42)

Here 3
2
p is the energy density [J/m3], 3

2
(pu) is the macroscopic energy 
ux

[W/m2], representing the 
ow of the internal energy density at the 
uid

velocity u; pr � u [W/m3] gives the heating or cooling of the 
uid due to

compression or expansion of its volume, q is the heat 
ow vector [W/m2],

which gives the microscopic energy 
ux, and the collision term includes all

collisional processes that charge the energy density. These include ionization,

excitation, elastic scattering, and frictional (ohmic) heating. The equation

is usually closed by setting r � q = 0 or by letting q = ��TrT , where �T is

the thermal conductivity. For most steady-state discharges the macroscopic

energy 
ux is balanced against the collisional processes, giving the simpler

equation

r �
�
3

2
pu

�
=

@

@t

�
3

2
p

�
j
c
. (B.43)

Eq.B.43, together with the continuity equation Eq.B.29, will often prove

suÆcient for our analysis.

B.2.6 Summary

Summarizing our results for the macroscopic equations describing the elec-

tron and ion 
uids, we have in their most usually used forms the continuity
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equation

r � (nu) = �izne (B.44)

the force equation, with the acceleration term on the left-hand side,

mn
du

dt
= qnE �rp�mn�mu (B.45)

the isothermal equation of state

p = nkT (B.46)

and the energy-conservation equation

r �
�
3

2
pu

�
=

@

@t

�
3

2
p

�
j
c
. (B.47)

These equations hold for each charged species, with the total charges and

currents summed in Maxwell's equations. For example, with electrons and

one positive ion species with charge Ze, we have

� = e(Zni � ne) (B.48)

J = e(Zniui � neue). (B.49)

These equations are still very diÆcult to solve without simpli�cations. They

consist of 18 unknown quantities ni; ne; pi; pe; Ti; Te;ui;ue;E;and B, with

the vectors each counting for three. Various simpli�cations used to make

the solutions to the equations tractable will be employed as the individual

problemes allow.

B.3 Equilibrium properties

Electrons are generally in near-thermal equilibrium at temperature Te in

discharges, whereas positive ions are almost never in thermal equilibrium.

Neutral gas molecules may or may not be in thermal equilibrium, depending

on the generation and loss processes. For a single species in thermal equi-

librium with itself (e.g., electrons), in the absence of time variation, spatial

gradients, and accelerations , the Boltzmann equation Eq.B.23 reduces to

@f

@t
j
c
= 0 (B.50)

where the subscript c here represents the collisions of a particle species with

itself. We show that the solution of Eq.B.50 has Gaussian speed distribution

of the form

f(v) = Ce��
2mv2 . (B.51)
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The two constants C and � can be obtained by using the thermodynamic

relation

w =
1

2
mnhv2iv =

3

2
nkT (B.52)

i.e., that average energy of a particle is 1
2
kT per translational degree of free-

dom, and by using a suitable normalization of the distribution. Normalizing

f(v) to n, we obtain

C

Z 2�

0
d�

Z
�

0
sin �d�

Z
1

0
exp (��2mv2)v2dv = n (B.53)

and using Eq.B.52, we obtain

1

2
mC

Z 2�

0
d�

Z
�

0
sin �d�

Z
1

0
exp (��2mv2)v4dv =

3

2
nkT (B.54)

where we have written the integrals over velocity space in spherical coordi-

nates. The angle integrals yield the factor 4�. The v integrals are evaluated

using the relation

Z
1

0
e�u

2

u2idu =
(2i� 1)!!

2i+1

p
� (B.55)

where i is an integer � 1. (B.56)

Solving for C and � we have

f(v) = n

�
m

2�kT

�3=2

exp

 
�mv2

2kT

!
(B.57)

which is the Maxwellian distribution.

Similarly, other averages can be performed. The average speed �v is given

by

�v = (m=2�kT )3=2
Z

1

0
v

"
exp

 
� v2

2v2
th

!#
4�v2dv (B.58)

where vth = (kT=m)1=2 is the thermal velocity. We obtain

�v =

 
8kT

�m

!1=2

. (B.59)

The directed 
ux �z in (say) the +z direction is given by nhvziv, where the
average is taken over vz > 0 only. Writing vz = v cos � we have in spherical

coordinates

�z = n

�
m

2�kT

�3=2 Z 2�

0
d�

Z
�=2

0
sin �d�

Z
1

0
v cos � exp

 
� v2

2v2
th

!
v2dv. (B.60)
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Evaluating the integrals, we �nd

�z =
1

4
n�v. (B.61)

�z is the number of particles per square meter per second crossing the z = 0

surface in the positive direction. Similarly, the average energy 
ux Sz =

nh1
2
mv2vziv in the +z direction can be found: Sz = 2kT�z. We see that the

average kinetic energy W per particle crossing z = 0 in the direction is

W = 2kT . (B.62)

It is sometimes convenient to de�ne the distribution in terms of other

variables. For example. we can de�ne a distribution of energies W = 1
2
mv2

by

4�g(W )dW = 4�f(v)v2dv. (B.63)

Evaluating dv=dW , we see that g and f are related by

g(W ) =
v(W )f [v(W )]

m
(B.64)

where v(W ) = (2W=m)1=2.

B.3.1 Boltzmann's relation

A very important relation can be obtained for the density of electrons in

thermal equilibrium at varying positions in plasma under the action of a

spatially varying potential. In the absence of electron drifts (ue � 0), the in-

ertial, magnetic, and frictional forces are zero, and the electron force balance

is from Eq.B.36,

eneE +rpe = 0. (B.65)

Setting E = �r� and assuming pe = nekTe, Eq.B.65 becomes

�ener� + kTerne = 0 (B.66)

or, rearranging,

r(e�� kTe lnne) = 0. (B.67)

Integrating, we have

e�� kTe lnne = const (B.68)

or

ne(r) = n0e
e�(r)=kTe (B.69)
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which is Boltzmann's relation for electrons. We see that electrons are \at-

tracted" to regions of positive potential. We shall generally write Boltz-

mann's relation in more convenient units

ne = n0e
�=Te (B.70)

where Te is now expressed in volts, as is �.

For positive ions in thermal equilibrium at temperature Ti, a similar anal-

ysis shows that

ni = n0e
��=Ti . (B.71)

Hence positive ions in thermal equilibrium are \repelled" from regions of

positive potential. However, positive ions are almost never in thermal equi-

librium in low-pressure discharges because the ion drift velocity ui is large,

leading to inertial or frictional forces in Eq.B.36 that are comparable to the

electric �eld or pressure gradient forces.

B.3.2 Quasineutrality

The characteristic length scale in a plasma is the electron Debye length �De.

As we will show, the Debye length is the distance scale over which signif-

icant charge densities can spontaneously exist. For example, low-voltage

(undriven) sheaths are typically a few Debye lengths wide. To determine

the Debye length, let us introduce a sheet of negative charge having surface

charge density �S < 0C/m2 into an in�nitely extended plasma having equi-

librium densities ne = ni = n0. For simplicity we assume immobile ions, such

that ni = n0 after the sheet is introduced. However, the negative sheet \re-

pels" nearby electrons, leading to a reduced electron density near the sheet.

To determine the potential and density variation, we use Poisson's equation,

which in one dimension can be written

d2�

dx2
= � e

�0
(ni � ne). (B.72)

Setting ne = n0 exp (�=Te), from the Boltzmann relation Eq.B.70, and taking

ni = n0, Poisson's equation becomes

d2�

dx2
=

en0

�0
(e�=Te � 1). (B.73)

Expanding exp (�=Te) in a Taylor series for � � Te, Eq.B.73 becomes, to

lowest order in �=Te,
d2�

dx2
=

en0

�0

�

Te
. (B.74)
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The symmetric solution of Eq.B.74 that vanishes at x = �1 is

� = �0e
�jxj=�De (B.75)

where

�De =

�
�0Te

en0

�1=2

. (B.76)

In practical units, we �nd

�De[cm] � 743
q
Te=ne (B.77)

with Te in volts and ne in cm�3. We �nd for Te = 4V and ne = 1010cm�3

that �De = 0:14mm. It is on space scale larger than a Debye length that the

plasma will tend to remain neutral.

The potential variation across a plasma of length l � �De can be esti-

mated from Poisson's equation Eq.B.14:

r2� � �

l2
�
���� e�0 (Zni � ne)

���� . (B.78)

We generally expect that

�
<� Te =

e

�0
ne�

2
De

(B.79)

where the equality on the right follows from the de�nition of �De. Combining

Eq.B.78 and we have
jZni � nej

ne

<� �2
De

l2
. (B.80)

For �2
De
=l2 � 1, EqB.80 implies that

jZni � nej � ne (B.81)

such that we can set

Zni = ne (B.82)

except when used in Poisson's equation. Relation Eq.B.81 is the basic state-

ment of quasineutrality of a plasma, and is often called the plasma approx-

imation. The plasma approximation is violated within a plasma sheath, in

proximity to a material wall, either because the sheath thickness s � �De, or

because �� Te.
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Appendix C

Discharge and diagnostics of

cold plasmas

C.1 Introduction to plasmas

Low-pressure plasma, cold plasma, nonequilibrium plasma, and glow dis-

charge plasma are some of the synonymously used terms to designate the

same types of process. The technologies using these plasma assisted pro-

cesses are generally referred to as plasma processing and include such diverse

approaches as plasma assisted chemical vapor deposition (PACVD), plasma

enhanced chemical vapor deposition (PECVD), ionitriding, and plasma etch-

ing. Plasma assisted process is a critical technology used in the production

of advanced microelectronics and in the production of present and future

generations of large-scale integrated circuits. It would not be possible to

manufacture very-large-scale integrated circuits (VLSI) computer chips with-

out deposition of thin �lms by plasma assisted vapor deposition or without

plasma assisted etching, which enables etching of submicronsize features with

vertical walls in silicon, metals, and dielectrics. Plasma processing also made

possible the development of special materials with unique properties such as

amorphous silicon or diamondlike carbon.

Plasma chemistry takes place under nonequilibrium conditions, and the

reactions can occur while the gas or parts exposed to it remain at relatively

low temperatures. The advantages of plasma processing are being exploited

in various areas besides microelectronics. For example, the plasma assisted

chemical vapor deposition technique called ionitriding allows replacement

and upgrade of a conventional technology for surface hardening of metals,

done by thermal nitriding, and thus achieves much more eÆcient surface

hardening. The ionitriding technique enables control and adjustment of the

157



properties of the hardened surface layers, not manageable while using the

conventional method nitriding.

At the base of the mentioned technologies is the cold plasma, a phe-

nomenon similar to that occuring in 
uorescent bulbs or neon lights, that

is, an electrical discharge in a gas at low pressure. The phenomena occuring

in cold plasma are very complex and not yet fully understood. However, it

is possible with the present knowledge of plasma physics and chemistry to

adjust and control the composition of the gas mixtures and the parameters of

the discharge to achieve required results in terms of processing and materials

properties. The plasma assisted techniques allow increased production rates,

precise production, and devising of materials with unique properties which

evolve from the chemistry of cold plasmas.

The present paper aims to provide a broad introduction to the physics

and chemistry of cold plasmas, to present simple diagonostic techniques used

for studies, of plasma, for monitoring and optimization of plasma operations,

and to discuss the applications of cold plasmas.

C.2 De�nition of plasma

Taking into consideration the energy of the particles consisting it, plasma

is energetically the fourth state of the matter, apart from the solid, liquid,

and gas states. Fig.C.1 presents schematically the ranges of temperature, or

particle energy, in which each of the four forms of matter occur in nature.

For the plasma state, the temperature range re
ects only the energy of the

heavy particles (not of electrons) for reasons to be explained later.

Langmuir and collaborators were the �rst to study phenomena in plasma

in the early 1920's while working on the development of vacuum tubes for

large currents, and it was Langmuir who in 1929 used the term \plasma" for

the �rst time to described ionized gases.[6]

In a more rigorous way, a plasma can be de�ned as a quasi-neutral gas of

charged and neutral particles characterized by a collective behavior.

Let us �rst de�ne the collective property of the plasma. The behavior

of a neutral gas is described by the kinetic theory of gases. According to

this theory, in an ordinary neutral gas no forces act between the molecules

of the gas (gravitational forces are considered negligible), and the particles

travel in straight lines, with a distribution of velocities. The motion of the

molecules is controlled by the collision among themselves and with the walls

of the container. As a result of these collisions, the molecules of a neutral

gas follow a random Brownian motion, as illustrated in Fig.C.2(a).

Assuming the particles of the neutral gas to be rigid spheres of radius r
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Figure C.1: State of matter versus temperature.

(a)

(b)

Figure C.2: Particle path in a neutral gas and under collective behavior in

a plasma: (a) Brownian motion of a neutral gas molecule; (b) motion of a

charged particle in a plasma.
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and their density n, the kinetic theory of the gases de�nes the cross section

for collision, �, and mean free path, �, as

� = �r2 (C.1)

� =
1

�n
. (C.2)

The average number of collision per second, called the collision frequency, �,

and the it mean time between collisions, � , are given by

� =
�v

�
(C.3)

� =
1

�
=

�

�v
(C.4)

where �v is the average velocity of the molecules in the gas which is determined

by its temperature, T :

�v =

 
kT

M

!1=2

. (C.5)

M is the mass of the molecule, and k is the Boltzmann constant. If the

temperature of the gas is constant, the collisional mean free path is inversely

proportional to the pressure in the system:

� =
ct

p
(C.6)

where ct = a constant depending on the gas, p = pressure in the gas.

In a plasma, contrary to the preceding description, the motion of the par-

ticles can cause local concentrations of positive and negative electric charges.

These charge concentrations create long-ranged Coulombic �elds that a�ect

the motion of charged particles far away from the charge concentrations.

Thus elements of the plasma a�ect each other, even at large scale separa-

tions, giving the plasma its characteristic collective behavior. A charged

particle in a plasma moves along a path which on average follows the electric

�eld. Such a path is illustrated in Fig.C.2(b). In some conditions, at low

pressure, the e�ect of the long-range electromagnetic forces on the motion of

the particles can be much stronger than the e�ect of the collisions between

the particles. In such cases the plasma is called a collisionless plasma.

Local concentrations of charges in a plasma are con�ned to volumes of

small dimensions of size �De, where �De is a characteristic dimension of the

plasma, called the Debye length. This term will be explained in detail in

subsection C.3. For a plasma to be stable, it is necessary that the dimensions
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of the system be much larger than the Debye length. Outside of these small

volumes, of orders of tens of micrometers, the charge density of ions, is equal

to the density of electrons, making the plasma electrically neutral. As a

result, the plasma is considered a quasi-neutral gas.

A plasma is usually obtained when suÆcient energy, higher than the ion-

ization energy, is added to atoms of a gas, causing ionization and production

of ions and electrons. Parallel and concomitant to the ionization occurs

the opposite process of recombination of electrons with ions to form neutral

atoms or molecules. Although plasmas are commonly produced by electrical

discharges in gases, a plasma can also be obtained when suÆcient energy is

provided to a liquid or a solid to cause its vaporization and ionization. Such

plasma can be obtained when high-density energy is supplied to a solid or a

liquid by a laser. In a gas, a plasma is usually excited and sustained by pro-

viding to the gas electromagnetic energy in di�erent forms: direct current,

radio frequency, microwaves, and so on. Plasmas are often referred to as gas

discharges because the most common way to produce plasma is by passing

an electrical discharge through the gas.

C.3 Plasma parameters

A plasma, especially one sustained in a mixture of molecular gases, contains

a multitude of di�erent neutral and charged particles. A group of identical

particles in a plasma is commonly referred to as a species.

The plasma is broadly characterized by the following basic parameters:

� The density of the neutral particles, ns.

� The densities of the electrons and ions, ne and ni. In the quasi-neutral

state of plasma the densities of the electrons and of the ions are usually

equal, ni = ne = n and n is called the plasma density.

� The energy distributions of the neutral particles, fn(W ); ions, fi(W );

and electrons, fn(W ).

The plasma density is an important parameter in plasma processing be-

cause the eÆciency of the processes occuring in the plasma and their reaction

rates are generally dependent directly on the density of the charged particles.

The electrons are main factor responsible for the transfer of the energy from

the external �eld to the discharge gas. Being electrically charged, both elec-

trons and ions interact with the applied external electric �eld and accelerated

by absorbing energy from it. Because the electrons are the lightest particles

in the plasma, they are easiest accelerated and absorb the largest amount of
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energy from the external �eld. The electrons then transfer through collisions

energy to the molecules of the gas and cause their ionization and dissocia-

tion. The e�ectiveness of these processes increases with increasing electron

density. Ions also play a signi�cant role in the chemical reactions taking place

in the plasma. Many of the reactions occuring in a plasma are controlled,

or a�ected, by ion chemistry. It is therefore important to achieve high ion

densities to increase the rates of reactions involving the ions.

As in any gaseous system, particles in the plasma are in continuous mo-

tion, inducing collisions between them. The collisions which take place be-

tween the particles in the plasma are two types, elastic or inelastic. Colli-

sions between electrons and heavy targets (i.e., neutral or charged particles)

that do not result in an excitation of the target are called elastic collisions,

whereas those collisions that leave the target in an excited state are called

inelastic collisions.

The energy transfer WTr in an elastic collision between an electron and a

heavy target is determined by mass ratio of the particles

WTr =
4meM

(me +M)2
� 4me

M
W (C.7)

where M = mass of the heavy particle, W = energy of the electron, me =

mass of electron. For an elastic collision of an electron with an argon atom,

the fraction of transferred energy is therefore very small, about

WTr

W
� 1

18400
. (C.8)

On the other hand, a signi�cant amount of energy is transferred in a collision

between two electrons.

The electrons gain energy through acceleration by the electric �eld, which

sustains the plasma and transfers that energy by inelastic collisions with the

neutral gas molecules. The inelastic collisions between energetic electrons and

the heavy species of the plasma result in excitation, ionization, or dissociation

of the target if it is multiatomic. Energy transfer in an inelastic collision is

not controlled by the mass ratio of the colliding particles. In an inelastic

collision between two particles, the fraction of transferred energy is given by

WTr

W
=

4minM

(min +M)2
(C.9)

where min is the mass of particle losing energy.

According to Eq.C.9, in an inelastic collision between an electron and a

heavy particle (min = me � M), the electron can transfer almost all its

162



energy to the heavy particle, creating an energetic plasma species. The in-

elastic collisions therefore sustain the plasma by producing the particles that

form it and giving the plasma its special features. Inelastic collisions involve

energy transfer in amounts that vary from less than 0.1eV (for rotational

excitation of molecules) to more than 10eV (for ionization).

Electron-electron collisions can also play a signi�cant role in the energy

transfer processes in the plasma. Their importance depends on the degree

of ionization prevalent in the plasma. For degrees of ionization below 10�10,

the contribution of the electron-electron collisions to the energy transfer is

negligible. However, in electron cyclotron resonance (ECR) plasmas, where

the degree of ionization can be above 10�3, electron-electron oscillations

dominate.[7]

The relative contribution of each type of collision to the processes taking

place in the plasma depends on additional plasma parameters, which will be

discussed next and which derive from the previously described parameters.

C.3.1 The degree of ionization

The parameter that de�nes the density of the charged particles in the plasma

is the degree of ionization of the gas. It speci�es the fraction of the particles

in the gaseous phase which ionized. The degree of ionization, �, is de�ned

as

� =
ni

n
. (C.10)

For plasmas sustained in low-pressure discharges, the degree of ionization

is typically 10�6 to 10�3. However, if the electrical discharge is assisted

and con�ned by an additional magnetic �eld, the degree of ionization can

reach values of 10�2 or higher, as for example, in an ECR plasma. Table

C.1 presents the range of values of the degree of ionization encountered in

di�erent low-pressure plasmas used for processing of solids.

Plasma type Pressure(torr) Ion density(cm�3) Degree of ionization

Deposition/etching < 10 < 1010 10�6

Reactive ion etching 10�2-10�1 1010 10�6-10�4

Magnetron sputtering 10�3 1011 10�4-10�2

Electron cyclotron resonance 10�4-10�2 1012 < 10�1

Table C.1: Ranges of parameters for various low-pressure plasmas

The degree of ionization in a plasma is a function of the elements con-

tained in the plasma. For example, in plasmas used in magnetron sputtering,
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the degree of ionization of the sputtered metal is higher than that of the pro-

cess gas employed for the sputtering.

The value of the critical ionization is de�ned by[8]

�c � 1:73� 1012�eaT
2
e

(C.11)

where �ea = electron-atom collision cross section at the average electron ve-

locity, expressed in cm2, Te = electron temperature of the plasma, expressed

in eV. The electron temperature will be de�ned later.

If the degree of ionization is much bigger than the critical ionization value,

the charged particles behave as in a fully ionized gas.

C.3.2 Plasma temperature

Out of the physical parameters de�ning the state of a neutral gas in thermo-

dynamic equilibrium is its temperature, which represents the mean transla-

tional energy of the molecules in the system. A plasma contains a mixture of

particles with di�erent electric charges and masses. At a �rst approximation,

the plasma may be considered, thermally, as consisting of two systems: the

�rst containing only electrons and the second containing the heavy species,

that is, neutral atoms or molecules, ions, and neutral molecular fragments.

The electrons gain energy from the electric �eld, which energizes the

plasma, and lose part of it by transfer to the second system through elastic

or inelastic collisions. The system of heavy particles loses energy to the

surroundings, either by radiation or by heat transfer to the walls of the vessel

containing the plasma. The electrons and the heavy species in the plasma

can be considered approximately as two subsystems, each in its own thermal

quasi-equilibrium.

The ions and electrons in the plasma can therefore be characterized by

their speci�c di�erent average temperatures: the ion temperature, Ti, and the

electron temperature, Te. Actually in some cases additional temperatures may

characterize the particles in plasma. For example, in the presence of magnetic

�eld, even a single plasma species, for example, the ions, is characterized

by two di�erent temperatures, one representing the translation of the ions

parallel to the magnetic �eld, Tk, and one representing the translational

perpendicular to the magnetic �eld, T?. This is caused by the fact that the

forces acting perpendicular to it.

The situation is even more complicated, as the heavy species in the plasma

can be characterized by several temperatures at the same time, even in the

absence of a magnetic �eld: the temperature of the gas, Tg, which character-

izes the translatory energy of the gas; the excitation temperature, Tex, which
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characterizes the energy of the excited particles in the plasma; the ioniza-

tion temperature, Tion; the dissociation temperature, Td, which characterizes

the energy of ionization and dissociation; and the radiation temperature, Tr,

which characterizes the radiation energy. Thermodynamic equilibrium will

exist in the plasma only if the following equation is satis�ed:

Tg = Tex = Tion = Td = Tr = Te. (C.12)

Complete thermodynamic equilibrium cannot be achieved in the entire

plasma because the radiation temperature, Tr, at the envelope of the plasma

cannot equal the temperature in the plasma bulk. However, under certain

laboratory conditions, it is possible to achieve local thermodynamic equilib-

rium in plasma in volumes of order of the mean free path length. If this hap-

pens, the plasma is called a local thermodynamic equilibrium (LTE) plasma.

In low pressure plasmas, produced by direct current glow discharge or radio

frequency excitation, the LTE conditions are generally not achieved. These

plasmas are therefore called non-LTE plasmas.

In non-LTE plasmas the temperatures of the heavy particles are normally

too small to promote chemical reactions in thermodynamic equilibrium. The

electron temperature is therefore the most important temperature in non-

LTE plasmas, among all those di�erent temperatures mentioned previously.

The fraction of electrons that will cause the di�erent reactions in the plasma,

the overall eÆciency of the plasma processes, and the processing rates in-

crease with increasing electron temperature. The electron temperature is

discussed in further detail in the next paragraph.

Electron temperature The velocity distribution function f(v) for a sys-

tem of particles is de�ned as the density of particles in the velocity space

that satis�es the equation

n = 4�

Z
1

0
f(v)v2dv (C.13)

where v = velocity, f(v) = velocity distribution function (density in velocity

space), n = the density of the particles in the geometrical space.

If it is assumed that the velocity distribution of the electrons in the plasma

is isotropic, that the e�ects of inelastic collisions act only as a perturbation to

the isotropy, and that the e�ects of the electric �elds are negligible, then the

velocity distribution is Maxwellian. The Maxwellian distribution assumes

that the temperature of the electrons equals the temperature of the gas,

Te = Tg.
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If the distribution of the electron velocities can be considered Maxwellian,

then it can be described by

f(v) = ne

�
me

2�kTe

�3=2

exp

 
�mev

2

2kTe

!
(C.14)

The electron energy distribution function f(W ) is related to the velocity

distribution function f(v) through the relation

f(W ) =
4�

me

vf(v). (C.15)

Therefore, the Maxwellian energy distribution function for the electrons is

given by

f(W ) = 2:07W�3=2
av

W 1=2 exp

�
�1:5W

Wav

�
(C.16)

where Wav is the average energy of electrons. It can be shown that average

energy of the electrons is related to their temperature by

Wav =
3

2
kTe. (C.17)

Due to the simplifying assumptions, the Maxwellian distribution provides

only a �rst approximation of the electron energy (or velocity) distribution in

plasma.

The assumptions made for the Maxwellian distribution can be replaced

in low-pressure plasmas by the following assumptions:

1. The electric �eld strength in the plasma is suÆciently low such that

one can neglect the inelastic collisions, but large enough for the electron

temperature to be much higher than the ion temperature, Te � Ti.

2. The electric �eld is of suÆciently low frequency, that is, it is of a

frequency ! much lower than the frequency of collisions �.

3. The collision frequency is independent of the electron energy.

Under these assumptions the distribution of electrons in the plasma is given

by a Druyvesteyn distribution.[9]

At low pressures, the electron temperature is much greater than the tem-

perature of the gas, Te � Tg. When the pressure in the plasma increases, the

energy transfer from electron to neutrals increases, causing an increase in the

temperature of the gas and decrease fo the electron temperature. The elec-

tron and gas temperature converge to similar values at a pressure between
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10 torr and 100 torr and plasma becomes arclike. In arcs at atmospheric

pressure the two temperature are equal, Te = Tg. When the two tempera-

tures are about the same, the distribution of the species in the plasma can

be described by equilibrium relations, while in the case when Te � Tg, the

distribution of active species is best represented by the electron temperature,

Te.

Although the temperatures of the electrons in the types of plasmas to

be discussed in the following subsections are several times 104 ÆK (several

electron volts), it does not imply that these plasmas are hot. Typical electron

densities in these plasmas are about 1010cm�3, as compared to the density of

particles in a gas at atmospheric pressure which is about � 2:7� 1019cm�3.

Due to the very low density and the very low heat capacity of the electrons,

the amount of heat transferred by the electrons to the gas (heavy neutral

and ionized particles) and to the walls of the container is very small. Thus,

the term \cold plasma" derives its meaning from the small amount of heat

transferred to the gas or solid surfaces in contact with it.

C.3.3 Debye length

Another important parameter of a plasma is its Debye length. If an electric

�eld is created in the plasma, the charged particles will react to reduce the

e�ect of the �eld. The lighter, more mobile, electrons will respond fastest to

reduce the electric �eld. If a plasma had an excess of positive or negative

particles, this excess would create an electric �eld and the electrons will move

to cancel the charge.

The response of charged particles to reduce the e�ect of local electric

�elds is called Debye shielding and the shielding gives the plasma its quasi-

neutrality characteristic. Let assume that an electric potential is applied be-

tween two surfaces immersed in a plasma. The concentration of charged par-

ticles near the two surfaces will shield the charged surfaces from the plasma

bulk, which will remain neutral. The applied electrical potential will there-

fore develop mostly near the surfaces, over a distance �De, called the Debye

length and de�ned by

�De =

 
�0kTe

nee2

!1=2

(C.18)

where �0 = the permittivity of the free space, e = the charge of the electron.

To clarify the meaning of the Debye length, let's assume that a positive

electric charge, q, is inserted in a plasma that is initially quasi-neutral. The
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charge will create an electric potential, which in free space would be

V0 =
q

4��0d
(C.19)

where d is the distance from the charge. In the plasma, potential is a�ected

by the plasma electrons and ions and its value can be obtained by solving

Poisson's equation,

r2V = � �

�0
(C.20)

where � is the total charge density in the plasma and is given by:

� = e(ni � ne) + qÆ(d) (C.21)

where Æ(d) is the Dirac Æ function, indicating that q is a point charge.

The potential V changes the electron density, and assuming that the

electrons are in thermodynamic equilibrium at temperature T , the density

can be calculated as:

ne = n exp

�
eV

kT

�
. (C.22)

As it can be assumed that eV � kT , the Poisson's equation can be rewritten

using Eq.(C.21) as

r2V =
V

�De

+ qÆ(d) (C.23)

with �De de�ned by Eq.(C.18). The solution of Eq.(C.23) is

V (d) =
q

4��0d
exp

 
� d

�De

!
= V0 exp

 
� d

�De

!
. (C.24)

Eq.(C.24) shows that the plasma changes the potential of free space, V0,

causing its attenuation with a decay length equal to the Debye length, �De.

This attenuation of the potential produced by a local charge in the plasma

is the Debye shielding e�ect.

For estimation purposes and taking into account that T [ÆK] = 11; 600T [eV],

it is convenient to calculate the Debye length from

�De[cm] = 6:93

"
Te[

ÆK]

ne[cm
�3]

#1=2
= 743

"
Te[eV]

ne[cm
�3]

#1=2
. (C.25)

An example of typical value found in a cold plasma is

Te = 1eV; ne = 1010cm�3; and �De = 74�m (C.26)
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As indicated in by Eq.(C.18), the Debye length decreases with increasing

electron density. An ionized gas is considered a plasma only if the density

of the charged particles is large enough such that �De � L, where L is the

dimension of the system. If this condition is satis�ed, local concentrations

of electric charges which may occur in the plasma are shielded out by the

Debye shielding e�ect over distances smaller than the Debye length. Outside

these volumes of charge concentrations the plasma bulk is quasi-neutral. The

Debye length, �De, is therefore the characteristic dimension of the regions in

which breakdown of neutrality (formation of local concentrations of charges)

can occur in a plasma.

Another plasma parameter related to the Debye length is the number

of particles, ND, in a Debye sphere, that is, in a sphere of radius equal to

�De. The solution of Poisson's equation given by Eq.(C.24) can be obtained

only by assuming that the shielding e�ect is produced by a large number of

electrons, or in other words, the shielding e�ect can occur only if the Debye

sphere contains a large number of electrons. Due to the exponential decay of

the potential, it can be assumed that the shielding is caused by the electrons

in the Debye sphere, whose number is given by

ND =
4�

3
ne�

3
De

=
1:38� 103T 3=2

e
[ÆK]

n
1=2
e

=
1:718� 109T 3=2

e
[eV]

n
1=2
e

. (C.27)

ND has to be therefore much larger than unity to ful�ll the collective char-

acteristic of the plasma. For electron temperatures Te > 1eV and densities

ne < 1012 about 104 to 107 electrons in a Debye sphere.

C.3.4 Plasma frequency

Although the plasma bulk is quasi-neutral, local perturbations from neutral-

ity can occur in volumes smaller than the Debye sphere. Due to their low

mass, the electrons will respond faster than the ions to the electric forces gen-

erated by the perturbation from neutrality. The response to the perturbation

will be through oscillations. The frequency of these electron oscillations is

called the plasma, or Langmuir frequency, !p, and is given by the relation

!p =

 
nee

2

me�0

!1=2

= 18; 000�n1=2
e
Hz (C.28)

for ne expressed in cm�3. For a typical plasma density of 1010cm�3, the

plasma frequency is 9� 108Hz, a frequency much higher than the 13.56 MHz

generally used to sustain a radio frequency (RF) discharge.
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It can be deduced from Eq.(C.18) and Eq.(C.28) that the plasma fre-

quency, !p, is related to the Debye length by the relation

�De!p =

 
kTe

me

!1=2

� �ve. (C.29)

Here, �ve is the average thermal velocity of the electrons in the plasma.

Eq.(C.29) shows that the electrons can move over a distance of one Debye

length during a period of the plasma oscillation. This indicates that if a

perturbation of frequency ! < !p is occuring in the plasma, the electrons

can respond suÆciently fast to maintain the neutrality of the plasma. The

oscillation frequency of the ions being much smaller due to their larger mass,

only the electrons are able to maintain their own thermal equilibrium in

the plasma. Plasma perturbations of frequencies higher than !p will not be

shielded out through the response of the electrons.

C.4 Conditions for plasma existence

In subsection C.3.3 it was concluded that to sustain a plasma in a gas, two

conditions have to be met:

�De � L (C.30)

ND � 1. (C.31)

However, an additional third condition has to be ful�lled by a gas to

become plasma. This condition is related to the frequency of collisions in the

plasma. If the charged particles collide too frequently with neutral atoms,

their motion is controlled by ordinary hydrodynamic forces rather than by

electromagnetic forces. Under these circumstances the collective behavior

condition is not satis�ed, and the gas is not behaving as a plasma. If � is

the mean time between collisions of charged particles with neutral atoms,

the product !� has to be bigger than 1 for the gas to behave like a plasma

rather than a neutral gas.

The three conditions that have to be satis�ed by a plasma are therefore

given by Eq.(C.30), Eq.(C.31), and Eq.(C.32),

!� > 1. (C.32)
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C.5 Plasma DC sheath calculations

C.5.1 Basic concept and equations

At the edge of a bounded plasma a potential exists to contain the more mobile

charged species. This allows the 
ow of positive and negative carriers to the

wall to be balanced. In the usual situation of an electropositive plasma,

consisting of equal numbers of positive ions and electrons, the electrons are

far more mobile than the ions. The plasma will therefore charge positively

with respect to a grounded wall. The nonneutral potential region between

the plasma and the wall is called a \sheath".

In a weakly ionized plasma the energy to sustain the plasma is generally

heating of the electrons by the source, while the ions are at near equilibrium

with the background gas. The electron temperature is then typically of few

volts, while the ions are cold. In this situation we may think of monoener-

getic ions being accelerated through the sheath potential, while the electron

decreases according to a Boltzmann factor, as described in Subsection B.3.

The electron density would then decay on the order of a Debye length �De, to

shield the electrons from the wall. However, we cannot linearize the Poisson

equation, as we did in deriving �De in Subsection B.1, if we wish to obtain

the exact 
ux balance. Furthermore, we will show that a transition layer or

presheath must exist between the neutral plasma and the nonneutral sheath

in order to maintain the continuity of ion 
ux, giving rise to an ion velocity

at the plasma-sheath edge known as the Bohm velocity uB. The need for this

sheath presheath will arise naturally in our derivation in next subsubsection

C.5.2.

If a potential is placed between bounding electrodes, then, while the over-

all 
ux balance is maintained, each electrode may separately draw current.

The most straightforward analysis is of a boundary with a large negative

potential with respect to the plasma. The simplest example is a uniform ion

charge density, or matrix sheath. This occurs in the cathode sheath of a dc

discharge, for example. A matrix sheath is also created transiently with a

pulsed negative electrode voltage in which the electrons are expelled from a

plasma region, leaving a uniform ion density behind. This occurs naturally

in plasma immersion ion implantation. We consider the matrix sheath in

subsubsectionC.5.3.

For a high voltage-sheath, the current to the electrode is almost all ion

current. Provided the ion motion in the sheath is collisionless, then the

steady self-consistent ion density is not uniform, but rather is described by

the Child-Langmuir law of space-charge-limited current in a planer diode. We

also discuss this situation in subsubsectionC.5.3.
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The idealized conditions described in subsubsection C.5.2 and C.5.3 are

not always met. The temperature of the ions cannot always be ignored with

respect to the electron temperature. This situation arises, for example, in

highly ionized plasmas. In this case more complicated kinetic treatments are

required. In a similar vein, the electron distribution may not be Maxwellian.

This may arise due to particular heating or loss mechanisms, which ocurr, for

example, in low-pressure capacitive rf plasmas. In this situation the decrease

in electron density in the sheath is not given by a Boltzmann factor but

must be obtained kinetically. If the neutral gas is electronegative, such that

electron attachment is signi�cant, then the negative charges divide between

electrons and negative ions. If the fraction of negative ions present becomes

large, the mobility of the negative charge can be greatly reduced, changing

the conditions at the sheath edge. We consider these various topics, which, in

fact, have some unity of analysis. Electronegative plasmas are of considerable

importance in processing applications.

Other situations that di�er from the basic theory arise due to collisional

e�ects in the sheath region. In this case the ion 
ow is impeded by col-

lisional processes with neutrals, and the transport is mobility rather than

inertia limited. We discuss two simple limiting collisional cases in this sub-

section. A full treatment, including both inertial and collisional e�ects, is

very complicated, requiring numerical solution of the kinetic equations.

This section deals with sheaths that are constant in time. Two other

interesting cases are sheaths formed in oscillating rf potentials and sheaths

formed transiently by pulsed potentials. In both situations approximate so-

lutions can be obtained if there is a separation of time scales such that elec-

trons respond rapidly to the time variation while ions respond slowly. This

separation is characterized by the inequalities

fpe �
1

�
� fpi (C.33)

where � is the time scale of �eld variation (� = 2�=! for an oscillatory

variation) and fpe and fpi are the electron and ion plasma frequencies, re-

spectively. An oscillatory potential applied to an electrode is characteristic

of a capacitively excited rf discharge. But we will not consider this sheath,

since an e�ect of the oscillatory potential is negligible in this paper.

The collisionless sheath We use the assumptions (1) Maxwellian elec-

trons at temperature Te, (2) cold ions (Ti = 0), and (3) ne(0) = ni(0) at

the plasma-sheath interface (interface between essentially neutral and non-

neutral regions) at x = 0. As shown in Fig.C.3, we de�ne the zero of the
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potential � at x = 0 and take the ions to have a velocity us there. Ion energy

conservation (no collisions) then gives

1

2
Mu2(x) + e�(x) =

1

2
Mu2

s
(x). (C.34)

The continuity of ion 
ux (no ionization in the sheath) is

ni(x)u(x) = nisus (C.35)

where nis is the ion density at the sheath edge. Solving for u from Eq.(C.34)

and substituting in Eq.(C.35) we have

ni = nis

 
1� 2e�

Mu2
s

!�1=2

. (C.36)

The electron density is given by the Boltzmann relation

ne(x) = nese
�(x)=Te . (C.37)

Setting nes = nis � ns at the sheath edge and substituting ni and ne into

Poisson's equation
d2�

dx2
=

e

�0
(ne � ni). (C.38)

We obtain
d2�

dx2
=

ens

�0

"
exp

�
�

Te

�
�
�
1� �

Es

��1=2
#

(C.39)

where eEs =
1
2
Mu2

s
is the initial ion energy. Eq.(C.39) is the basic nonlin-

ear equation governing the sheath potential and ion and electron densities.

However, as we shall seen in the next subsection, it has stable solutions only

for suÆciently large us, created in an essentially neutral presheath region.

C.5.2 The Bohm sheath criterion

A �rst integral of Eq.(C.39) can be obtained by multiplying Eq.(C.39) by

d�=dx and integrating over x:

Z �

0

d�

dx

d

dx

 
d�

dx

!
dx =

ens

�0

Z �

0

d�

dx

"
exp

�
�

Te

�
�
�
1� �

Es

��1=2
#
dx. (C.40)

Canceling the dx's and integrating with respect to �, we obtain

1

2

 
d�

dx

!2

=
ens

�0

"
Te exp

�
�

Te

�
� Te + 2Es

�
1� �

Es

�1=2

� 2Es

#
(C.41)
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Figure C.3: Qualitative behavior of sheath and presheath in contact with a

wall.
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where we have set � = 0 and d�=dx = 0 at x = 0 corresponding to a �eld free

plasma. Eq.(C.41) can be integrated numerically to obtain �(x). However, it

is apparent that the RHS of Eq.(C.41) should be positive for a solution exist.

Physically this means that the electron density must always be less than the

ion density in the sheath region. Since we expect this to be a problem only

for small �, we expand the RHS of Eq.(C.41) to second order in a Taylor

series to obtain the inequality

1

2

�2

Te
� 1

4

�2

Es

� 0. (C.42)

We see that Eq.(C.42) is satis�ed for Es � Te=2 or, substituting for Es,

us � uB =

�
eTe

M

�1=2

. (C.43)

This result is known as the Bohm sheath criterion. To give the ions this

directed velocity us, there must be a �nite electric �eld in the plasma over

some region, typically much wider that the sheath, called the presheath (see

Fig.C.3). Hence the presheath region is not strictly �eld free, although E

is very small there. Since the �eld at the edge between the sheath and the

presheath is not precisely de�ned, only approximate solutions are obtained

by mutching sheath to presheath solutions. Nevertheless, if we can make

Eq.(C.43) sharper, by using the equality on the right, this relation is suÆcient

to obtain quantitative solutions for the plasma equilibrium. The procedure

for doing this is to examine the solution in the presheath region of the plasma

in the quasineutral approximation ni = ne, to see how the presheath solution

joins with that of the sheath region. We sketch the calculation.

Presheath requirements Setting

ni = ne (C.44)

within the presheath and taking the of the logarithm of Eq.(C.44) we have

1

ni

dni

dx
=

1

ne

dne

dx
. (C.45)

Substituting on the left for the ion current, through the relation ni = Ji=eui,

this becomes
1

Ji

dJi

dx
� 1

ui

dui

dx
=

1

ne

dne

dx
. (C.46)
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Figure C.4: �=Te versus position within the presheath, showing (a) the geo-

metric presheath, (b) a planer collisional presheath, and (c) a planer ioniza-

tion presheath. The sheath-presheath edge is at right. (Ref. from [5].)

Assuming the Boltzmann form of ne and rearranging, Eq.(C.46) becomes

1

ui

dui

dx
+

1

Te

d�

dx
=

1

Ji

dJi

dx
. (C.47)

In the presheath we expect the 
ow to be subsonic, with ui < uB, and

applying this condition to Eq.(C.47) we have

1

uB

dui

dx
+

1

Te

d�

dx
<

1

Ji

dJi

dx
. (C.48)

This satis�ed for either

1

uB

dui

dx
+

1

Te

d�

dx
< 0;

1

Ji

dJi

dx
= 0 (C.49)

or
1

uB

dui

dx
+

1

Te

d�

dx
> 0;

1

Ji

dJi

dx
>

1

uB

dui

dx
+

1

Te

d�

dx
. (C.50)

Since the ion energy conservation Eq.(C.49) imply ion friction in the presheath,

whereas taking the equality on the right implies current conservation. Re-

lation Eq.(C.50) imply ionization or geometric contraction, the presheath

equations can be solved analytically. This has been done, for example, for

(a) a geometric presheath with current contraction onto a spherical probe,

(b) a plane parallel collisional presheath, and (c) an ionizing presheath with

the ionization proportional to ne. These solutions are plotted in Fig.C.4 They

show quite di�erent behavior in the plasma region: The geometric presheath

relaxes to the undisturbed (�eld free) plasma, the collisional presheath (b)

tends to a logarithmic potential shape (indicating that the ion transport re-

quires a residual plasma �eld), and the ionizing presheath (c) ends with zero

�eld at a �nite point representing the midplane of a symmetric plasma. For

(b) or (c) the presheath width is of order the mean free path for ion-neutral

collisions or for electron-neutral ionization, respectively. Despite the di�er-

ences, all solutions run quite similarly into the singularity ui = uB at the

sheath edge. The growing �eld inhomogeneity approaching this singularity

indicates the formation of space charge and the breakdown of the quasineu-

tral approximation. Matching the ion velocity across the sheath-presheath
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interface then gives us the equality ui = uB for the sheath region. Of course,

the true behavior is quite complicated at this interface, thus needing a more

sophisticated treatment. For more details, including a kinetic treatment, it

is discussed in Ref.[5].

The potential drop across the presheath, which accelerates the ions to the

Bohm velocity, is given by
1

2
Mu2

B
= e�p (C.51)

where �p is the plasma potential with respect to the potential at the sheath-

presheath edge. Substituting for the Bohm velocity from Eq.(C.43), we �nd

�p =
Te

2
. (C.52)

This is shown as the dashed line in Fig.C.3. The ratio of the density at the

sheath edge to that in the plasma is then found from the Boltzmann relation

ns = nbe
��p=Te � 0:61nb (C.53)

where nb is the density where the presheath and bulk plasma join.

Sheath potential at a 
oating wall It is quite straightforward to de-

termine the potential drop within the sheath between a plasma and 
oating

wall. We equate the ion 
ux (assumed constant through the sheath),

�i = nsuB (C.54)

to the electron 
ux at the wall,

�e =
1

4
ns�vee

�w=Te (C.55)

where �ve = (8eTe=�m)1=2 is the mean electron speed and �w is the poten-

tial of the wall with respect to the sheath-presheath edge. We have, after

substituting for the Bohm velocity from Eq.(C.43),

ns

�
eTe

M

�1=2

=
1

4
ns

�
8eTe

�m

�1=2

e�w=Te . (C.56)

Solving for �w, we obtain

�w = �Te ln
�

M

2�m

�1=2

. (C.57)
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The wall potential �w is negative and is related linearly to Te with a factor

proportional to the logarithm of the square root of the mass ratio. For

hydrogen, for example, ln (M=2�m)1=2 � 2:8, where for argon (M = 40 amu)

the factor is 4.7. Thus argon ions with initial energy Es = Te=2 at the sheath-

presheath edge that fall through a collisionless dc sheath to a 
oating wall

would bombard the wall with an energy of Es � 5:3Te. Of course, electrodes

that have potentials on them, either dc or rf, can be bombarded with much

higher energy, but these electrodes must draw a substantial net current, as

we will discuss in subsubsectionC.5.3.

The sheath width s is found by integrating Eq.(C.41) to obtain �(x) ans

setting �(s) = �w, with �w given by Eq.(C.57). The integral must be done

numerically. Typical sheath widths are a few electron Debye lengths �De.

C.5.3 The high voltage sheath

Matrix sheath Sheath voltages are often driven to be very large composed

to Te. The potential � in these sheaths is highly negative with respect to

the plasma-sheath edge; hence ne � nse
�=Te ! 0 and only ions are present

in the sheath. The simplest high-voltage sheath, with a uniform ion density,

is known as matrix sheath. Letting ni = ns = const within the sheath

of thickness s and choosing x = 0 at the plasma-sheath edge, then from

Maxwell's equations???,
dE

dx
=

ens

�0
(C.58)

which yields a linear variation of E with x:

E =
ens

�0
x. (C.59)

Integrating d�=dx = �E, we obtain a parabolic pro�le

� = �ens

�0

x2

2
. (C.60)

Setting � = �V0 at x = s, we obtain the matrix sheath thickness

s =

�
2�0V0

ens

�1=2

. (C.61)

In terms of the electron Debye length �De = (�0Te=ens)
1=2 at the sheath edge,

we see that

s = �De

�
2V0

Te

�1=2

. (C.62)

Hence the sheath thickness can be tens of Debye lengths.
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Child law sheath In the steady state, the matrix sheath is not self-

consistent since it does not account for the decrease in ion density as the

ions accelerate across the sheath. In the limit that the initial ion energy

Es is small compared to the potential, the ion energy and 
ux conservation

equations Eq.(C.34) and Eq.(C.35) reduce to

1

2
Mu2(x) = �e�(x) (C.63)

en(x)u(x) = J0 (C.64)

where J0 is the constant ion current. Solving for n(x), we obtain

n(x) =
J0

e

�
�2e�

M

��1=2

. (C.65)

Using this in Poisson's equation, we have

d2�

dx2
= �J0

�0

�
�2e�

M

��1=2

. (C.66)

Multiplying Eq.(C.66) by d�=dx and integrating from 0 to x, we have

1

2

 
d�

dx

!2

= 2
J0

�0

�
2e

M

��1=2

(��)�1=2 (C.67)

where we have chosen d�=dx = �E = 0 at � = 0 (x = 0). Taking the

(negative) square root (since d�=dx is negative) and integrating again, we

obtain

��3=4 =
3

2

�
J0

�0

�1=2 3

2

�
2e

M

��1=4

x. (C.68)

Letting � = �V0 at x = s and solving for J0, we obtain

J0 =
4

9
�0

�
2e

M

�1=2 V
3=2
0

s2
. (C.69)

Eq.(C.69) is the well-known Child law of space-charge-limited current in a

plane diode. With �xed spacing s it gives the current between two elec-

trodes as a function of the potential di�erence between them, and has been

traditionally used for electron diodes. However, with J0 given explicitly as

J0 = ensuB (C.70)

in Eq.(C.69), we have a relation between the sheath potential, the sheath

thickness, and the plasma parameters, which can be used to determine the
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sheath thickness s. Substituting Eq.(C.70) in Eq.(C.69) and introducing the

electron Debye length at the sheath edge, we obtain

s =

p
2

3
�De

�
2V0

Te

�3=4

. (C.71)

Comparing this to the matrix sheath width, we see the Child law sheath is

larger by a factor of order (V0=Te)
1=4. Hence the Child law sheath can be of

order of 100 Debye lengths (� 1cm) in a typical processing discharge. Since

there are no electrons within the sheath to excite the gas, the sheath region

appears dark when observed visually.

Inserting Eq.(C.69) into Eq.(C.68) yields the potential within the sheath

as a function of position

� = �V0
�
x

s

�4=3

. (C.72)

The electric �eld E = d�=dx is

E =
4

3

V0

s

�
x

s

�4=3

(C.73)

and the ion density n = (�0=e)dE=dx is

n =
4

9

�0

e

V0

s2

�
x

s

��2=3

. (C.74)

We see that n is singular as x ! 0, a consequence of the simplifying as-

sumption in Eq.(C.63) that the initial ion energy Es = 0. The analysis can

be carried through for a �nite eEs =
1
2
Mu2

B
, using Eq.(C.34), resolving the

singularity and yielding n! ns as x! 0.

The Child law solution is valid if the sheath potentials are large compared

to the electron temperature. It is therefore not appropriate for use where the

sheath potential is the potential between a plasma and a 
oating electrode.

C.6 Diagnostics of plasma: electrostatic probe

diagnostics

We used electrostatic probe to diagnose plasma. A metal probe, inserted in a

discharge and biased positively or negatively to draw electron or ion current,

is one of the earliest and still one of the most useful tools for diagnosing a

plasma. These probes, introduced by Langmuir and analyzed in considerable

detail by Mott-Smith and Langmuir[1] are usually called Langmuir probes.
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As with any other electrode, the probe is surrounded by a sheath, such that

its analysis naturally �ts into the present subsection. However, unlike large

electrode surfaces that are used to control a plasma, probes are usually quite

small and under suitable conditions, produce only minor local perturbations

of the plasma.

The voltage and current of a probe de�ned in Fig.C.5 lead to a typical

probe voltage-current characteristic as shown in Fig.C.6. At the probe volt-

age VB = �p, the probe is at the same potential as the plasma and draws

mainly current from the more mobile electrons, which is designated as posi-

tive current 
owing from the probe into the plasma. For increasing VB above

this value, the current tends to saturate at the electron saturation current,

but, depending on the probe geometry, can increase due to increasing ef-

fective collection area. For VB < �p, electrons are repelled according to the

Boltzmann relation, until at �f the probe is suÆciently negative with respect

to the plasma that the electron and ion currents are equal such that J = 0.

�f is known as the 
oating potential, because it is the potential at which an

insulated probe, which cannot draw current, will 
oat. For VB < �f , the

current is increasingly ion current (negative into the plasma), tending to an

ion saturation current that may also vary with voltage due to a change of the

e�ective collection area. The magnitude of the ion saturation current is, of

course, much smaller than the electron saturation current due to the much

greater ion mass.

The basic theory for a plane collection area, based on the sheath calcu-

lations, is quite simple. However, to minimally disturb the plasma and also

for ease of construction, Langmuir probes are often thin wires with the wire

radius a < �De. The trajectories of charged particles in the sheath then

become important in determining the collected current, and the analysis be-

comes quite complicated. As the voltage is raised, either to large positive

or large negative values with respect to the plasma, the sheath thickness s

increases according to Child's law, and consequently the e�ective collecting

area also increases. If Ti � Te, then additional complications arise to make

calculations very involved. There are also diÆculties if the momentum trans-

fer mean free paths �i; �e
<� s, which can occur in high-pressure discharges.

A review of the analysis, including many of these complications, is given by

Chen.[2] The extension to Ti � Te, which is not usually of great interest in

processing discharges, is given in a report by Laframboise.[3]

Probe theory has generally been developed for plasmas in which the elec-

tron distribution is approximated by a Maxwellian. Plasma densities ob-

tained from the ion saturation current to probes have been compared with

other measurement techniques such as microwaves. Generally, the compar-

isons have indicated that probe-predicted densities, using ion saturation cur-
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Figure C.5: De�nition of voltage and current for a Langmuir probe.
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Figure C.6: Typical I � VB characteristic for a Langmuir probe.
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rent, are somewhat high when compared under conditions for which the mi-

crowave predictions are expected to be high accurate. This result would gen-

erally agree with the arguments presented by Godyak.[4] However in many

situations, the densities obtained by probe and microwave techniques are

quit close. The accuracy of using the ion saturation current to measure the

plasma density depends on the closeness of the electron distribution to an

assumed Maxwellian at the probe sheath edge, and therefore to the type of

plasma being diagnosed. Hence, for convenience of the experimental setup,

we measured the plasma density using the ion saturation current.

Next, we shall brie
y discuss practical probes and circuits for their use.

C.6.1 Planer probe with collisionless sheath

Consider a 
at plate probe with the (two-sided) physical probe area A� s2,

where s is the sheath thickness, such that the collecting area A is essentially

independent of s. As we discussed in previous section, if a large voltage

is applied to the probe, then s � �De, and we �nd that A is quite large

to satisfy the above condition. For this reason we expect that biasing the

probe strongly positive to collect only electron current would strongly perturb

plasma. Consider therefore that the probe is biased suÆciently negatively to

collect only ion current. From Eq.(C.70) the current \collected" (see direction

in Fig.C.5) by the probe is

I = �Ii = �ensuBA (C.75)

where, as in Eq.(C.43) with Ti � Te, the Bohm velocity uB is given by

uB =

�
eTe

M

�1=2

. (C.76)

If we know Te, then the density at the sheath edge ns is determined from

the measurement of Ii. As in Eq.(C.53), the plasma density in the probe

neighborhood is then obtained as

n0 �
ns

0:61
. (C.77)

Since the electron temperature in most discharge is clamped in the range

of 2-5V by particle balance, a reasonable estimate of density can be ob-

tained without knowing Te. However, by varying the probe voltage, it is

also straightforward to measure Te. Considering that the probe potential

is retarding with respect to the plasma potential, then, using Boltzmann's

relation, the electron component of the probe current is

I + Ii = Ie =
1

4
ens�veA exp

�
VB � �p

Te

�
(C.78)
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where �ve = (8eTe=�m)1=2, and VB � �p < 0 is the potential between the

probe and the plasma. There is an exponential increase in Ie with increasing

VB in this range. De�ning an electron saturation current

Iesat =
1

4
ens�veA (C.79)

and taking the logarithm of Eq.(C.78), we have

ln

�
Ie

Iesat

�
=

�
VB � �p

Te

�
. (C.80)

From Eq.(C.80) we see that the inverse slope of the logarithmic electron

probe current with respect to VB (in volts) gives Te directly in volts.

The above simple interpretation is limited by the dynamic range over

which Eq.(C.78) holds. For Ie too small, adding the measured Ii to I can

introduce errors in the determination of Ie. For VB too large, the Boltzmann

exponential no longer is accurate, as electron saturation is approached. The

nominal useful range of voltages over which the slope can be measured is

then
j�VBj
Te

� ln

�
�ve

4uB

�
= ln

�
M

2�m

�
(C.81)

which is approximately 4.7 for argon. This range is suÆcient, provided there

are no geometric complications.

The 
oating potential �f and the plasma potential �p are often of inter-

est in discharge operation. The 
oating potential is the potential at which

the probe draws equal electron and ion currents. If the plasma is mainly sur-

rounded by grounded conducting surface, then we would expect the 
oating

potential to lie near this ground, as shown in Fig.LangmuirIV. This follows

because the ground is usually not, itself, drawing signi�cant net current, and

thus at VB = �f the probe behaves as part of the ground. The plasma (space)

potential, given by Eq.(C.81) with �p � �f = �VB, can be approximately

determined from the knee (point of maximum �rst derivative) of the electron

saturation portion of the I � VB characteristic of Fig.C.6. For planer probes

the knee is easily recognizable, but the current drawn may be too large, either

modifying the plasma or destroying the probe.

C.7 Cold plasma generation

The cold plasma are usually excited and sustained electrically by direct cur-

rent (DC), radio frequency (RF), or microwave (MW) power applied to a

gas. In fact, I used these three methods of generation of plasma. Plasma
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Figure C.7: DC glow discharge setup.

chemistry in cold plasma is controlled mainly by electron energies and gas

temperatures. Therefore, as far as identical energies and temperatures can

be achieved, the type of discharge used to create the plasma is of little impor-

tance. The choice of a speci�c method and equipment to produce discharge

is determined by requirements of 
exibility, process uniformity, cost, and

spended time. The di�erent methods used for the generation of cold plasmas

are described in the following subsubsections.

C.7.1 DC grow discharges

A DC glow discharge is produced by applying DC voltage between two con-

ductive electrodes inserted into a gas at low pressure as illustrated in Fig.C.7.

A high impedance power supply is used to provide the electrical �eld.

A small amount of free electrons is always present in the gas, as a result of

ionization by naturally occuring radioactivity or cosmic lays. Free electrons

can also be produced by photoionization or �eld emission. As the voltage

applied to the gas in the discharge tube is gradually increased, the available

free electrons are accelerated in the electric �eld, thereby gaining kinetic

energy. Concomitantly, the electrons lose energy in collisions with the atoms

or molecules of the gas. These atoms or molecules will be referred to also as

collision targets.

Initially, when the energy of the electron is too low to excite or ionize

a target, the collisions will necessarily be elastic. The average fraction of

the electron energy lost in an elastic collision with a gas atom or molecule

us �2me=M , where M is the mass of the target (Eq.(C.7)). Thus only

a very small fraction of the total kinetic energy of the electron, typically

only 10�5, is lost per elastic collision. Meanwhile, the electron continues
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Figure C.8: The I � V characteristic of a DC glow discharge.

to gain energy between collisions until it attains suÆcient energy to cause

ionization of the targets through inelastic collisions. Large amounts of energy

are transferred to the targets in the inelastic collisions, making those collisions

a more eÆcient mean of energy transfer. The new electrons produced in the

ionization process are in turn accelerated by the electric �eld and produce

further ionization by impact with the neutral atoms or molecules of the gas.

An electron multiplication process thus takes place. This process can be

characterized by a macroscopic coeÆcient, �T , which represents the mean

number of ion-electron pairs formed by an electron along a path of 1cm. The

coeÆcient �T is called the �rst Townsend coeÆcient, and is dependent on

the electric �eld (E), the pressure (p), and the nature of the gas as well.

Experimentally, it has been shown that for a given gas, �T =p depends on

E=p only.

The changes that take place in the gas as a function of the applied voltage

are described by the typical dependence of discharge current, I on the applied

voltage, V . This dependence is called the I�V characteristic of the discharge.

A representative typical characteristic of a DC glow discharge is shown in

Fig.C.8. When the applied voltage is low, the current through the tube is

produced by the collection of the free charges and is negligibly small. When

the voltage increases and more charged particles are created by the ionization

of the gas, the current increases steadily, while the voltage reaches a limit

determined by the output impedance of the power supply. This region of

the I�V characteristic is known as the townsend discharge and indicated in

Fig.C.8.

When the applied voltage reaches a certain threshold value, marked Vb
in Fig.C.8, an avalanche process occurs as a result of three simultaneous
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process:

1. Ions accelerated by the electric �eld strike the cathode with suÆcient

energy to cause the emission of secondary electrons from it; the sec-

ondary electrons in turn form more ions by collision with the neutral

atoms of the gas.

2. The newly formed ions are accelerated to the cathode where collisions

produce more electrons, which in turn more ions.

3. In parallel, electrons created in ionizing collisions and by secondary

processes are removed from the plasma by drift and di�usion to the

walls, by recombination with positive ions, and in certain gases, by

formation of negative ions. At pressures lower than a few mtorr, the

recombination occurs mainly at the wall of the reactor.

When the number of electrons is suÆcient to produce just enough ions to

regenerate the number of lost electrons, a steady state is reached in which

an equilibrium is established between the rate of formation of ions and the

rate of their recombination with electrons. At this stage the discharge is self-

sustaining. Extensive breakdown occurs in the gas and the glow discharge is

thus established. The gas begins to glow, the voltage drops, and the current

rises abruptly. The mode of the discharge at this point is called the normal

glow (see Fig.C.8). The energy decay of the electronically excited states of

molecules and atoms account for much of the luminous glow of the gaseous

discharge.

The minimal threshold voltage required to produce the glow discharge,

Vb, is called the breakdown voltage.

The sustaining glow discharge is controlled by the emission of secondary

electrons. That emission is characterized by the electron emission coeÆcient,

de�ned as the ratio between the number of the emitted secondary electrons

and the number of impacting ions. This coeÆcient is often called the yield

of secondary electrons. Because the electron emission coeÆcient is of the

order of 0.1 for most materials, much more than one ion must strike the

cathode to produce one electron. Then, depending on losses, each secondary

electron must be responsible for 10-20 ionizations to sustain a continuous

stable plasma.

Although ion impact on the cathode is the main source of secondary

electrons in a DC glow discharge, other mechanisms can also contribute to

secondary electron emission. Among those, the most dominant are:

1. Ionization of gas atoms or molecules by the photons emitted during

ion-electron recombination (photoionization)
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2. Emission of secondary electrons by the cathode due to impact of pho-

tons (photoemission)

3. Emission of secondary electrons by the cathode due to impact of excited

atoms in a metastable state

The contribution of each of these e�ects to the emission of secondary electrons

is strongly dependent on the nature of the gas and its pressure.

After the voltage reaches the breakdown value Vb and the glow discharge is

established, initially at low power, the discharge covers only the area near the

rim of the cathode. When the power is raised, the current increases and the

discharge spreads to cover the whole surface of the cathode. When the current

of the discharge increases past the point of complete cathode coverage, the

voltage begins to rise. This corresponds to the abnormal discharge region in

Fig.C.8, which is the mode used in glow discharge discharge processing[10].

At this stage, the discharge current is limited by the surface area of the

electrodes and by the resistance of the power supply and electrical circuit. A

further increase in power will cause the heating of the cathode, which will,

at a certain stage, result in thermionic emission. When this happens, the

voltage decreases and the glow changes into an arc.

Paschen's law

The breakdown voltage in a DC discharge is determined by the discharge gas,

the gas pressure, and the tube dimension. The dependence of the breakdown

voltage on gas pressure and inter-electrode distance can be expressed as:

Vb =
C1(pd)

C2 + ln (pd)
(C.82)

where d = distance between electrodes, C1 and C2 = constants that change

with the nature of the gas. According to Eq.C.82, for large pd values the

breakdown voltage is proportional to pd. This dependence is called Paschen's

law, which re
ects in fact the dependence of the DC glow discharge on the

secondary electrons.

If the distance between the electrodes is small or the pressure is small,

the secondary electrons emitted from the cathode can reach the anode while

undergoing only a very small number of collisions not creating a suÆcient

number of ions required for the regeneration of the secondary electrons. On

the other hand, if the pressure is too high, the electrons cannot acquire

suÆcient energy between collisions to produce enough ions. If the distance

between electrodes is too large, only a small fraction of the produced ions

will succeed in reaching the cathode and create secondary electrons.

188



Figure C.9: Paschen's curves for various gases. From [11].

At both extremes of the value of the pd product, the probability of ion-

ization - and/or ion collection - is small and the breakdown voltage required

to sustain the discharge high. The breakdown voltage reaches a minimum

between the two extremes. This behavior is described by Paschen's curves,

which are shown for a few gases in Fig.C.9.

For most gases the minimum breakdown voltage is between 100 and 500V

and occurs for pd in the range of 10�1 � 10 torr cm. At 1 torr, typical values

of the electric �eld are 10 � 100 V cm�1. Impurities inn the can reduce

the breakdown voltage, either through Penning ionization or when a low

ionization potential.

Characteristics of DC glow discharge

Fig.C.10 shows a diagram of the regions of the discharge as they appear in

the discharge tube together with the distribution of the potential and electric

�eld along tube. As can be seen in Fig.C.10(a), the discharge exhibits several

bright and dark region along the discharge tube. The dark regions are called

the cathode or Crooke's dark space, the Faraday dark space, and the anode

dark space. The luminous regions are called the cathode glow, the negative

glow, and the positive column.

The luminosity of the cathode glow results from the decay of the excita-

tion energy of the positive ions during neutralization with electrons.

The cathode dark space is a positive charge plasma sheath. At a given ap-

plied discharge voltage the product between the thickness of the cathode dark

space, dcd, and the pressure in the discharge, p, is approximately constant.
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Figure C.10: Regions and characteristics of a DC glow discharge : (a) dis-

charge regions; (b) potential distribution in discharge tube; (c) distribution

of electric �eld in discharge tube. From [11].

For example, for a discharge in argon at 2000V, p � dcd = 50 mtorr cm. THe

secondary electrons produced at the cathode by positive ion bombardment

gain energy through the cathode dark space.

Most of the glow discharge volume is occupied by the positive column.

The voltage drop occurs over three regions indicated in Fig.C.10(b): the

cathode fall, the positive column, and the anode fall. Most of the voltage

drop occurs in the cathode fall region, whose dimension is a function of the

material used for the cathode and the nature of the discharge gas. Values

range of the voltage drop in the cathod fall are from 59V to 500V for di�erent

combinations of cathod material and discharge gas.

Since at constant voltage the product of the thickness of the dark space

with pressure is fairly constant, the distance over which the cathode fall ex-

tends decreases with increasing pressure. For the pressures normally used in

DC glow discharges, these value of the product p�dcd for several combinations
of cathode material and discharge gas corresponds to dark space thickness,

dcd, of order of milimeters to centimeters.

The voltage drop at the anode fall is of the same order as the ionization

potential of the discharge gas and usually extends over a few millimeters.

In the anode region secondary electrons are created primarily from electron

bombardment. These are accelerated in the anode fall and are a source of

particles and energy.

Most of the ionization needed to supply the ions that are accelerated to
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the cathode takes place in the cathode sheath. However, high electric �elds

extend into the negative glow, causing ionization also in the negative glow

region.

Chemical reactions occur mainly in the cascade fall and positive column

zone.

When the distance between the electrodes in a DC discharge decreases,

the Faraday dark space and positive column shrink and �nally disappear,

leaving only the negative glow and cathode dark space. This is generally

the situation encountered in most glow-discharge processing reactors. The

minimum distance between the electrodes has to be about twice the thickness

of the cathode dark space; at smaller electrode separation, the discharge is

extinguished.

C.7.2 Radio frequency discharges

To sustain a DC discharge, electrically conductive electrodes have to be in-

serted inside a reactor and be in direct contact with the plasma. If the

discharge is used for deposition of dielectric �lms, the electrodes exposed

to the plasma gradually become covered with an insulator. Therefore, al-

though a DC discharge may be initiated, it will quickly extinguish as the

electrons accumulate on the insulator and recombine with the available ions.

In some cases it is preferred to have the electrodes outside the reactor, to

avoid or minimize contamination of the process by material removed from

the electrodes. Such problems can be solved by alternating the polarity of

the discharge.

When an alternating electric �eld of low frequency (< 100Hz) is applied

between two electrodes of the discharge tube, each electrode acts alternately

as cathode or anode. Once the breakdown potential is surpassed on each

half cycle, a temporary DC glow discharge is obtained. When the voltage

drops during the cycle below the breakdown value, the discharge is extin-

guished, and for suÆciently low frequencies, the space charge decays before

the discharge is reinitiated with inverse polarity.

When the frequency of the electric �eld increases above a critical ion

frequency, fci, de�ned by Eq.C.83, the time taken by the positive ions to

move between electrodes becomes larger than half the period of the electric

�eld. Ions created near a momentary anode cannot reach the cathode before

the �eld is reversed. In this situation, the distance traveled by the ions in

the electric �eld becomes smaller than the thickness of the plasma sheath.

At such frequencies the positive space charge is partly retained between the

two half cycles of the alternating electric �eld and facilitates the reinitiation

of the discharge. The critical ion frequency, also called the ion transition
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frequency, is de�ned by:

fci =
< v >di

2L
(C.83)

where < v >di= average drift velocity of the ion, L = the distance between

the two electrodes.

A similar critical frequency can be de�ned for electrons:

fce =
< v >de

2L
(C.84)

where < v >de= average drift velocity of the electrons.

Due to the much larger mobility of the electrons as compared to that of

the ions, fce, is much higher than fci. For frequencies higher than fce, both

positive and negative space charges are retained between cycles, and as a

result, the voltages required to initiate and maintain the alternating current

discharge decrease strongly in comparison to a DC glow discharge.

The frequencies used in the high-frequency discharges are in the range

of radio transmission giving the high-frequency discharges the name of radio

frequency, or shortly, RF discharges.

The elastic collision frequency, �, in gases at glow discharge conditions is

normally between 109 and 1011 collisions/sec. Thus the collisions frequency is

much higher than the applied radio frequency even for 13.56MHz discharges

and electrons will experience many collisions during each applied �eld cycle.

They will be lost by di�usion to the reactor walls and will be regenerated by

impact ionization in the body of the plasma. Therefore, the loss of electrical

carriers from the RF discharge is controlled by ambipolar di�usion and ho-

mogeneous recombination (recombination in the gas phase) and not by the

electric �eld. New charged particles are produced mainly through electron

impact ionization of the neutral gas atoms and molecules.

The power absorption by the RF discharge can be either collisional ot col-

lisionless. The collisional absorption of high-frequency power in the plasma

is due to collisions of electrons with ions, at a frequency �ei, and with neutral

particles, at a frequency �en. In plasmas at pressures above 103Pa (7.5torr),

the degree of ionization is usually very low (< 10�4), the density of neutrals

is much higher than that of ions, and the electron-neutral collisions are pre-

dominant. At pressures below 1Pa (7.5mtorr), the degree of ionization can

reach values higher than 10�2, and the electron-ion collisions are predomi-

nant. At intermediate pressures, when the collision frequency decreases and

�=! � 1, collisionless absorption becomes dominant in the plasma.

In a collisionless situation, an electron would oscillate in the RF �eld and

would reach maximal velocity _x, amplitude x, and energy W , given by

_x =
eE0

me!
(C.85)
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x =
eE0

me!2
(C.86)

W =
me _x

2

2
(C.87)

where E0 is the amplitude of the electric �eld.

At a typical RF frequency of 13.56MHz and a �eld strength of 10V/cm,

this corresponds to

amplitude = 2:42cm; velocity = 2:1�108cm s�1; energy = 11:3eV. (C.88)

This indicates that, for an electron to reach the ionization energy of argon

(15.7eV) in a collisionless plasma, a �eld somewhat higher than 10V/cm is

required. However, the collision with the atoms of the gas cause a random

motion of the electrons and the electrons acquire additional energy from the

external �eld during each collision with the atoms. If an electron makes an

elastic collision with an atom, reversing its motion at the time the electric

�eld changes direction, it will continue to gain speed and energy. Electron

in a RF discharge could thus accumulate enough to cause ionization even at

low electric �elds. As a result of this behaviour, the RF discharge is more

eÆcient than the DC discharge in promoting ionization and sustaining the

discharge.

The mean power absorbed by an electron, �P , is given by

�P =
e2E2

0

2me

�ea

�2
ea
+ !2

(C.89)

where �ea is the elastic collision frequency of an electron with atoms or

molecules of the gas. The dependence of �P on E2
0 indicates that the ab-

sorbed power is independent of the sign of the electric �eld and the electron

gains energy both when it moves with the �eld or against it. The quantity

Eeff =
E0p
2

 
�2
ea

�2
ea
+ !2

!1=2

(C.90)

is called the e�ective electric �eld strength.

The average RF power transferred from the outside electric �eld to the

unit volume of gas, �P�, is

�P� =
nee

2E2
0

2me

�
m

�2 + !2

�
. (C.91)

For RF frequency of ! � 107Hz, and with � > 109sec�1, the collision

frequency is much higher than the frequency of the �eld � � !. In this case
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the transferred power, �P�, is practically not a�ected by the driving frequency,

!.

At frequencies higher than 50kHz, the oscillating electrons acquire suf-

�cient energy to cause ionizing collisions, thus reducing the dependence of

the discharge on secondary electrons and lowering the breakdown voltage.

The discharge can thus be sustained independent of the yield of secondary

electrons from walls and electrodes. Because of the low mobility of the ions,

their distribution is essentially stationary at high frequencies. In the same

time, the electrons are swept between the electrodes by the electric �eld and

their distribution is a function of position and time.

The secondary electrons emitted from the electrodes or walls of the reactor

of an RF discharge are accelerated across the plasma sheath and add to the

ionization process but are less important in sustaining the discharge. At

a given pressure, the electrical impedance of the discharge decreases with

increasing frequency, making it possible to drive more current through the

discharge at the same voltage. The yield of atoms and free radicals in a

molecular discharge is also increased by the use of RF excitation as compared

to a DC discharge of the same �eld strength and pressure.

Although frequency of power supplies used for the excitation of RF plas-

mas can be as high as 100 MHz, lower frequencies are generally used. This is

due to the fact that sophisticated arrangements have to be made to sustain

uniform plasma in large volumes when the wavelength becomes comparable

to, or shorter than, the dimensions of the reactor.

The RF discharge can be operated at pressures as low as 1mtorr because

the eÆciency of ionizing collisions is enhanced by the electron oscillations.

This is useful in sputtering, where it is undesirable to have sputtered material

re
ected back to the etched surface as a result of collisions with gas molecules,

or in etching or deposition, when directionality of the ions is required.

Self-bias in RF plasmas

Let's consider a RF plasma generated between two parallel electrodes, as

shown in Fig.C.11, and assume that one electrode has an area much larger

than the other. The electrodes will be at negative potentials, V1 and V2,

relative to the plasma and the sheaths of thickness ds1 and ds2 will develope

near the two electrodes fo area A1 and A2. If the RF �eld is connected

directly to the electrodes, as illustrated in Fig.C.11(a), the two electrodes

will be at the same potential relative to the plasma (Fig.C.11(b)), because

the plasma is equipotential:

V1 = V2, (C.92)

ds1 = ds2. (C.93)
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Figure C.11: RF connection to parallel plate reactor with unequal electrodes

and developed self-bias: (a) direct RF connection to electrodes; (b) poten-

tial distribution between electrodes for arrangement (a); (c) RF connection

through blocking capacitor; (d) potential distribution between electrodes for

arrangement (c). From [11].

The situation changes, however, if a blocking capacitor is inserted, as

often happens, between the RF supply and the electrodes, as shown in

Fig.C.11(c). In this case, the potential distribution between the electrodes

is as illustrated in Fig.C.11(d) and this nonsymmetric potential develops as

explained next.

If a square-wave potential of amplitude V , as illustrated in Fig.C.12(a),

is applied to the electrodes through the capacitor, the voltage across the

plasma will follow the curve shown in Fig.C.12(b). Initially the voltage

across the plasma will be equal to the applied voltage V . The capacitor

will charge up rapidly by electron current, and the potential will drop as

shown in Fig.C.12(a). When the applied voltage decays at a slower rate be-

cause the capacitor charges this time by the current of less mobile ions. This

process continues until the time-averaged ion and electron currents become

equal.

This steady state results in a time-averaged negative bias on the small

electrode. The time-averaged potential distribution between the electrodes is

therefore as illustrated in Fig.C.11(b). The same will happen if a sinusoidal

voltage is applied to the electrodes, as illustrated in in Fig.C.13(a). This

�gure also illustrates the time variation of the plasma potential (curves 2

for the symmetric and nonsymmetric cases. If the electrodes have the same

area, the system remains symmetric, as shown in Fig.C.13(b).

In all cases, the plasma is at higher potential than each electrode.

When a blocking capacitor is used with two electrodes of di�erent areas,
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Figure C.12: Development of a self-bias in a parallel plate discharge: (a)

applied voltage; (b) voltage across the discharge versus time. From [11].

the negative self-bias of the electrodes relative to the plasma is indepen-

dent on the relative areas of the two electrodes. According to Koenig and

Maissel[12], the following relation exists,

V1

V2
=

�
A2

A1

�4

, (C.94)

ds1

ds2
=

�
V1

V2

�3=4

(C.95)

where V1; V2 = negative biases on the two electrodes and A1; A2 = areas of

the electrodes. Often, one of the electrode is grounded together with the

walls of the reactor and its e�ective area becomes very large, causing the

other electrode to become much more negative.

Eq.C.94 was obtained assuming that the ions pass through the sheath

without collisions and that the current density of the ions is equal at the two

electrodes. The �rst assumption is correct only at pressures of a few mtorr,

and the second assumption is questionable. Eq.C.94 takes into consideration

the total areas of the electrodes, which includes the area of the reactor for the

electrode that is electrically connected to it. However, the plasma is often

mostly con�ned between the electrodes while the walls are practically not

exposed to it.
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Figure C.13: Development if a self-bias with a sinusoidal wave: (a) unequal

electrodes; (b) electrodes of equal area. 1, voltage on powered electrode; 2,

plasma potential; 3, time-averaged voltage on powered electrode. From [11].

197



The experimental evidence indicates that the voltage ratio V1=V2 depends

also on the gas used in the discharge, the peak-to-peak applied voltage, as

well as the area ratio (A2=A1)
n. For area ratios between 0.6 and 0.1 the fourth

power relationship is approximately obeyed. However, it is not obeyed for

smaller area ratios. For an Ar discharge with an electrode area ratio of 0.3,

the value of n can range from 1.2 to 2.5.

A RF power supply is connected to a plasma reactor through an impedance

matching unit. The unit is needed to match the impedance of the plasma

reactor to the output impedance of the power supply which is usually at 50
.

Because the matching units normally do include a blocking capacitor in the

planar diode reactors used in PECVD processing, the electrodes are made of

equivalent areas when similar voltages relative to the plasma are required on

both electrodes. However, the described e�ect can be exploited to obtain a

higher negative bias on one electrodes.

The value of the self-bias is dependent on the RF power applied to the

electrode and the pressure in the reactor. It increases with increasing power

and decreasing,

VB /
 
PRF

p

!1=2

(C.96)

where VB = self-bias on the powered electrode, PRF = RF power.

As the frequency of the electric �eld increases (e.g., from 50kHz to 13.56MHz),

there is increasingly less time between cycles available for the di�usion of the

charged particles to the reactor walls. Therefore, according to Bohm sheath

criterion (see sectionC.5.2), less negative bias has to develop across the sheath

to keep the electrons in the plasma. This, in turn, means that the ion bom-

bardment of the electrode surface decreases with increasing frequency of the

electric �eld.

If each electrode shown in Fig.C.11 is RF powered relative to the grounded

chamber, it is possible to control the DC bias on each electrode independently.

Thus the plasma can be generated by powering one electrode and the degree

of ion bombardment on the other electrode can be regulated independently

by a second power supply.

Magnetic �elds parallel to the electrode are sometimes superposed on the

RF plasma. The magnetic �eld con�nes the electrons next to the electrodes

and increases the ionization eÆciency. This increase in ionization lowers the

sheath potential and the energy of the bombarding ions.
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RF versus DC plasma

The advantages of RF discharges over the DC discharges, as summarized

next, explain the wider use of RF plasmas as compared to DC plasmas:

1. RF plasmas can be excited and sustained using either conductive or

nonconductive electrodes, while DC discharges require the electrodes

to be conductive throughout the process.

2. RF plasmas can be sustained with internal as well as external elec-

trodes, while DC discharges require the electrodes to be inserted inside

the reactor and be in direct contact with the plasma. Use of external

electrodes is sometimes required when the gases of the discharge are

corrosive or when one wants to reduce contamination of the plasma

with the material of the electrodes.

3. RF plasmas are characterized by higher ionization eÆciencies than are

the DC plasmas.

4. RF plasmas can be sustained at lower gas pressures than are DC plas-

mas.

5. In RF plasmas the energy of the ions bombarding the sample is con-

trolled by the negative bias, which can be adjusted over a wide range of

values. Samples placed on the cathode of the DC discharge are exposed

to bombardment of high-energy ions that are accelerated at voltages

that have to be above the minimal breakdown voltage. This can cause

damages to sensitive substrates.
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