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I) The down sizing of devices has been so rapidly promoted that the device and the circuit feature size 
will break into the nanometer range less than 1000 A at the beginning of the next century. It is of 
critical importance to investigate the characteristics of microstructure capacitances for analysis of 
future devices and circuits. We analyze the general features of microstructure capacitance based on 
the self-consistent field approximation, and clarify that it is decomposed into three components. One 
is the extension of the capacitance of classical perfect conductors discussed in electrostatics. The 
quantum-mechanical effect plays an important role in the other two components; one of them is 
proportional to the electronic density of states at the Fermi potential of the conductor in low 
temperatures. At room temperature this portion is proportional to the electronic charge in the 
conductor. The other is due to the delocalization of electronic charge off the surface into the bulk of 
conductor. These two components have only self-capacitance contributions. Various aspects of the 
microstructure capacitance, e.g., the order of magnitude, the diagrammatic expression, the charging 
energy, and the quantum dot charging are discussed. 0 199.5 American Znstitute c~fPhy,sics. 

1. INTRODUCTION 

Capacitance is a concept originally introduced in the 
classical electrostatics; however, it found its most popular 
application in the field of electric circuits. In microsize elec- 
tronic circuits used in very large scale integrated systems, the 
inductance within the chip does not play an important role 
generally, and the circuit characteristics are dominated by the 
device conductance and the circuit node capacitance. The 
importance of the capacitance will be conserved in the future 
ultralarge scale integrated systems where the device is down 
sized to the range of nanometer scale. In those systems, it is 
pointed out’ that the device conductance will undergo a se- 
rious modification due to the change of the carrier transport 
mechanism. The expression of the circuit capacitance will 
also be seriously modified due to the dominance of quantum- 
mechanical effects. 

Smith et al’-’ have pointed out that the microstructure 
capacitance includes the contribution from the electronic 

’ density of states, and they have analyzed their experiments 
with use of the concept. In 1985 and 1986 they presented the 
expression of capacitance for the two-dimensional electron 
gas (2DEG) system, and observed quantum oscillations in 
the magneto-capacitance measurement of the modulation- 
doped GaAs-AlGaAs heterostructure.Z3 They reported the 
result of the capacitance measurement on a quasione- 
dimensional system4 in 1987, and also the zero-dimensional 
system5 in 1988. Arnone et aL6 reported in 1993 that the 
amplitude of the magneto-capacitance oscillation dramati- 
cally decreases as the system is reconfigured from the 2DEG 
to isolated quantum dots. 

In the field of semiconductor devices, Luryi7 reported in 
1987 that the 2DEG in a quantum well manifests itself as a 
capacitor connected in series to the classical capacitance of 
the system. The capacitance component which he called the 

quantum capacitance was the contribution from the density 
of states of the 2DEG. 

In nanostructures where the characteristic size of the sys- 
tem is comparable to the electron wavelength, it is well 
known that the conductance shows a specific quantized 
behavior.’ As for the capacitance of the nanostructure Biitt- 
iker, Thomas, and Pr&re’ have shown that the experimen- 
tally relevant capacitance is the electrochemical capacitance 
and it consists of the electrostatic capacitance contribution 
and the density of states contribution serially connected with 
each other. Hess, Macucci, and Iafrate” have discussed the 
capacitance of the quantum dot in the density functional 
theory approach. They gave a quantitative discussion based 
on the many-body theory and reported the detailed charac- 
teristics of the quantum dot of their geometry. They have 
proposed to discuss it with use of the capacitance averaged 
over the charge increment of e in view of the charge quan- 
tization. 

The nanostructure capacitance is very important in con- 
nection with the recent development of the concept of single 
electron tunneling.” There, the magnitude of capacitance is 
critical for occurrence of the Coulomb blockade phenom- 
enon. In order to develop a detailed discussion that can be 
compared with the experiment, it is necessary to evaluate the 
precise value of capacitance reflecting the electronic struc- 
ture. 

This article discusses the capacitance of the general mi- 
crostructure within the framework of the one-electron theory 
based on the Hartree and the Hartree-Fock self-consistent 
field approximation. In Sec. II the microstructure capacitance 
is decomposed into three components including the counter- 
part of the classical capacitance. Section III is devoted to the 
discussion of various aspects in the microstructure capaci- 
tance and an example of the single quantum dot is illustrated. 
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FIG. 1. The investigated system is assumed to consist af a number of mi- 
crosize bodies of conductors separated from each other by an insulator re- 
gion. 

II. THEORY 

We assume a system that consists of a number of micro- 
size bodies of conductors (metals and semiconductorsj sepa- 
rated by insulator region from each other, as is exemplified in 
Fig. 1. When the electric charge and the electric potential of 
the ith conductor are denoted with Qi and +i (1 GiGn), 
respectively, the classical electrostatics*give that Q i is related 
to #+ through the capacitance matrix C whose (i,j) compo- 
nent is Cij as 

A counterpart of this expression for microstructures is inves- 
tigated in this section taking into account the quantum- 
mechanical effect. 

We assume that the system is in static response. Discus- 
sion on dynamic response is out of the scope of this article. 
Classical electrostatics assume that each conductor is a per- 
fect conductor with the constant electric potential throughout 
the body and the electric charge is. localized only on the 
surface. Every line of electric force from outside terminates 
on the surface; however, real microconductors consist of 
neutral atoms, charged ions, and electrons. Ions give the 
fixed charge and electrons supply the movable charge. The 
variation of electric charge on the conductor is realized by 
varying the quantity of electrons filled in the quantum states 
of the conductor, and it is sufficient to consider only the 
electronic charge (denoted by qi) for charging and discharg- 
ing the capacitance, i.e., SQi= Sqi. The charge distribution 
in the conductor depends on the electronic structure of the 
filled states. If the electronic potential barrier between the 
conductor and the insulator is sufficiently large, the elec- 
tronic wave function nearly vanishes just at the interface and 
the charge distribution is effectively squeezed into the body 
of the conductor. Microscopically, the line of electric force 
penetrates from outside into the conductor. The electric po- 
tential in the conductor is not actually ‘constant but varies 
from surface toward the inside. 

The ~j in Eq. (l), the electric potential of the jth con- 
ductor, is the energy increment per unit charge when an in- 

finite&al charge is added to the conductor. This means that 
+j is equivalent to the electronic chemical potential ruj of the 
jth conductor divided by the electronic charge (-e), irre- 
spective as to whether the classical or the quantum- 
mechanical formulationis used. Thus, we put 

+ji-Pjl(-ej, * (2) 

and call $j the electrode potential of the jth conductor so as 
to distinguish it from the local electric potential. It is natural 
that the origins of ~j and ,Uj coincide with each other and 
form the system origin of energy; however, we can use local 
origins for these quantities any time when convenient. 

In classical electrostatics the Cotilomb interaction be- 
tween charges plays an essential role in evaluation of the 
charging energy, and we sh6uld consider the Coulomb repul- 
sion between electrons in our calculation of the capacitance. 
The rigorous discussion based on the many-body theory gen- 
erally prefers a complicated numerical calculation on some 
definite system, which approach is not preferable for our 
generalized discussion. Here we adopt the self-consistent 
field approximation by the Hartree or the Hartree-Fock 
method. In the simplified Hartree approximation, the charge 
distribution provides the electric potential distribution 
through the Poisson equation, and the electric potential dis- 
tribution regulates the electronic states through the S&r& 
dinger equation. A self-consistent solution gives the elec- 
tronic states in the one-electron picture taking into account 
the electron-electron interaction in a form of averaged field. 
In the common algorithm of the Hartree or the Hartree-Fock 
self-consistent field approximation, the electronic state is 
provided as a solution of the Hartree equation or the 
Hartree-Fock equation. The one-electron energy E,(N) as- 
sociated with the bth particle state ql in an N-particle system 
is expressed as 

N-l 

&(Nj=H@)+ 2 WI,(N), OGZGN-1, (3) m=O 

where HI(N) is the mean value of the single-particle portion 
in the Hamiltonian formed with cpl, and W,,(N) is the cou- 
lotib integral in the Hartree approximation, or the combined 
contribution of the Coulomb integral and the exchange inte- 
gral in the Hartree-Fock approximation. We assume 
W,,(N)=0 for convenience. It is well known that a simple 
summation of E,(N) overestimates the total energy of the 
system due to double counting of the interaction energy. The 
chemical potential ,X(N), which is the necessary energy to 
add the Ntb electron to the (N- l)-electron system, is ex- 
pressed by 

pW)=B,-I(N)+%; CHdW-H,W- 111 
” ” 

+; yi; I%.; [WdN)-- WdN- 111. (4) 

The summation terms on the right-hand side of Eq. (4) give 
the energy correction due to the relaxation of existing elec- 

. 
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trons, and are small especially when electrons are degener- 
ate. At finite temperatures we assume that electrons are popu- 
lated on one-electron energy levels according to the Fermi 
distribution function, and these levels are self-consistently 
calculated with use of the distribution. Then the chemical 
potential of the system is well approximated by the Fermi 
potential of the distribution. 

The independent variables in an n-conductor system are 
either n - pi or IZ - Qi. If the pi are externally set by con- 
necting each conductor to the external electrode, for ex- 
ample, Qi follow. If Qi are externally given to each indepen- 
dent conductor, the sbi of each conductor is automatically 
settled. 

The electronic charge of the jth conductor is expressed 
in the one-electron picture as 

qj=i-e) Dj(E,Ql,Q*,...,Qi,...,Qn)f(~j,E)dE, 
I 

6) 
where 

is the density of states o& the jth conductor calculated with 
one-electron energy levels in the self-consistent field. This 
cpmti~ depends on independent variables Qj and Qi (i # j), 
where Qi is the total charge of the ith conductor and consists 
of the ionic charge and the electronic charge. We assume that 
the ionic charge is definite and fixed (e.g., charged impurity 
centers). The density of states depends not only on the mag- 
nitude of each Qi but also on its distribution reflecting the 
electronic states in the conductor; however, the distribution is 
automatically settled w)len the magnitude is given. Note that 
the origin of energy is not set at each conductor but a single 
origin is chosen for the whole system. f(p,E) is the Fermi 
distribution function, 

1 
f(p7E’= 1 +ex&(E--E)lkT]’ (6) 

(-e) is the electronic charge, E is the energy, /Lj is the 
chemical potential of the jth conductor substituted for the 
Fermi potential, k is the Boltzmann constant, and T is the 
temperature. If we concentrate on the jth conductor, the de- 
pendence of 

(eD)jis(@)‘] Dj[E,Q~,Vj(S)] dfyL:E) dE ail, 
I 

on Qi (i#j) is through the value of the electric potential on 
the surface of the jth conductor Vj(S), where s denotes the 
site on the surface. The electronic state in the jth conductor 
is completely specified if Qj and the boundary condition 
Vj(S) at each s point are given. Therefore, we can rewrite Eq. 
(5) as 

4j=(-e) Dj[E,Qj,Vj(s)l.f(LLj,E)dE. I 
(7) 

Note that Dj[E, Qj , Vi(s)] is the function of E and Qj , and is 
the functional of Vj(s) at the same time. The dependence of 

on Qj is twofold: the one through the fact that Vj(S) depends 
on Qj and the direct one, and the direct one is left in Eq. (7). 
Here we introduce infinitesimal increments SQj which are 
equal to the increments 6qj, respectively. It accordingly pro- 
duces the increments S~j and SVj(s), and 

sQy=(-e) I 
dDj[E, Qj 2 Vj(S)l 

dQj .fCPj vE)dE SQj 

+(-e) 
~Dj[EvQj,Vj(S>] 

svj(s) 

Xf(pj ,E)dE SVj(S)dS 

+(-e) Dj[E,Qjvvj(s>l 
I  

J ! C P j * E )  d E  s .  dp k ’ G-0 i 
where SDj[E, Qj , Vj(S)]/SVj(S) is the functional derivative 
of Dj[E:E, Qj , Vj(S)]. The value of Vi(S) at each s is dependent 
on Qj and Qi (i #j), and we have 

aVj(s> 
6Vj(s)=T a~ ‘Qt. 1 

Equation (2) gives Slui= ( - e) S~j. With use of these rela- 
tions, Eq. (8) is transformed into a linear relation of SQi and 
Ski for (1 GiS:n) as 

7 [(C,‘)ji+(~;‘>ji+(~‘c’>jllSQi=S~jj (9 

where the coefficients ( ~‘o’)ji, (~,‘)ji, and (C, ‘)ji are 
(nj,i) n components of the inverse matrices of matrices 
CD, C,, and Cc, respectively. These matrices are defined 
with 

C Qji” eSoj[E,Qj,vj(s>I[af(~,, *E)/dPjIdE 
S{aDj[E,Qj ~Vj(s)llJQjI.f(Pj ,E)dE 

(e-1, _SS{~DjCE,Qj~Vj(s)l~~Vj(S)}[~V~~s)~~Q~Idsf(~juj,E)dE 
C fi” eSDj[E,Qj 1 Vj(s)l[@(Pj ,E)lJPjIdE ’ 
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where Sij= 1 for i =j, and 0 otherwise. Note that the deriva- value on the closed surface of the jth conductor and the 
tive of the density of states in the denominator of Eq. (11) uniform shift of this parameter causes the energy shift of all 
should be evaluated keeping the value of V,(S) fixed. The particles within it. This means the variation of Vjo causes the 
variation of the density of states through Vi(S) is included in shift of Dj[E,Qj ,Vp~j(s)] along the E axis, and the Vjo 
Eq. (12). If we introduce column vectors 82 and &#J whose dependence of Dj[E, Qj , Vjo, Uj(S)] is effectively expressed 
components are, respectively, SQi , SQZ,. . ., SQ, and S&, as 
S&,...,&T~~, @ is related to 84 through the capacitance ma- 
trix of the system C, as DjCE+eVjofconst,Qj,ui(s)]. 

SQ= t&b, 

with 

(13) 
Let us examine the effect of variations of SVjo and 

SUj(S) on the value Of 

(14) Dj[E, Q,J 9 Vjo 9 u&S) If(Fj ,EjdE* 

Matrices CD and CL! are diagonal and consist only of the 
self-capacitance contributions. 

III. DISCUSSION 

A. Evaluation of capacitance 

Here we discuss and evaluate these capacitance compo- 
nents in order to clarify physical images. When electrons are 
degenerate at sufficiently low temperatures, and when the 
density of states can be expanded in the vicinity of pj, Eq. 
(IO) is approximated by a power series of kT, 

2 d2 
+ % (kTj2 g Dj[Pj vQj 7 Vj(S)I 

J 

+ & r4(kTj4 $DjLPj>Qj>Vj(s)]+*** 
I 

-e”DjCluj,Qj,vj(s>lsj,. 
1 

sji 

(15) 

SVj, directly shifts Dj[E,Qj , Vjo,Uj(Sj] along the E axis, 
and changes the effective interval of integration yielding the 
first-order contribution. However, the contribution of GUj(s) 
is expressed as 

IS sDj[E~Qj,VjO~uj(sjl 
s"j(s) Suj(s)dsf(pj ,E)dEv 

and if the functional derivative portion does not strongly 
depend upon s (which we can ex’pect in many cases) the 
first-order contribution has the tendency to be cancelled due 
to the relation J Suj(s)ds=SJuj(S)dS=O. Consequently, the 
dominant contribution to CC ’ is transformed to 

SS 
SDjLE,Qj, Vj~,uj(S>] Juj(s> 

“j(‘j ~ dsf(,ujuj,E)dE 
aQi 

Note that the dominant contribution to Co at low tem- 
peratures is the density of states of carriers at the Fermi 
surface. This contribution is related to the fact that the carrier 
is the Fermion and obeys the Pauli principle, as Luryi7 has 
pointed out. In order to accommodate more carriers in a lim- 
ited space of the small conductor, higher-energy states must 
be exploited lifting the chemical potential. At high tempera- 
tures where the carrier distribution obeys the Boltzmann dis- 
tribution, Bq. (10) is reduced to 

-t-- 
eSDj[E,Qj,Vjo,uj(s)] 

@(Pj,E) dE 
dPj 

s 
JDJE,Qj,Vjo,uj(‘sj] “Vjo 

avjO .f(Pj ,EjdE a~i 
Fe 

V (Pj *El dE 
eSDjiYE~Qj~Vjo,uj(s)I dPj 

dVjO =- 
aQi ’ (17) 

cw 

The capacitance component is proportional to the electronic 
charge present in the conductor, and increases as the applied 
bias voltage is increased to increase the charge. 

The Cc component in Eq. (12) is evaluated as follows. 
Instead of Vj(sj, we here introduce another set of variables: 
the mean value of Vj(S), i.e., Vjo”JVj(s)dsll ds, and the 
deviation from the mean value denoted by Uj(S)= Vj(S) - Vjo. 
Accordingly, the variables that regulate the value of the 
density of states shift from E, Qf , and Vj(S) to E, Qj, Vjo, 
and uj(sj. [Note that the relation Suj(S)dS=O decreases 
the degree of freedom by unity and the total number of in- 
dependent variables is conserved.] V,(S) is the potential 

In a classical perfect conductor system where the electric 
potential is constant over each conductor and the charge is 
localized on its surface, Vjo naturally coincides with the 
electric potential of the conductor and it is trivial that Cc 
gives the conventional capacitance matrix. In the realistic 
system with the same geometry, there is no guarantee that 
Vjo coincidens with the classical electric potential of the con- 
ductor and Cc does not gener~ly coincide with the classical 
capacitance value. However, Cc gives the capacitance con- 
tribution from the insulator regions between those conduc- 
tors and we can regard it as the extended concept of the 
classical capacitance. In the case of 2DEG layers such as the 
inversion layer of the metal-oxide-semiconductor (MOS) 
junction or the electron gas layer at the interface of the 
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AlGaAs-GaAs junction, the system is uniform along the 
layer interface. The electric potential at the surface is ex- 
pressed by Vjo alone and we do not need to introduce uj(s). 
Cc reduces to a two-body capacitance value Cc and coin- 
cides with the classical capacitance. 

The expression of the c, component is also simplified. 
If we remember that the density of states is expressed as 

where &?3- *a.) denotes the S function and Elj[Qj, V,(S)] is 
the Zth electronic energy level, the denominator of Eq. (11) is 
transformed to 

I dDjiIE$ Qj, Vj(S)I 
aQj f(Pj vE)dE 

= 
s 

ax,s(E-EIj[Qj,Vj(s)I} ftp EJdE 
dQj j, 

=-- I C ~{E-E~~CQj,vj(s>I> 1 

(18) 

When electrons are degenerate at low temperatures, 
J.fCPj sE>lJPj has a sharp peak at E= p, . If 
dEu[Q, ,V,(S>]/dQ, is well behaved for variation of I, its 
value at Erj[Qj, Vj(S)]“~j is substituted for this factor and 
we obtain 

.+ 
WQ)jP - 

i 
l?ji * (19) 

For a more general case, if we define an average of a quan- 
tity g over states in the neighborhood of Fermi potential as 

SDJE,Qj ,Vj(S)IgCJf(Pj ,E)lJt-LjldE 
* JDi[E,Qj 9 Vj(S)][df(pj ,E)ldpj]dE ’ (20) 

then Eq. (11) is rewritten as 

n 
(CQ)jl= - 

i 
@l) 

The meaning of this component is clarified with a famil- 
iar example. Suppose a metal-oxide-p-type-semiconductor 
juncti’on is biased with the positive bias on the metal elec- 
trode. The semiconductor part includes negative electronic 
charges, which are trapped at each acceptor atom site form- 
ing the localized charge of uniform charge density (- eN,) 
where NA is the acceptor concentration, and give rise to the 
depletion layer as is illustrated in Fig. 2. The applied bias Vg 
is assumed to be not so large as to cause the inversion layer. 
The eQ component for the semiconductor region of unit in- 
terface area, which we denote with CQ simply, is easily 
evaluated. with use of the depletion layer approximationin 
evaluating the potential distribution, the energy E of an elec- 
tron at x is approximated as 

metal oxide p - senniconductor 

FIG. 2. Energy band diagram of the metal-oxide-p-semiconductor junc- 
tion. The gate bias voltage V, is applied and the charged acceptors near the 
interface form the depletion layer. 

e2 
(22) 

where es is the permittivity of the semiconductor, d is the 
width of the depletion layer, Eh is the binding energy of the 
acceptor level with respect to the valence-band maximum, 
and E,, is the energy of the valence-band maximum at the 
semiconductor interface. The energy is not the result of a 
self-consistent field calculation, but it reflects the classical 
electrostatic potential distribution and the result of Sec. II is 
applicable. The electronic charge per unit area denoted by q, 
which is equal to Q, the total charge per unit area here, is 
approximated by (- eNAd), and Eq. (22) leads us to the 
expression of the density of states per unit area designated by 
W&Q), 

1 
DC&Q) = 

~(2e2/~,NA)[(Q’12~,NA)+EO+Eb-E]’ 

Q2 
Eo+E,rE6 2E,NA +Eo+E,,. (23) 

Variation of Q induces the shift of D(E,Q) along the E axis, 
and with use of 

WE,Q) = WE,&) (-= WE,Q) ed 
dQ dE esNA dE E,’ 

Eq. (11 j yields Cp = (6,/d), the depletion layer capacitance. 
Note that the contribution of this term to the total capaci- 
tance Eq. (14) vanishes as (d-+0), even if (Q#O); (i.e., 
NA+~0). The term C, gives a nonzero contribution when the 
charge distribution is extended inside the conductor region 
without localizing on the surface. 

In the present case this is fulfilled by the electron trap- 
ping at the spatially distributed acceptor site. There are also 
some other cases that cause nonzero contribution of this 
term. When the potential barrier at the interface between the 
conductor and the insulator is high enough, the wave func- 
tion at the interface vanishes and the electronic charge dis- 
tribution is effectively pushed inside the conductor region. 
The electronic interaction through the Coulomb repulsion 
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s 

and the exclusion effect due to the Pauli principle will also 
promote the delocalization of the electronic charge. The spa- 
tial distribution of the charge gives rise to the spatial distri- 
bution of the potential energy, and the charge increment 
brings about the variation of potential energy distribution 
pushing up and down the electronic energy levels causing the 
variation of the density of states. 

The Ce component of the MOS inversion charge layer is 
estimated based on a simplified model. Suppose that the in- 
version charge is trapped in a triangular potential well at the 
MOS interface. The energy level El of the trapped electron is 
expressed ast2 

EI=a(Z)lF12’3=ge[FIZI, (24) 

where a( I) is a constant including the quantum number 1, IFI 
is the magnitude of electric field constituting the triangular 
well, and Z, is the mean separation of the Zth energy level 
charge from the MOS interface. The field distribution near 
the MOS interface is controlled by the charge distribution 
there. If we adopt the weighted average of the field value 
nearby as the effective triangular field, we obtain’ 

,FI=IF*l+ !!?! 26,’ G-5) 

where IF01 is the value of IFI without the inversion charge 
and 4 is the permittivity of the semiconductor. Noting that 
an increment of Q reduces the number of inversion electrons 
and causes the reduction of IFI, we obtain 

(26) 

The factor 2 in the numerator of the right-hand side of 
Eq. (26) is due to the fact that the electric field JFI that 
confines the inversion charge is originated from the charge 
itself. 

From the experimental point of view, the magnitude of 
these quantities is of critical interest and we present the order 
of magnitude. With use of the density of states of a two- 
dimensional subband, the maguimde of the CD component 
for (100) silicon MOS junction at low temperatures is esti- 
mated to be -l.6X1014 (e/V.cm’). The magnitude of the 2, 
component -(ei/ti), where ei and ti are the permittivity and 
the effective thickness of the insulator region, respectively, is 
-4.3X 1012 (e/V.cm2) if we assume that the insulator is SiOp 
and tj-5 nm. The k, component is estimated to be 
-5.2X 1013 (e/V.cm’) with use of the value .Z1-2.5 nm for 
the Si inversion layer.12 Co and CQ are, respectively, about 
37 times and 12 times as large as Cc. For a one-dimensional 
electron gas system exemplified by the quantum wire, elec- 
tronic states consist of one-dimensional subbands. For sim- 
plicity, we assume that the cross section of the wire is circu- 
lar and an external electrode facing the wire is, set across an 
insulator layer in a concentric geometry. The Co component 
per unit length for a (lOO)-oriented Si wire with the radius 
rl=5 nm is estimated to be -6.9X107 (e/V.cm), when the 
Fermi potential is at the bottom of the second subband. For 
other capacitances, 

Cc-2?T(rl+0.5tj)(Ej/tj)=2.0X lo7 (e/V-cm), 

and 

CQ-2rr(r l -0.521)(2Es/21)=1.2X108 (e/V-cm), 

if we use the same parameters as in the MOS junction. Note 
that these three contributions have come closer to the same 
order of magnitude. As an example of the zero-dimensional 
electron system, we assume a Si spherical quantum dot of the 
radius r2=5 nm covered with both the insulator layer of 
thickness ti and the opposing electrode set in a concentric 
geometry. Electronic states in the dot consist of discrete en- 
ergy levels and the Co component is approximated by 
cD -2g,e2/AE, where the factor 2 and g, give the spin and 
the valley degeneracy, respectively, and AE gives the aver- 
age level spacing. Taking account of the level degeneracy, 
we obtain Co -390 (e/V). Other capacitance components are 

Cc-4rr(r2+0.5tj)2(Ej/tj)=30 (e/V) 

and 

CQ-4rr(r,-0.5ZJ2(2~,/ZI)=91 (e/V). 

The ratio of Co to Cc seems to have increased from the 
quantum wire to the quantum dot but this is because the 
estimation has not been carried out on the same basis. Any- 
way, these estimated values suggest that the contribution of 
Co and C, will be by no means negligible in future ultras- 
mall microstructures. So far, we have discussed the case 
where the conductor is of the semiconductor Si. In case of 
metallic conductors where the carrier density is very large, 
the contribution of Co and C, in Eq. (14) tends to be far 
smaller due to the large density of states at the Fermi surface 
as well as the short screening length. 

B. Application aspects 

When the present result is applied to actual circuit net- 
works, we should be careful that the direct application of Eq. 
(14) may cause apparent difficulty. If we constitute the ma- 
trix C, as an assembly of the two-body capacitance Cc(i,j) 
and want to evaluate the total capacitance of the system 
giyen by Eq. (14), we need to express the matrix eIement 
(~C>ij in terms of C,(i,j). TJre most simple rearrangement 
(G!>ij= q,jc&x and (C,),; -C,(i,j) (i~j) Will 

lead us to det(C,) =0 and to the absence of the inverse ma- 
trix. This is because the network of the two-body capacitance 
demands that xiQi=O and this has reduced the degree of 
freedom of the system. To avoid such a situation, we rear- 
range Cc explicitly specifying the potential level of one cir- 
cuit node (e.g., the ground level) so as to reduce the effective 
number of the node, but then the equivalence of each circuit 
node is lost. A simple solution to hold the equivalence con- 
sists in the diagrammatic method. Suppose that the matrix 
Cc is constituted with the two-body capacitance and is ex- 
pressed around the jth node as the left-hand-side part of Fig. 
3. The total capacitance is easily evaluated by directly re- 
placing the jth node with the one in the right-hand-side part 
Of the figure. CDj and CQj are those components of the jth 
node defined by Eqs. (10) and (II), respectively. In evalua- 
tion of the circuit response, the condition that the hypotheti- 
cal circuit nodes j’ and j” accommodate no charge, i.e., 
Qj’=Qjlr=O (1 GjGn) should be considered. 
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FIG. 3. The capacitance network in an +ctrical circuit is usually organized 
with two-body capacitances. When the C, component of capacitance around 
the jth node is expressed as the left-hand-side part of the figure, the dia- 
grammatic solution consists in replacing it by the right-hand-side part of the 
figure and computing the capacitance. 

The charging energy of the capacitor’system is briefly 
discussed. Let us assume that the capacitor is charged up 
at a constant temperature in equilibrium with the external 
reservoir. Since the free-energy increment is expressed as 
dF= -S dT+Xipu, dNi, where S is the entropy, the free- 
energy variation in the isothermal charging is 

dF=C 4i dQfa 
i (27) 

In case the charging process is performed without ex- 
changing the heat, we should apply the idea of the adiabatic 
charging. The internal energy increment is expressed as 
d U = T dS + C,.,LL~ dNi and the condition dS =0 leads us to 

dU=C di dQi* 
i (28) 

Note that the adiabatic charging generally brings about the 
variation of the temperature. The charging energy of the sys- 
tem is easily computed with use of these expressions com- 
bined with Eq. (131, if the capacitance is given as a function 
of the electrode potential. Another charging process is pos- 
sible where the capacitor is charged up with high-energy 
electrons and the excess energy is dissipated inside the ca- 
pacitor; but, such a nonequilibrium charging process is out of 
scope of this article. 

Now we examine a specific example of the quantum dot 
coupled with the classical electrode as is shown in Fig. 4. 
The capacitance is charged up or discharged by varying the 
number of electrons in the quantum dot in some way or 
other. Such a configuration is frequently used in single elec- 
tron transistor devices.” It is also important for ultrasmall 
circuit application of the present theory. This example in- 
cludes the &function-type density of states, whose aspect is 
absent in the one-dimensional or the two-dimensional elec- 
tron gas system and we need a special consideration for it. 
T-O is assumed for simplicity. The capacitance is defined 
here as the differential coefficient of charge as we see in Eq. 
(13). We first assume that the circuit node is continuously 
charged up neglecting the fact that the charge is quantized 
with e. Suppose that the quantum dot has the &function-type 
density of states D(E) -with its peaks located at E, , 
E, ,E2,... . The local origin of energy is set at the level of the 

Classical 
Electrode 

Quantum 

FIG. 4. A quantum dot coupled with the classical electrode biased to the 
ground level. 

conduction-band bottom averaged over the surface of the 
dot. The electric potential of this level is denoted with V,. 
The system origin of energy is set at the classical electrode. 
The dot charge (denoted by Q) dependence of the density of 
states is neglected for simplicity and the contribution from 
the C, component is absent. If we assume that the C, com- 
ponent which depends on the geometry is a constant Cc, we 
obtain Q= CcVo . Q consists of the fixed ionic charge Qion 
and the variable electronic charge 4. The value of 4 is varied 
by e as each energy level is filled up with an electron. If the 
chemical potential of the quantum dot ,U shares the origin 
with D(E), the electrode potential 4 of the dot measured 
from the system origin is expressed as 4=V,- p/e. The 
total capacitance C= (C,’ + C, ‘j-l, where CD = q”D(p), 
is plotted as a function of p in Fig. 5(a). Note that the figure 
is modified as is shown in Fig. 5(b), if we replot it as a 
function of 4. This is because 4 increases continuously 
while a single energy level is filled up with ,X fixed at the 
same level. In actuality, the value of 4 is varied stepwise by 
e, and therefore 4 is varied discretely. For example, if 4 is 
decreased from (Qi,,-e)lCc-Eels (the level E, is just 
filled) to (Qi,,--2ejlCc-El/e (the level El is just filled) by 
[A4l=(E,--Ea)le+elC, and Q-is decreased by lAQl=e 
the capacitance value observed is not the curve of Fig. 5(b) 
but the averaged value, 

IAQI e2 
c=TGJ= (El-Eo)+(e’lCc) 

(2% 

The charging free energy is calculated with Eq. (27). 
Noting that dQ = C d+ where C is a function of c$ shown in 
Fig. 5(b), we can integrate Eq. (27) to give the free energy as 
a function of 4 in Fig. 6(a). The value of the free energy at 
+=QiJCc is expressed in a form of fa-l- (Qi,J’/(2Cc) with 
some constant fa for convenience. Figure 6(a) is rearranged 
as a function of the discrete variable 9 as is shown in Fig. 
6(b). 

Let us examine how this discussion will be modified 
when the Q dependence of the electronic states in the quan- 
tum dot is considered. This effect. is due to the electron- 
electron interaction inside the dot and causes the contribution 
of the Co component. In the framework of the many-body 
theory approach also, the concept of the chemical potential is 
useful and we can express the capacitance with use of it. The 
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FIG. 5. The capacitance of a quantum dot electrically coupled with the 
classical electrode: (a) The capacitance as a function of the chemical poten- 
tial y measured from the averaged dot surface potential; (b) the capacitance 
as a function of the dot potential 4 measured from the ground level. 

origin of energy is the same as before. The average capaci- 
tance during charging from the N-particle state to the 
(N+ 1)-particle state is 

IAQI 
‘=m= (e/C,j+{[p(N: lj-p(N)]le)’ (30) 

Equation (30) is further transformed in the one-electron 
picture. We denote the energy level of each one-electron state 
as E&f),E,(N),E,(N),... where N particles are included in 

f +Q& 
O 2cc 

@ion-Cl2 fo +- +Eo 

\ 

T 
‘\ 

‘\ 
‘\ 

(Oion-232 fo+~+EO+E, 

(o,,-332 
to+-+E,,tE,+E2 

2cc 

(W 

FIG. 6. The charging free energy of a quantum dot: (a) The f&e energy as 
a function of the dot potential 4 measured from the ground level; (b) the 
tiee energy as a function of the electronic charge on the dot 4. 

the quantum dot. The above p(N) in the many-body ap- 
proximation corresponds to EN- t(N) in the one-electron ap- 
proximation, and Eq. (30) is rewritten as 

1 
c= (31) 

1 

i 

e’ -1 

-+ 
cc E,(N) -EN- I(N) i ( 

e2 -1’ 

+ 
EdN+ 1) - EdW 

Note that this expression is basically equivalent to Eq. (14). 
The first term in the denominator of the right-hand side of 
Eq. (31) shows the contribution of the Cc component. The 
second and the third terms there, respectively, give the con- 
tribution of the C, and the Co component, as is easily veri- 
fied by comparing these terms with Eqs. (15) and (19). 

IV. SUMMARY 

The capacitance of the microstructure is discussed taking 
account of the electron-electron interaction in the self- 
consistent field approximation. It was clarified that it consists 
of three components serially connected. One is the analog or 
the extension of the classical capacitance, which is basically 
due to the separation of conductors across the insulator re- 
gion (Cc). The other two are due to the quantum-mechanical 
effects. One of them (CD) is proportional to the electronic 
density of states at the Fermi potential of the conductor in 
low temperatures. At the room temperature this portion is 
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proportional to the electronic charge in the conductor. The . 
other one (2,) is the contribution from the spatial distribu- 
tion of charge in the conductor and is due to the delocaliza- 
tion of charge off the surface into the bulk of the conductor. 
These two components have only the self-capacitance con- 
tributions. In the classical electrostatics, the contributions of 
CD and Ce vanish leaving Cc alone because they are infi- 
nitely large [Eq. (14)]. The order of magnitude is estimated 
and it was shown that the contribution of those quantum- 
mechanical capacitances cannot be neglected in ultrasmall 
microstructures made of the semiconductor. The charging en- 
ergy~ is briefly discussed and an example of charging a quan- 
tum dot is examined. 
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