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For 3He submonolayer solid adsorbed on Grafoil, the evolutions of the adsorption structure and of
the competition of multiple-spin-exchange interactions with increasing areal density are discussed. The
discrepancy of the heat-capacity exponent from the normal value, 22, is considered to show the strength
of the competition. We give various discussions to explain the density dependence of the competition,
the sudden change of the exchange frequency, and other observations. There we propose the structural
phase diagram constructed from the simulations and the possible zero-point vacancies.
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Much attention has been attracted to the low-dimensional
frustrated quantum spin systems. 3He solid film physi-
sorbed on a graphite surface is one of the most ideal two-
dimensional (2D) quantum spin systems [1]. The facts that
the magnetism is dominated by the multiple spin exchange
(MSE) interactions and the frustration is strengthened by
the MSE competition are striking features of this system
[1–3]. The magnetism changes as ferromagnetic (FM)-
antiferromagnetic (AFM)-FM in the submonolayer [4] and
as AFM-FM in the second layer [5] with increasing areal
density. These evolutions have been understood qualita-
tively with the different density dependencies of each MSE
[2] and with the suppression of the two-spin exchange
by the corrugation of the adsorption potential at the low-
density region of the submonolayer [4]. However, the de-
tailed mechanisms are not clearly understood which causes
the sudden change from AFM to FM within the rather nar-
row density regime followed by the ferromagnetic peak of
the exchange frequency J [4–6]. That would be mainly
due to the lack of knowledge of the adsorption structures.
In this Letter we give discussions about the evolutions of
the adsorption structure and of the MSE competition with
increasing density, and examine them by comparison with
some experimental observations.

The frustration parameter z � 2�J4 2 2J5���J2 2 2J3�
introduced by Roger et al. [3] is a measure of the strength
of the MSE competition or the importance of higher order
MSEs. Here Jn is the n-spin exchange frequency. While
the z value for the second layer 3He has been obtained
by them, no z value for the submonolayer has yet been
obtained. On the other hand, anomalous temperature (T)
dependence of the heat capacity (C), C ~ Ta�a � 21�,
is observed in wide temperature and density ranges, in-
stead of C ~ T22 behavior expected for any localized spin
system in the high temperature limit. The experimental
details are described in Ref. [7]. There the anomalous T
dependence of C is attributed to the strong MSE compe-
tition and some supporting evidence is discussed. Here
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we further advance the thought and adopt the model that
the discrepancy of a from the expected normal value, 22,
can be considered as a frustration parameter showing the
strength of the MSE competition. According to this model
the behavior of a shown in Fig. 1 indicates that the MSE
competition is strong at almost the whole density range.
One of the reasons for the strong competition is the strong
adsorption potential, which restricts the exchange tunnel
paths in 2D space more strictly and suppresses the MSEs,
especially the fewer body MSEs. The strong corrugation
of the adsorption potential, whose amplitude is about 40 K
in the first layer [8], increases the exchange barrier height
and suppresses the MSEs. That must also affect the MSE
competition.

In Fig. 1 several distinctive structures of a can be seen:
(A) a gradual increase at r & 6.5 nm22, (B) a steep drop
near r � 7.5 nm22, and (C) a spike around r � 8.5 nm22.
In the following we examine these features of a as the
change of the MSE competition discussing the evolution
of adsorption structure.

FIG. 1. The exponents (a) of heat capacities (C) of submono-
layer 3He films as functions of areal density (after Ref. [7]).
Some distinctive structures can be seen where marked by
arrows.
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The gradual increase of a at r & 6.5 nm22 (A) can be
thought to result from the decrease of the zero-point
vacancies. Slightly below the density of the
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(6.4 nm22) vacancies are expected to exist [9], although no
direct evidence has been observed until now. In the heat-
capacity measurements of 6.1 and 6.4 nm22 3He films no
heat-capacity contribution from the fluid phase is observed,
but the bump structures around 20 mK are observed [7].
The observed bump height of about 0.1 mJ�K is too small
for the formation of the “thermal” vacancy. For example,
at 6.1 nm22 the heat-capacity peak of the vacancy forma-
tion should be about 10 mJ�K. Even down to about 0.1 mK,
which is the order of the exchange frequency, no anoma-
lous heat-capacity behavior suggesting the formation of
thermal vacancies has been observed. So, the possible va-
cancy is the ground-state (zero-point) vacancy practically.
The observed heat-capacity bumps are likely due to the
spin polaron effects induced by the zero-point vacancy
[7,10]. The vacancy must facilitate the spin exchange,
especially two- or three-spin exchanges which are sup-
pressed by hard-core repulsion without vacancy. So the
existence of vacancy should weaken the MSE competition.

In the density region above 6.4 nm22 the adsorption
structures have not been confirmed experimentally. Grey-
wall and Busch (GB) have proposed a phase diagram
assuming some registered solid phases and the incommen-
surate (IC) phase [6,11]. Lauter et al. have proposed the
existence of the domain wall phase [12]. However, these
predictions failed to explain the sudden FM peak of J.
Here we seek a more reliable phase diagram based on
simulations. Unfortunately it is difficult to make a compre-
hensive study of all structures. So we obtain the structural
phase diagram based on the calculations of adsorption en-
ergy in several limited but plausible structures and examine
that by comparing with experimental observations.

One candidate of plausible structure is the domain wall
structure. It must evolve from the striped one to the honey-
comb one with the increase of density. Within the honey-
comb domain wall (HDW) structures the �3n 1 1� 3

�3n 1 1� (n, integer) series is expected to be more stable
than other series. For example, the 10 3 10 and 7 3 7
HDW structures have the areal density of 7.07 nm22 and
7.41 nm22, respectively. Between and below these areal
densities the adsorbed system is described by the network
of similar heavy domain walls.

We propose other honeycomb structures schematically
shown in Fig. 2. The 12�36 � 1�3 structure is the

p
3 3p

3 phase. We propose that when atoms are added the hon-
eycomb structures of 3He atoms indicated by thick lines
survive. The density increases only inside each hexagonal
cage as shown in Fig. 2. The 12�36 � 1�3, 13�36, 14�36,
and 15�36 phases correspond to the density of 6.37, 6.90,
7.43, and 7.96 nm22, respectively. In the intermediate re-
gion of these densities two of these phases are supposed
to coexist. We call these structures “honeycomb cage”
structures for convenience. We can imagine other sizes of
185301-2
FIG. 2. The proposed “honeycomb cage” adsorption structures
of the submonolayer 3He films on graphite. The dots show the
positions of carbon atoms, and the small honeycombs show the
lattice of graphite. The grey circles are 3He atoms.

honeycomb cage structure, but they seem unstable and do
not appear.

We calculated the energy of adsorbed 3He atoms on
graphite for these structures by the path integral Monte
Carlo simulation under the periodic boundary condition.
The details of the method and the results of the calculation
will be described elsewhere. The calculated adsorption
energies per atom are shown in Fig. 3. Although the cage
structures have never been observed in any adsorbed sys-
tem, our calculations show that they are more stable than
the HDW at the higher density region.

Now let us consider the evolution of structure. When
the density is increased from the
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3 phase, the

FIG. 3. The adsorption energies per 3He atom for the honey-
comb domain wall structures (squares) and honeycomb cage
structures (circles) calculated by path integral Monte Carlo
simulations.
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striped domain wall structure appears and then evolves
to the HDW structure. The cage structures then appear.
Here the HDW structure (10 3 10) and the cage structure
(14�36) seem not to coexist because of the large bound-
ary energy. So a second-order structural phase transition
should occur at r � 7.2 nm22. The energy evolves as
shown by the thick line in Fig. 3. In the sufficiently higher
density the cage structure must give way to the IC triangu-
lar structure. Unfortunately we cannot calculate the energy
of the IC phase under the periodic boundary condition; that
is, we cannot predict the density of the cage-IC transition.
However, it seems plausible to expect that the 15�36 cage
structure is unstable, since the nearest atomic distance in-
side the cage is small as shown in Fig. 2. When even an
excess 3He atom was added to the 14�36 structure on a
platelet of graphite, the cage structure would collapse into
the IC structure simultaneously on the whole platelet or at
least over a fairly large area. However, the collapse would
not occur simultaneously on all platelets because of the fi-
nite distribution of the platelet size of Grafoil. That would
occur at first on the largest platelet, then successively on
the smaller. For the transitions on the smaller platelets,
excess 3He atoms must be added to the system. That is,
the structural phase transition to the IC phase has a finite
range of areal density, and the fraction of each structure
does not change linearly with the density. The structural
phase diagram at absolute zero temperature discussed here
is schematically shown in Fig. 4. The transition between
the HDW and the cage structures also takes place gradually
due to the platelet size distribution. However, the range of
transition is expected to be rather narrow. In Fig. 4 this
range of transition is omitted for simplicity.

Here we examine the obtained phase diagram by com-
parison with experimental observations. GB observe kinks
in the heat capacity isotherms at T � 2.5 and 5 mK at
r � 6.4, 7.1, and 7.4 nm22 [11]. These densities coincide
with the boundaries of our phase diagram within the errors.

FIG. 4. The proposed phase diagram at absolute zero tempera-
ture. The vertical axis shows the proportion occupied by each
structure. The coexistence of the
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3 and 10 3 10 struc-

tures or of the honeycomb domain wall structures means the
domain wall network structures or the striped structures.
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The almost linear density dependence observed between
kinks [11] is also in agreement with the supposed situation
of the two-phase coexistence. GB observe weak kinks also
at r � 8.0 nm22 [11]. On some small platelets of graphite
the 14�36 phase might survive up to the density of the
15�36 phase (7.95 nm22). These observed features in the
isotherms should correspond to the change of the exchange
frequencies. GB also observe a sudden jump at r �
7.1 nm22 in the heat-capacity isotherm at T � 200 mK,
which cannot be explained by the phase diagram proposed
by them. In our phase diagram that is also explained as
the sudden change of the Debye temperature due to the
structural phase transition. In the measurements of the
melting temperatures noticed with heat-capacity peaks by
the Seattle group, sudden jump and kink are observed at
r � 7.1 nm22 and 7.5 nm22, respectively [13]. They also
seem to correspond to the phase boundaries. These experi-
mental observations support our proposed phase diagram.

Let us return to the problem of the MSE competition
or of the features of a. Although we have not measured
the heat capacity at 6.6 nm22 , r , 7.5 nm22, a seems
to decrease suddenly at r � 7.5 nm22 (B). This behavior
of a cannot be explained with GB’s phase diagram as-
suming two-phase coexistence at this density [6,11]. Exis-
tence of a simple domain wall phase [12] also cannot ex-
plain that. In our phase diagram this density corresponds
to the phase boundary of the commensurate (C)-IC transi-
tion. In the IC phase the effects of the potential corrugation
must be weaker than in the cage phase, because the bar-
rier due to the corrugation becomes shallower practically.
Whether it strengthens or weakens the MSE competition is
a delicate problem. Although the recent WKB calculation
shows that the potential corrugation makes only the two-
and three-spin exchanges relevant at the
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[14], the observed sudden decrease of a indicates that the
MSE competition is weaker in the IC phase in contrast to
the case of the

p
3 3

p
3 phase. That is, the higher order

MSEs become less important with the C-IC transition. Fur-
thermore, in the IC phase the suppression of the MSEs by
the corrugation must be much weaker than in the C phase.
Considering also the predominance of the three-spin ex-
change over the two-spin exchange due to the rather high
density, the sudden increase of J as the result of the C-IC
transition seems a natural consequence. The phase bound-
ary between the 14�36 and the IC phases schematically
shown in Fig. 4 gives an abrupt and not linear increase of
J with density. When the IC phase covers almost all the
surface J must start to decrease. These arguments coincide
with the experimental observations [4].

Figure 1 shows that the MSE competition varies even
in the IC phase, especially the spike at r � 8.5 nm22 (C)
indicates the marked decline of the MSE competition. It is
interesting that r � 8.5 nm22 is very close to the density
of the 4�9 structure, 8.49 nm22. The expected adsorp-
tion structure of the 4�9 is schematically shown in Fig. 5.
One-fourth of the atoms (B atoms, dark grey colored) are
185301-3
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FIG. 5. The expected 4�9 adsorption structure of 3He on
graphite. For the three-spin exchange of bright grey colored
circles (shown by arrows), the corrugation of the adsorption
potential cannot be the barrier.

adsorbed on the most stable hollow site, while the rest (A
atoms, bright grey colored) exist on the saddle point. For
the three-spin exchange of A atoms the potential corruga-
tion cannot be the barrier exceptionally. So the three-spin
exchange dominates and higher order MSEs are negligible.
That is why the normal behavior of C is observed at this
density. Our path integral Monte Carlo simulation con-
firms that the structure shown in Fig. 5 is stable and the
wave functions of 3He atoms spread to the direction of the
three-spin exchange tunneling path. Although in the mag-
netization measurement around r � 8.5 nm22 no anoma-
lous behavior was observed [4], precise density adjustment
would be required.

Also in the second adsorbed layer of 3He, similar cage
structures based on the 4�7 structure [15] and the cage-IC
structural phase transition could be expected. The transi-
tion is expected to occur between 7.39 , r2 , 7.92 nm22

(19.7 , r , 23.1 nm22). Here r2 is the second-layer
areal density [16]. The upper and lower densities cor-
respond to the 14�21 and 15�21 structures, respectively.
The exchange frequency would start to increase with the
appearance of the IC phase and become maximum when
almost all the cage structure collapsed into the IC phase.
This agrees with experimental observations [5,6]. The
gradual decrease of a between r � 7.3 and 8.0 nm22 [7]
which shows similar behavior with lnz [3] also agrees well
with the argument that in the IC phase the MSE competi-
tion becomes weaker than in the C phase. That is, we can
consider the same scenario with the submonolayer.

Our proposed hypothesis on the structure must be proved
by systematic numerical calculation considering also
dynamic adsorption structures. The direct observations
by neutron diffraction experiments or by scanning micro-
scopes, etc. are desirable. The theoretical calculation of
the various exchange frequencies according to the present
hypothesis with the potential corrugation will make clear
the whole picture of the magnetism of adsorbed 3He films.

To summarize, some specific features in density depen-
dence of a, the exponent of heat capacities of 3He sub-
monolayer solid films adsorbed on Grafoil, are discussed.
a is considered as the frustration parameter showing the
strength of the MSE competition. We explain the fea-
185301-4
tures by taking into account the evolution of the adsorption
structure. For this purpose the structural phase diagram
and the existence of zero-point vacancy are proposed. Our
model can also explain qualitatively the appearance of the
sudden ferromagnetic peak of the exchange frequency and
other general aspects of many experimental observations.
These facts support our interpretation that the exponent a

reflects the strength of the MSE competition.
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