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Chapter 1

Introduction

The study of distance measurement in computer vision plays an essential role in imple-
menting automated driving technology, and accurate distance information to people, other
vehicles, and obstacles around the vehicle is required. Various measurement and sensor
modalities have been researched and developed to realize the above tasks. One of the major
challenges in distance measurement is that measurement methods provide incorrect distance
information even in weather conditions and environments that are sufficiently visible to hu-
mans, such as light fog and underwater. Time-of-Flight (ToF) cameras used for distance
measurement, are known to produce erroneous measurement results because the reflected
light from the target, which should have been obtained, is added to the light scattered by
the fog [2, 3, 4, 5, 6].

Our experiments verify that information about amplitude and phase in the ToF measure-
ment results changes depending on the scattering, based on the ToF renderer’s results [1].
This study will construct a lookup table based on the rendering results to extract depth
information from the scene measurement results with distractors and verify whether correct
depth can be obtained.

Our main contributions in this study can be summarized as follows:

• Investigation of the tendency of ToF measurements to be distorted in the presence of
scatterers (chapters 5 and 7, appendix A).

• Creation a look-up table for depth estimation in scenes with scatterers (chapter 5).

• Confirmation of the effectiveness of the proposed method using simulation experiments
(chapter 6).

This thesis consists of eight chapters. Chapter 2 describes previous studies in computer
vision dealing with scenes with scattering and clarifies the position of this research. Chapter
3 describes the method and principle of ToF measurement. Chapter 4 describes the pha-
sor representations and phasor distortions. Chapter 5 describes the verification of phasor
distortions in scenes with scatterers using the ToF renderer [1]. In addition, this chapter
describes a depth estimation method using a look-up table. In chapter 6, the discussion of
this study is presented. In Chapter 7, the discussion of this study is presented. Chapter 8
is a summary.

1



Chapter 2

Related Work

In computer vision, analyzing scenes where fog-like scattering occurs has been an important
research topic. This chapter introduces related work on scattering and clarifies the position
of this study by classifying it into three types of scene analysis methods: removing effects
of scattering (section 2.1), scene analysis using effects of scattering (section 2.2), and scene
analysis without effects of scattering (section 2.3).

2.1 Removing effects of scattering

The presence of scattering agents in a scene, such as fog, muddy water, or rain, has a
significant impact on the measurement results of cameras and other sensors, even when
the weather and environment are sufficiently visible to humans. Methods for removing
scattering effects in the scene and sharpening the image have been proposed to address
this problem. Methods for removing the effects of scattering and analyzing a scene can be
classified into two categories: methods using RGB cameras and algorithms (section 2.1.1),
and methods using special hardware and algorithms (section 2.1.2).

2.1.1 RGB camera and algorithms

Typical examples of methods using RGB cameras and algorithms are He et al. [7], Berman
et al. [8], Cai et al. [9], Narasimhan et al. [10].

He et al. [7] proposed a method called Dark Channel Prior. This method focuses on the
lowest value in the subregion of the captured image to remove the effect of fog. Berman
et al. [8] proposed a method to remove scattering effects, noting that in scenes with fog,
lines called haze-line are formed in RGB space when the same color is placed at different
locations. In these methods, the effect of scattering is removed from the image based on
color information, but since the image is obscured by scattering, there is a problem that
the accuracy varies depending on the scene being photographed.

Cai et al. [9] proposed a method to remove the effects of scattering such as fog using a
folding neural network, a deep learning method. A problem with deep learning methods is
that they are dependent on the training data, and it is difficult to explain how accurate the
depth estimate can be.

Narasimhan et al. [10] proposed a method to remove the effect of scattering from an
image based on both user input and image information.
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2.1.2 Special hardware and algorithms

The method of special hardware and algorithms includes the ToF camera method [2, 3, 4,
5, 6], the projector method [11], the projector and camera array method [12], and the RGB
camera and light detection and ranging (LiDAR) sensor fusion method [13]. Gupta et al.
[2] proposed a ToF measurement method that is robust to multi-path interference problems
such as inter-reflections by using a phasor imaging to represent the value measured by a ToF
camera. Muraji et al. [3, 4, 5] proposed a ToF measurement method that is unaffected by
fog by performing ToF measurement at multiple modulation frequencies. Suzuki et al. [6]
designed a ToF measurement method that is not affected by fog, noting that the measured
values of each reflectance vary due to the effect of the fog.

Narasimhan et al. [11] used structured illumination to remove scattering effects, and
Levoy et al. [12] proposed a synthetic aperture method to remove scattering within the
range of turbid water. Also, a method was proposed to remove the effect of scattering by
fusing measurement information from the RGB camera and LiDAR [13].

2.2 Scene analysis using effects of scattering
2.2.1 RGB camera and algorithms

Rahadianti et al. [14] build a neural network that establishes a correlation between the
scattering effect in an image and the depth of a scene and propose a method to estimate
the depth of a scene using the scattering in the scene. Rahadianti et al. [15] also proposed
a method to obtain the distance from the camera to the object from the image intensity of
the scatterer.

Berman et al. [8] proposed a method that removes the effects of scattering and estimates
the distance to the object from the effects of fog.

2.2.2 Special hardware and algorithms

A stereo camera is a method that can acquire depth information of a scene, but when
scatterers such as fog are present, the contrast of the image becomes low, and the features
of the image become ambiguous, making stereo matching difficult. Therefore, Li et al. [16]
and Caraffa et al. [17] proposed a method to obtain the depth information of a scene using
the fog thickness as a cue.

Although it does not deal with fog, a method to classify materials by photographing
scatterers using a ToF camera has also been proposed [18].

2.3 Scene analysis without effects of scattering

Unlike the above two methods, RGB camera is always affected by scattering, so there
is currently no method that uses RGB camera and algorithms without being affected by
scattering in principle.

In terms of research that falls under the category of methods using special hardware and
algorithms, methods using millimeter-wave radar [19, 20, 21], sensor fusion of LiDAR and
millimeter-wave radar [22], methods using polarization [23, 24], and methods using infrared
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light have been proposed [25, 26]. In recent years, quantum radar cameras [27, 28], ToF
cameras that can remove backscatter and reflections [29], methods that use line sensors and
line lasers to remove backscatter [30], and Single Photon Avalanche Diode (SPAD) cameras
have been proposed [31].

2.4 Position of this study

While these methods are well-studied, previous studies on scattering are classified as re-
moving effects of scattering and special hardware and algorithms, as shown in Table 2.1.
Inspired by the work of Muraji et al. [3, 4, 5], this study uses the ToF renderer [1] to
investigate the distortion trend of ToF measurements in scenes with scattering. Based on
the trend, a lookup table is created, and depth measurement is performed.

Table 2.1: Table of related work.
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Chapter 3

Time-of-Flight Measurement

This chapter explains the measurement principle of the ToF camera used in this study, using
the Mitsuba Renderer [32], a physically-based renderer, and the Mitsuba ToF Renderer [1],
a Time-of-Flight renderer-enabled version of the Mitsuba Renderer.

3.1 The measurement principle of ToF camera

A ToF camera is a device that measures the time it takes for the light emitted from the light
source to be reflected by the object and returned to the camera. There are two types of
ToF measurement methods: the direct ToF method and the indirect ToF method [33]. This
study assumes that the amplitude-modulated continuous wave (AMCW) camera, which is
a type of indirect ToF method, is used.

The AMCW ToF camera used in this study can measure the distance and the reflectance
information of the object. In a ToF camera, the amplitude-modulated sine wave is irra-
diated to the object as a scene incident wave to be measured. Then, the reflected wave
reflected from the object and returned to the camera is compared with a reference wave of
the same waveform as the incident wave. The amplitude and phase of the reflected wave
is measured as shown in Figure 3.1. The amplitude of the reflected wave becomes the re-
flectance information of the object, and the phase becomes the distance to the object. The
amplitude a(f, x) and phase φ(f, d(x)) of an object at a distance d(x) measured by each
pixel of the AMCW ToF camera are expressed by the following equation, as given by [3]:

⎧⎨
⎩

a(f, x) = r(x)
φ(f, d(x)) = 4πfd(x)

c

(3.1)

where f is the modulation frequency of the AMCW ToF camera, x is the position of pixel,
r is the amplitude and c is the speed of light (3.00 × 108 m/s).

3.2 Recovery of amplitude and phase at a single modulation
frequency in a ToF renderer [1]

A cross-correlation is necessary to mathematically recover amplitude and phase from the
reflected wave acquired by a ToF camera using the AMCW method [34]. Real ToF cameras
can be used without being aware of cross-correlation by application programming interfaces
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Figure 3.1: Measurement principle of the AMCW ToF camera. (Prepared with reference to [3].)

and software development kits provided by developers. However, ToF Renderer [1] needs to
be aware of cross-correlation. Specifically, the phase of the amplitude-modulated sine wave
used as the incident wave and reference wave of the scene is changed at 90◦ intervals, as
shown in Figure 3.2. The amplitude a and phase φ can be recovered by combining images
of the scene taken at 90-degree intervals. Figure 3.3 shows images of a scene taken when
the modulation frequency is set to 600 kHz. This study uses a 3D model of a Cornell Box1

adapted to ToF rendering. The image taken when the phase of the sine wave is set to 0◦ is
c(τ0), the image taken when the phase is changed by 90◦ is c(τ90), the image taken when
the phase is changed to 180◦ is c(τ180), and the image taken when the phase is changed to
270◦ is c(τ270). The following equations are used to recover amplitude a and phase φ from
these images [34]

a =
√

[c(τ270) − c(τ90)]2 + [c(τ0) − c(τ180)]2
2 (3.2)

φ = tan−1
(

c(τ270) − c(τ90)
c(τ0) − c(τ180)

)
. (3.3)

Figure 3.4 shows an image from which the amplitude and phase was recovered from Figure
3.3. Based on the recovered phase, the distance de can be estimated by the following
equation [34]:

de = c

2f
× φ

2π
. (3.4)

An example of the image with depth estimation is shown in Figure 3.5.

3.3 ToF measurement using multiple modulation frequen-
cies

In the AMCW camera, if a measurement is made with only a single modulation frequency,
the phase is between 0 and 2 π, and each measurement remains undetermined by 2 π.
Therefore, the AMCW ToF camera uses multiple modulation frequencies to perform the

1http://www.graphics.cornell.edu/online/box/
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Figure 3.2: Amplitude and phase recovery by phase shift of reference wave. (Prepared with
reference to [34].)
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(a) c(τ0) (b) c(τ90)

(c) c(τ180) (d) c(τ270)

Figure 3.3: The resulting image of ToF rendering when the modulation frequency is set to 600 kHz.
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(a) The phase image (b) The amplitude image

Figure 3.4: Image with amplitude and phase recovered.

Figure 3.5: Single frequency depth estimation image.
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(a) Depth estimation image using multiple modula-
tion frequencies.

(b) True value image

Figure 3.6: Depth estimation using multiple frequencies.The modulation frequencies used varied
from 200 kHz to 1.1 MHz, with 10 modulation frequencies used in increments of 100 kHz.

measurement. According to [3], the amplitude a(f, x) and the phase φ(f, d(x)) of an object
at a distance d(x), measured by each pixel x of the AMCW ToF camera, are expressed with
the following equations under specific modulation frequencies f1 and f2:

⎧⎨
⎩

a(f1, x) = a(f2, x)
φ(f1, x) = f1

f2
φ(f2, x).

(3.5)

It is known that the distance d̂e of the desired scene can be estimated by the following
equation, according to [3]:

d̂e = arg min
d

m∑
k=1

∣∣∣∣φ(fk, x) −
(4πfkd

x
mod π

)∣∣∣∣ (3.6)

where m is the number of modulation frequencies, and φ(fk, x) is the phase measured at the
k-th modulation frequency fk. Results for depth estimation images and truth values using
multiple modulation frequencies are shown in Figure 3.6. It can be seen that the results are
closer to the true value than depth estimation using a single modulation frequency.
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Chapter 4

Phasor Representations and
Phasor Distortions

This chapter describes the phasor representations and phasor distortions of the ToF Mea-
surements.

4.1 Phasor representations

In a previous study [2, 3, 4, 5, 6], it is known that the ToF measurements can be represented
as a single phasor by using the amplitude and phase measured by the ToF camera as the
length and angle, respectively, on the phasor representations as shown in Figure 4.1. This is
called the phasor representations of ToF measurements. According to [3], it is known that
Eq. (3.1) can be expressed by the following equation using phasor representations:

p(f, x) = a(f, x)eiφ(f,d(x)), (4.1)

where p(f, x) ∈ C is the phasor.

Figure 4.1: Phasor representation of ToF measurement. (Prepared with reference to [3].)

The phasor representation is used to represent two points at the same distance by ToF,
which has different amplitude for each reflectance and the same phase, as shown in Figure
4.2.
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Figure 4.2: Phasor representation of two points at the same distance. (Prepared with reference to
[3].)

4.2 Phasor distortions

When a scattering such as fog is present in the scene, amplitude and phase obtained by
adding scattered light from the scattering and reflected light directly hitting and returning
from the object when ToF measurement is performed becomes the measurement value of
the ToF camera [2, 3, 4, 5, 6]. Figure 4.3 shows the results of measuring the scene with
and without scattering using the ToF renderer [1]. This confirms that the results are very
different depending on the presence or absence of fog. When the phase is used, the surfaces
of the object that are recognized as nearly identical in the phase in the scene without fog are
treated as entirely different in the scene with fog, which results in erroneous measurement
results. From Equation 3.4) and Equation (5.1), since the distance is estimated from the
obtained phase, if the phase is different from the true one, the depth is different as well.

When an object at a distance d is measured, the ToF measurement is the sum of the
scattering component ps ∈ C from all the scatterers at all the depths and the reflection
component pt ∈ C returned directly from the object. According to [3], it is known that the
measured value p(f, x) ∈ C for a scene with scatterers can be expressed by the following
equation:

p(f, x) = ps(f, x) + pt(f, x). (4.2)

As shown in Figure 4.4, light scattering by the scattering distorts both amplitude and phase
from the original measurement value, which results in a completely different ToF measure-
ment value. Following [5], this study refers to distortions in measured phase difference
caused by scattering as phasor distortions.
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(a) RGB (without fog) (b) RGB (with fog)

(c) Amplitude (without fog) (d) Amplitude (with fog)

(e) Phase (without fog) (f) Phase (with fog)

Figure 4.3: Results for different ToF camera measurements with and without fogging. The top row
is an RGB image.The middle row is an amplitude image.The bottom row is a phase image.On the
left is a scene without fog, and on the right is a scene with fog.It can be seen that the measurement
results differ depending on the presence or absence of fog.
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Figure 4.4: Phasor distortions in the fog. Due to the fog scattered light ps, the value p = ps + pt

different from the measured value pt in the scene without fog in both amplitude and phase is
obtained. (Prepared with reference to [3].)
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Chapter 5

Analysis of Phasor Distortions

This chapter investigates how the phasor is distorted by varying the modulation frequency
of a reference wave and the fog scattering coefficient when the distance between an object
and a ToF camera is varied, using a ToF renderer for measurement results obtained from
ToF measurements of objects in a fog.

5.1 Changing the scattering coefficients of fog

This section examines how the phasor distorts when the fog scatter factor and the distances
between the object and the ToF cameras are varied. In this study, the fog scattering
coefficients were set to three values: 0.005, 0.01, and 0.02. Figure 5.1 shows a rendered
image with the above scatter factor set and a rendered image with a fog-free scene. The
3D model used in this experiment is a resized version of the 3D model available at http:
//asura.iaigiri.com/OpenGL/gl15.html . It can be seen that the greater the value of
the fog scattering coefficient, the more the object detail disappears.
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(a) Scene without fog (b) Scene with fog : scattering coefficient = 0.005

(c) Scene with fog : scattering coefficient = 0.01 (d) Scene with fog : scattering coefficient = 0.02

Figure 5.1: Difference of scene due to change of scattering coefficient. As the scattering coefficient
increases, the details of the object disappear.

ToF rendering simulation was used to investigate how the phasor is distorted when the
modulation frequency is fixed at 700 kHz, and the scattering coefficient and object position
are varied. Their results are shown in Figures. 5.2 and 5.3. In addition, the results of
modulation frequencies other than those listed here are attached in the appendix.
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(a) Light reflected from target : scattering coefficient
= 0.005

(b) Light scattered by fog : scattering coefficient =
0.005

(c) Light reflected from target : scattering coefficient
= 0.01

(d) Light scattered by fog : scattering coefficient =
0.01

(e) Light reflected from target : scattering coefficient
= 0.02

(f) Light scattered by fog : scattering coefficient =
0.02

Figure 5.2: Difference in phasor transition due to difference in scattering coefficient. The upper
row is when the scattering coefficient is 0.005. The middle stage is when the scattering coefficient
is 0.01. The lower row is when the scattering coefficient is 0.02. The left is the reflected light from
the target, and the right is the scattered light due to fog.
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(a) Measured value (scattered light + reflected light)
: scattering coefficient = 0.005

(b) Measured value (scattered light + reflected light)
: scattering coefficient = 0.01

(c) Measured value (scattered light + reflected light)
: scattering coefficient = 0.02

Figure 5.3: Difference in phasor transition due to difference in scattering coefficient.

Since the reflected light from the target is a fog-free scene, it can be seen that the ampli-
tude is nearly constant regardless of the scattering coefficient, and the phase changes when
the distance of the object changes. Scattered light by fog gradually decreases in amplitude
as the scattering coefficient changes. It can also be seen that as the distance of an object
moves further, it is more strongly affected by scattering. It can be seen that the measured
values have a spiral shape depending on the distance of the object. It can also be seen that
the shape of the spiral changes according to the scattering coefficient.

5.2 Changing the modulation frequency of reference wave

This section describes the results of our investigation of how the phasor is distorted when the
modulation frequency of the reference wave and the distance between the object and the ToF
camera is varied. The scattering coefficients were fixed at 0.005, the modulated frequencies
of the reference wave and the distances between the object and the ToF cameras were varied
and examined using ToF rendering simulations. These results are shown in Figures. 5.4
and 5.5. The results of the scattering coefficients and modulation frequencies other than
those listed here are attached in the appendix.
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Like section 5.1, the reflected light from the target has an almost constant amplitude, but
as the modulation frequency increases, the greater the distance between the camera and the
object, the greater the opening in the phase. It can be seen that the scattered light by fog
also has a similar tendency to the reflected light from the target. It can be seen that the
larger the value of the modulation frequency, the more the number of turns of the spiral
tends to increase.
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(a) Light reflected from target : modula-
tion frequency = 100 kHz

(b) Light scattered by fog : modulation
frequency = 100 kHz

(c) Light reflected from target : modula-
tion frequency = 400 kHz

(d) Light scattered by fog : modulation
frequency = 400 kHz

(e) Light reflected from target : modula-
tion frequency = 700 kHz

(f) Light scattered by fog : modulation fre-
quency = 700 kHz

(g) Light reflected from target : modula-
tion frequency = 1 MHz

(h) Light scattered by fog : modulation
frequency = 1 MHz

Figure 5.4: Difference in phasor transition due to difference in modulation frequency. The scatter-
ing coefficient is fixed at 0.005. When the first stage has a modulation frequency of 100 kHz. When
the second stage has a modulation frequency of 400 kHz. When the third stage has a modulation
frequency of 700 kHz. When the 4th stage is 1 MHz. The left is the reflected light from the target,
and the right is the scattered light due to fog.
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(a) Measured value (scattered light + reflected light)
: modulation frequency = 100 kHz

(b) Measured value (scattered light + reflected light)
: modulation frequency = 400 kHz

(c) Measured value (scattered light + reflected light)
: modulation frequency = 700 kHz

(d) Measured value (scattered light + reflected light)
: modulation frequency = 1 MHz

Figure 5.5: Difference in phasor transition due to difference in modulation frequency.

5.3 Depth recovery method

Based on the phasor distortions trends investigated in the previous sections, this section
proposes a method for depth estimation by creating a lookup table that estimates depth from
phase difference and amplitude in fog. First, in ToF rendering simulations, the modulated
frequencies of reference wave, the scattering coefficients of fog, and the positions of cameras
and objects are rendered, respectively. From there, phase and amplitude are expressed as
phasors, and a look-up table consisting of modulation frequency and phasor, depth value,
and scattering coefficient is created.

The distance d̂ of an unknown scene with fog is expressed as being the closest distance
as a phasor in the look-up table created above:

d̂ = arg min
d

m∑
k=1

|pt(fk, d(x), σs) − pc(fk, x)| (5.1)

where pt(fk, d(x), σs) ∈ C is the phasor corresponding to the depth value d(x) and the fog
scatter factor s in the k-th modulation frequency fk, and pc(fk, x) ∈ C is the phasor
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created from the phase and amplitude of the unknown scene measured by the ToF cameras
at the k-th modulation frequency fk.
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Chapter 6

Experiments

In order to confirm the usefulness of the method proposed in the section 5.3, one scenes is
verified by conducting simulations.

Simulation experiments were conducted on three patterns with fog scattering coefficients
of 0.005, 0.01, and 0.02 for the scene where the target object was placed as shown in
Figure 6.1(a). Simulations were carried out using parallel light reaching 600 cm ahead.
Figures 6.1(b), (c), (d) are scenes where the fog scattering coefficients are 0.005, 0.01, and
0.02, respectively. As the value of the fog scattering coefficient increases, it can be seen that
the measurable distance decreases and the detail of the target object is compromised. The
results of depth estimation are shown in Figure 6.2. Depth estimation with multiple mod-
ulation frequencies by the existing method and depth estimation by the proposed method
use a total of 10 types of modulation frequencies per 100 kHz from 100 kHz to 1 MHz.

As shown in Figures 6.2(b), (f), (j), the depth estimation using the conventional method
shows that phasor distortion occurs throughout the scene. On the other hand, in the
depth estimation using the proposed method shown in Figures 6.2(d), (h), (i), when the fog
scattering coefficient increases, the measurable distance becomes shorter, and although it
cannot be obtained successfully, it can be seen that the correct distance can be estimated
in most parts.
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(a) Target scene (b) Scene when scattering coefficient = 0.005

(c) Scene when scattering coefficient = 0.01 (d) Scene when scattering coefficient = 0.02

Figure 6.1: Experiment environment of scene.
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(a) True value (b) Existing method when scattering
coefficient = 0.005

(c) Error between true value and (b)

(d) Proposed method when scatter-
ing coefficient = 0.005

(e) Error between true value and (d) (f) Existing method when scattering
coefficient = 0.01

(g) Error between true value and (g) (h) Proposed method when scatter-
ing coefficient = 0.01

(i) Error between true value and (h)

(j) Existing method when scattering
coefficient = 0.02

(k) Error between true value and (j) (l) Proposed method when scatter-
ing coefficient = 0.02

(m) Error between true value and (l)

Figure 6.2: Result of depth estimation.
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Chapter 7

Discussion and Future Work

7.1 Discussion
7.1.1 Phasor distortions

The phasor representations of the measured value, shown in the chapter 5 and appendix A,
has a spiral transition. The measured value, which is a phasor representation, was converted
to Cartesian coordinates. Figure 7.1 shows the phasor transitions in orthogonal coordinates
when the fog scatter factor is fixed at 0.005.

(a) Measured value (scattered light + reflected light)
: modulation frequency = 100 kHz

(b) Measured value (scattered light + reflected light)
: modulation frequency = 400 kHz

(c) Measured value (scattered light + reflected light)
: modulation frequency = 700 kHz

(d) Measured value (scattered light + reflected light)
: modulation frequency = 1 MHz

Figure 7.1: Transition of phasor distortion in rectangular coordinates.
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Since the diagram is generally similar to a logarithmic function, Figure 7.2 shows the
amplitude in Figure 7.1 as a logarithm and transformed into a diagram of orthogonal coor-
dinates.

(a) Measured value (scattered light + reflected light)
: modulation frequency = 100 kHz

(b) Measured value (scattered light + reflected light)
: modulation frequency = 400 kHz

(c) Measured value (scattered light + reflected light)
: modulation frequency = 700 kHz

(d) Measured value (scattered light + reflected light)
: modulation frequency = 1 MHz

Figure 7.2: Transition of phasor distortion in logarithmic graph.

The logarithmic diagram shows that the phasor transitions are linear. Therefore, it is
thought that there is a logarithmic relation between the distances and phasor between
cameras and objects. It is believed that there is a logarithmic spiral as a kind of spiral
commonly seen in nature, which draws a spiral when displaying polar coordinates and has
a logarithmic element, and the distance and phasor between cameras and objects may have
a logarithmic spiral relation.

7.1.2 Noise of rendering image

As shown in the image in Figure 6.2, there is a strong particle-like noise. This is because
the Monte Carlo Bidirectional Path Tracing used in Mitsuba ToF Renderer [1] is used in
simulations.
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7.2 Future work

Currently, the usefulness of this method has been confirmed only through simulation. As a
prospect, it is necessary to verify the effectiveness of this method by conducting measure-
ments in a real environment. It is not easy to collect data in a real environment to produce
a look-up table. Therefore, it is also a future task to consider other methods other than
look-up tables. As shown in sections 5.1 and 5.2, the measured phasors varied in spiral
shape depending on the scattering coefficient and modulation frequency. This information
can be used as a clue for depth estimation methods that do not use look-up tables. For
that purpose, it is thought to be necessary to prove theoretically why it spirals like this.
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Chapter 8

Conclusion

This thesis investigates the phasor distortions that occurs when performing ToF measure-
ments in foggy scenes, using simulations of ToF imaging to determine how the distortions
tends to happen. Based on this tendency, we propose a method for depth estimation by
selecting the closest-distance phasor from the measured phasor using a look-up table. To
verify the proposed method, experiments are carried out on simulations and the effectiveness
is shown. The proposed method produces less true values and errors than the conventional
method, and it can be said that the usefulness is higher. However, since the effectiveness
of the proposed method is verified only by simulation in this study, it is necessary to verify
the usefulness of the method by conducting experiments in the real environment. Also,
to create a look-up table, a large amount of data sets are required, and even easy on the
simulation, it is severe in the real world. As a future prospect, based on the phasor dis-
tortion’s transition obtained this time, we believe that we need to devise a method that
enables depth estimation without requiring a large amount of data sets.
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Appendix

Appendix A: Analysis of phasor distortions
Modulation frequency: 100 kHz

(a) Scattering coefficients 0.005: Measured value
(scattered light + reflected light)

(b) Scattering coefficients 0.01: Measured value (scat-
tered light + reflected light)

(c) Scattering coefficients 0.02: Measured value (scat-
tered light + reflected light)

Figure 8.1: Phasor transition at modulation frequency of 100 kHz.
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Modulation frequency: 200 kHz

(a) Scattering coefficients 0.005: Measured value
(scattered light + reflected light)

(b) Scattering coefficients 0.01: Measured value (scat-
tered light + reflected light)

(c) Scattering coefficients 0.02: Measured value (scat-
tered light + reflected light)

Figure 8.2: Phasor transition at modulation frequency of 200 kHz.
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Modulation frequency: 300 kHz

(a) Scattering coefficients 0.005: Measured value
(scattered light + reflected light)

(b) Scattering coefficients 0.01: Measured value (scat-
tered light + reflected light)

(c) Scattering coefficients 0.02: Measured value (scat-
tered light + reflected light)

Figure 8.3: Phasor transition at modulation frequency of 300 kHz.
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Modulation frequency: 400 kHz

(a) Scattering coefficients 0.005: Measured value
(scattered light + reflected light)

(b) Scattering coefficients 0.01: Measured value (scat-
tered light + reflected light)

(c) Scattering coefficients 0.02: Measured value (scat-
tered light + reflected light)

Figure 8.4: Phasor transition at modulation frequency of 400 kHz.
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Modulation frequency: 500 kHz

(a) Scattering coefficients 0.005: Measured value
(scattered light + reflected light)

(b) Scattering coefficients 0.01: Measured value (scat-
tered light + reflected light)

(c) Scattering coefficients 0.02: Measured value (scat-
tered light + reflected light)

Figure 8.5: Phasor transition at modulation frequency of 500 kHz.
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Modulation frequency: 600 kHz

(a) Scattering coefficients 0.005: Measured value
(scattered light + reflected light)

(b) Scattering coefficients 0.01: Measured value (scat-
tered light + reflected light)

(c) Scattering coefficients 0.02: Measured value (scat-
tered light + reflected light)

Figure 8.6: Phasor transition at modulation frequency of 600 kHz.
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Modulation frequency: 700 kHz

(a) Scattering coefficients 0.005: Measured value
(scattered light + reflected light)

(b) Scattering coefficients 0.01: Measured value (scat-
tered light + reflected light)

(c) Scattering coefficients 0.02: Measured value (scat-
tered light + reflected light)

Figure 8.7: Phasor transition at modulation frequency of 700 kHz.
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Modulation frequency: 800 kHz

(a) Scattering coefficients 0.005: Measured value
(scattered light + reflected light)

(b) Scattering coefficients 0.01: Measured value (scat-
tered light + reflected light)

(c) Scattering coefficients 0.02: Measured value (scat-
tered light + reflected light)

Figure 8.8: Phasor transition at modulation frequency of 800 kHz.
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Modulation frequency: 900 kHz

(a) Scattering coefficients 0.005: Measured value
(scattered light + reflected light)

(b) Scattering coefficients 0.01: Measured value (scat-
tered light + reflected light)

(c) Scattering coefficients 0.02: Measured value (scat-
tered light + reflected light)

Figure 8.9: Phasor transition at modulation frequency of 900 kHz.
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Modulation frequency: 1 MHz

(a) Scattering coefficients 0.005: Measured value
(scattered light + reflected light)

(b) Scattering coefficients 0.01: Measured value (scat-
tered light + reflected light)

(c) Scattering coefficients 0.02: Measured value (scat-
tered light + reflected light)

Figure 8.10: Phasor transition at modulation frequency of 1 MHz.
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