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ABSTRACT

Human trust in machines plays a vital role in determining the use of automation in the
context of modern society where automated machines are widespread, with increasing the
complexity of automation. Despite of the advances, newly developed automated machines still
have a requirement for human in supervisory position to ensure high performance and safety. As
yet, the mechanisms underlying how users’ trust in unfamiliar machines grows in the current
context remain unclear. Accordingly, the objective of this study was to investigate factors
influencing the development of trust in machines with regard to current contexts as reinterpret a
theoretical model conceptualized by Muir (1994) which trust develops faith, then dependability,
and finally predictability in a simulated supervisory control task. A series of experiments were
implemented to address trust development for users in general populations with issues of initially
formed trust and failures that system occurs in supervisory control situations by replicating process
control tasks and applying the model to driving automation domain under supervisory control. In
STUDY I, Muir and Moray’s (1996) experimental tasks were fully replicated with the newly
reprogrammed raw-milk pasteurization plant and 12 male students. STUDY II attempted to the
framework to partial vehicle automation that demands human drivers’ supervisory control
regarding operators’ knowledge levels in an initial stage and the types of system failures. STUDY
I1T revisited Muir and Moray’s (1996) process control tasks with only engineering major students.
The results have implications in terms of trust development that (i) dependability prompted initial
trust in machines for untrained users regardless of automation domains and the supervisory roles
in task allocation, (ii) in general, dependability was consistently the best predictor of trust
throughout human interaction with machines, disconfirming the original findings of Muir and
Moray (1990), (iii) the occurrence and type of system failures can have relatively small impacts on
trust in process control tasks, and users are likely to focus the occurrence of system failure relevant
to critical risk rather than which type of failure they encountered. This series of experiments reveals
that modern society calls dependability as the best attributor of trust in machines. With the findings,
the present results confirm previous findings that human trust in machines increases through
human-machine interaction, and decrease in trust due to system fault can be recovered by
subsequent experience of error-free machine. This thesis research contributes approaches for
modern automation designers to gain and establish users’ trust when general users attempt to
interact unfamiliar machines and remains implications in the context of information building

appropriate levels of trust.
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Chapter 1. INTRODUCTION

1.1 Background

Automation executes functions that human operators has been performed, with
supporting human information processing. Automation has been developed for a wide range of
systems with ultimate aims to diminish operators’ workload, to improve performance, and to
enhance human safety by supporting human information processing, to be specific, sensing,
perceiving, decision making, and execution (Parasuraman, Sheridan, & Wickens, 2000). Usage of
automated systems has been dramatically increasing for the past two decades. Nowadays,
automated systems are increasingly prevalent in modern society for supporting human life across
a variety of domains, including the internet of things devices (Lopatovska et al., 2019), surface
transportation (Society of Automotive Engineers, 2018) and healthcare (Mitzner et al., 2018). As
an example of highly automated systems for supporting daily life, the automotive industry, over 14
companies, including car manufacturers and technology companies has accelerated the realization
of autonomous and semi-autonomous vehicles in the market —e.g., Tesla Model S and Volvo series
90. Public in modern societies is, or soon will be, surrounded by highly automated systems that can
have significant consequences to their lives including surgical robots (Gerber et al., 2020),
peacekeeping robots (Bliss et al., 2020), autonomous vehicles (Yamani & Horrey, 2018), and

unmanned aerial vehicles such as Uber Elevate to name a few.

Automation has been mainly utilized for designated tasks, appearing in work
environments. Manned autoflight systems are capable of yielding high levels of performance and
surveilling remote locations with less operation by commercial pilots (Billings, 1997) also
automated systems fully run nuclear power plants and public transit systems (Skjerve & Skraaning,
2004). The widespread of automation in the workplace leads human-machine collaboration to
accomplish same tasks. In this situation, as a supervisory controller, human should make decisions
to best interact with automated machines in information-rich environments. Supervisory control
is defined as “the human activity involved in initiating, monitoring, and adjusting processes in
systems that are otherwise automatically controlled (Sheridan & Hennessy, 1984).” Supervisory
controllers have to interact with the system through different levels of manual and automatic
control. That is, human operators need adaptive function allocation between themselves and

automatic controllers of systems. As supervisory control situations require human operators to



detect and analyse failures in systems and intervene the process in unfamiliar situations, adaptive
supervision based on deep understanding of the process and control capability of system is essential
for the supervisory controller. Therefore, operators in professional domains, such as aviation or
maritime transportation, undertake an extensive mandatory training to accomplish tasks in

supervisory control situations.

The supervisory controller should adequately understand systems for better human-
machine interaction. If deep understanding is not prepared, it is impossible to predict upcoming
situations in work environments, resulting in poor decision making. Expert operators may, for
example, form an accurate mental model of the automated systems, achieved through extensive
training under supervisory control, thus allowing them to achieve high levels of situation awareness
(e.g. Endsley, 1995). The high levels of situation awareness are important to comprehend the
meaning and environment of situation and carry out appropriate actions in operating automated
machines. That is, accumulating knowledges about systems through professional training may
improve operators’ ability to judge encountering circumstance and to apply an appropriate decision
making strategy for performance incline (Damos & Wickens, 1980; Gopher et al., 1989; Kramer,
Larish, & Strayer, 1995).

Recent technological advancements provided human-automation interaction schemes in
which the human performs supervisory roles (e.g., Gao & Lee, 2006; Cummings & Clare, 2015; Xu
& Dudek, 2015). The role of supervisory controller has shifted from an active controller to a
passive monitor of highly automated systems (e.g., Sheridan, 1970; Parasuraman et al., 19906;
Metzger & Parasuraman, 2001; Hoogendoom et al., 2014). Despite the shift, humans should play
a fundamental role in supervisory controllers, such as detection of automation failures and
intervention in control if necessary. Given that increasing availability and decreasing cost of
automated systems will allow general users to begin interacting with these highly developed systems
with little to no training, the general users may not figure out how to interact with systems under
supervisory control, leading to inappropriate usage of automated systems (Parasuraman & Riley,
1997). To address this concern, it is critical to consider what factors influence the successful

human-automation interaction under supervisory control.

One factor shown to enormously influence human-automation interaction in the context
of supervisory control is trust (Sheridan, 1992; Halpin et al., 1993). Operators’ trust in automation
is playing a vital role in guiding their allocation strategy. In a supervisory control situation, several
variables, such as risk or mental workload, may have relatively large impacts on the operator’s
choice between automatic and manual control in comparison with trust (Riley, 1994). However,

trust has been addressed as a prominent factor to mediate the relationship between the supervisory



controller and the subordinate machines (Lee & Moray, 1992; Muir & Moray, 1996; Parasuraman
& Riley, 1997).

1.2 Human Trust in Machines

Most existing researches on human trust in machines have been expanded based on
theories of general human trust in psychological domains (e.g., Barber, 1983; Rotter, 1967; Rempel
et al., 1985). In general, the term ‘trust” has been used to refer to the personality characteristics that
make a person ‘trusting’ and ‘trustworthy’ (e.g., Deutsch, 1960). Historically, diverse paradigms
have been employed to define trust because it cannot be elaborated by only one concept. For
instance, Deutsch (1960) outlined trust as a behavioural result or state of vulnerability or risk based
on intention and ability, and Mayer et al. (1995) regarded trust as a willingness to take vulnerability
in a similar way with Deutsch (1960). However, Barber (1983) viewed trust as a belief or attitude
toward others. These assorted attributions of general human trust have been applied to examine
human trust in machines. Reeves and Nass (1990) stated that human reaction to technology and
computers resembles reaction to human collaborators. Many studies have attempted to establish
concepts of trust between human and automation following frameworks of general human trust
and explored trust is a key contributor to establish effective relationship between human and
human as well as human and machines even though the formation of trust between those is not

completely identical (e.g., Madhavan & Wiegmann, 2007).

Trust in automation is defined in diverse ways from several human factors researchers.
Riley (1994) defined trust as the operators’ subjective estimate of the probability that the
automation will be correct in the next action or decision it makes. Bentley et al. (1995) considered
trust with familiarity as a process that is partially a function of technology. After the publication of
Lee and See (2004), approximately all studies on trust in automation have followed their definition
which is “the attitude that an agent will help achieve an individual’s goals in a situation characterized
by uncertainty and vulnerability” (Lee & See 2004, p. 54). A variety of automation characteristics
shape human operators’ trust (Hoff & Bashir, 2015). Specifically, operators’ trust towards
automation can vary due to factors such as instruction about an automated system and reliability
of the system (Bliss et al., 1995; Chancey et al., 2017; Dixon & Wickens, 2006; Dzindolet et al.,
2002; Korber et al., 2018a; Meyer, 2001; Sato et al., 2019). For example, in a study examining the
impact of introductory trust information when using an automated driving system, researchers
found that the manipulation led to different levels of driver reliance on automated driving systems,
resulting in less attention of drivers in trust-prompted group compared to those of trust-

unprompted group (Koérber et al., 2018a). Additionally, reliability has proven to be an important



basis for trust in several tasks, such as a pasteurization monitoring task (Wiegmann et al., 2001), a
visual search task (Chancey et al., 2017), and a flight simulator (Sato et al., 2019) with cognitive

support from various automated systems.

Trust is a multidimensional concept and dynamically changed by situation or operator
experience (e.g., Sanchez, 2006; Manzey et al., 2012; Hergeth et al., 2017; Korber et al., 2018b;
Hartwich et al., 2019). Similar to experience with automation, several factors may impact trust, such
as operators’ self-confidence (Lee & Moray, 1994; Moray et al., 2000) or system faults (Moray et
al., 1995). Also, when considering general users who do not undergo an extensive training for
operating automated systems, an interaction with automation in an early stage may be a critical
factor shaping future trust and use of automated aids (Hoff & Bashir, 2015). Occurrence timing of
automation error as well as degrees of difficulty in dealing with error during human-machine
interaction are critical to trust as trust evolves and adapts over time along users’ accumulating
knowledge about systems (Lee & See, 2004; Parasuraman & Miller, 2004). In this sense, initial
interaction with automated machines is likely to foster trust in automation compared to prior to
automation experience (Hartwich et al., 2019). For example, automation error during human-
machine interaction in an early stage leads decreased trust and decreased use of automated aids
(Manzey et al., 2012). Therefore, examining the factors influencing initial trust is important for
understanding and ultimately designing systems to support the development of appropriate human-

machine trust in general users.

Operators’ expectations of automation before interacting with automation are considered
to be trust in automation, determining the use of automation. Operators’ trust may be initiated if
machines provide outcomes that operators anticipated (Muir, 1994; Cahour & Forzy, 2009). In
related vein, imperfect part of automation can lead to disuse of automation when human expects
perfect automation in advanced of interaction with machines (Dzindolet et al., 2002). Even when
automation performs reliably, discrepancy between operators' expectation and the actual behaviour
of machine can influence automation use (Rasmussen et al., 1994). This indicates that users who
never interact with automation may not develop an adequate mental model of the automation and
may ovet- or undertrust the system (Lee & See, 2004; Parasuraman & Riley, 1997; Wiener & Curry,
1988). Thus, understanding how trust evolves over time is particularly important for designers to
support successful human-automation interaction especially for users who are relatively
inexperienced with the automated system. Despite a myriad of literatures that investigated users’
initial trust in automated machines of various domains, the definition of initial trust with respect

to time point varies depending on what the study aimed to observe. That is, diverse views exist



whether users’ initial interaction with automation has increased or decreased degrees of human-

machine trust, resulting in overtrust, mistrust, or distrust (e.g., Wiegmann et al., 2001).

Initial trust in machines can be explained with the three-layers of human-automation trust
proposed by Hoff and Bashir (2015) in detail. The work by Hoff and Bashir (2015) summarized
human-automation trust studies which published between 2002 and 2013 and provided three-layers
in order to regard the development of trust (see Figure 1.1). First, dispositional trust refers an
individual’s enduring overall tendency to trust automation. Gender (Hillesheim et al., 2017), cultural
background (e.g., nationality; Yamagishi & Yamagishi, 1994), age (Ho et al., 2005; Sanchez et al.,
2004), and personality (Merritt & Ilgen, 2008) represent factors shaping dispositional trust. It seems
to correspond to the concept of initial trust regarding that initial levels of trust are determined by
individual and organizational contexts (Lee & See, 2004). Second, situational trust is framed as trust
develops depending on encountering situations and contexts. Here, external (e.g., workload and
perceived risk) and internal variabilities (e.g., self-confidence and mood) are components
influencing situational trust. Hoff and Bashir (2015) regarded that context-dependent components
of automation trust foster situational trust. Lastly, learned trust concept divided trust into before
and after experience of automation. Pre-existing knowledge in advance of human-machine
interaction forms initial learned trust, and system performance and design feature contribute to
dynamic learned trust. To be specific, pre-existing knowledge refers users’ knowledge relevant to
the system, such as reputation of system or brand and prior exposure to similar technology. Design
features (i.e., transparency or appearance) guide system performance components, including
reliability (Madsen & Gregor, 2000), dependability (Muir & Moray, 1996; Merritt & Ilgen, 2008),
or usefulness of system (Igbaria & Iivari, 1995), then the components construct dynamic learned

trust.

As shown in Figure 1.1, dispositional trust, situational trust, and initial learned trust
formed trust prior to interaction with machines (Hoff & Bashir, 2015). According to this theoretical
model, trust development throughout human-machine interaction can be determined by factors
consisting of dynamic learned trust. However, factors of system performance guiding dynamic
learned trust also are embodied by other factors consisting of initial trust. For instance,

dispositional elements are main factors shaping dependability of system (Muir, 1994).
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Figure 1.1: Full model of factors that influence trust in automation from Hoff & Bashir
(2015). The dotted arrows represent factors that can change within the course of a single

interaction.

In summary (see, Figure 1.2), dispositional quality, pre-existing knowledge, specific
knowledge about system with intention to use machines, and first impression of system after
human-machine interaction are considered to be factors guiding trust in automation until and
including the first interaction with automated machines. As trust is a history-dependent variable
depending on the prior behaviour of the trusted person and the information that is shared
(Deutsch, 1958), the accumulation of knowledge in advance of interaction with the machine
incorporates with the internal variability defined by Hoff and Bashir (2015), and it may have a great
impact on shaping the first impression of machine. Looking into trust from initial interaction with
automation until being skilled operators seems possible to provide a clue to a question: how
changes of trends between past and present function involve human-machine trust. Given that
identifying factor which accounts for trust is crucial for saving cost to obtain trust, automation

designer should observe not only initial trust but also how trust evolves throughout the course of



interaction between human and machine. After the first interaction, the formed first impression
and system characteristics, such as design features and system fault, determine trust in machine
under supervisory control. After interacting with machines, users are possible to be aware of system
characteristics or which benefits are derived by automation over time. Various issues remain to
have better understanding of designing automation, such as how operators respond system failure

or which error leads disuse of automation.
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Figure 1.2: Factors which govern users’ initial trust regarding time points.

As trust is resilient, one of automated system properties which are likely to influence trust
development is system fault (e.g., Moray et al., 1995; Kelly et al., 2001). The occurrence of system
fault negatively impacts human-machine trust in general. If once trust is broken due to system fault,
rebuilding trust is slow (Moray et al., 1995). The process control experiment by Lee and Moray
(1992) found that system fault first leads the lowest trust in the automation, but the trust can be
rebuilt if the system fault continues in the course of interaction with the system. Further, Lee and
Moray (1992) indicated that trust is less resilient because trust does not recover to the previous
levels when the fault occurs. On the other hand, there are empirical evidences that trust fully
recovers with subsequent exposure to system as well as continuous experience of systems despite
system fault (e.g., Hergeth et al., 2017; Korber et al., 2018b). Kraus et al. (2019) examined changes
of driver trust during interacting with conditionally automated vehicle that human drivers are
responsible for not monitoring both external and internal environments but resuming vehicle
controls when automated driving systems issue a request to intervene with vehicle control due to
system failures. Driver trust continued to increase with experiencing error-free vehicle automation
even though rare occurrence of the request decreased trust only right after the error experience.
Trust recovery depends on magnitude and variable of system fault (Lee & Moray, 1992; Muir &
Moray, 1996), where and when fault occurs in the system (Muir & Moray, 1996; Madhaven et al.,

2000), and the amount of information about systems fault (Riley, 1996). These empirical findings



have mainly addressed trust recovery with regard to the degree of trust which subjectively rated by
users. So far, however, there has been little discussion about trust mechanism, such as which factor
yields decrease in trust when users encounter fault. That is, empirical studies on what forms trust
and how trust develops are relatively limited. The work of Muir and Moray (1996) is one of the
most cited studies in the human-machine trust literature regarding this topic. Accordingly, the
impact of a three-dimensional model of trust proposed by Muir and Moray (1996) has been
particularly large. When considering the aforementioned issues, adapting the model of Muir and
Moray (1996) may provide a valuable exploration to suggest new insight regarding different social

contexts between three decades ago and the present.

1.3 Investigation of Muir’s (1994) Framework

Muir’s two-part work (Muir, 1994; Muir & Moray, 1996) has a symbolic meaning in
automation trust studies because Muir (1994) first conceptualized that human-machine trust
evolves similarly to interpersonal trust (i.e., Barber, 1983; Rempel et al., 1985; see Table 1.1). As
aforementioned, current theories of human-machine trust depend on those of interpersonal trust.
Part of them has been identically replicated findings by interpersonal trust theory, however, most
researchers explore distinctions between human-machine and interpersonal trust. One famous

study showing the distinction with an empirical finding is Muir and Moray’s (1996) work.

Meaning of trust in machines. To examine the broader context of the meaning of trust,
Muir (1987, 1994) outlined a framework of trust in automation based on Barber’s (1983) definition.
Barber (1983) viewed trust as the concept of expectation in society and described that human trust
contains at least three different kinds of expectation in social relationships: persistence,
competence, and persistence fiduciary responsibility. The persistence of the natural physical order,
the natural biological order, and the moral social order is the most general expectation in order to
generalize the expectation concept. Next is specific expectation of technically competent role
performance which comes from the social relationship and belonging systems. The expectation of
competent performance, such as patients’ expectation of doctors’ good operation performance,
involves expert knowledge, technical facility, or everyday routine performance. Last, specific
expectation that partners in an interaction will carry out their fiduciary obligations and
responsibilities, that is, their duty in certain situations to place others' interests before their own.
Power that relatively varies in social relationships and systems contribute the distribution of trust

as fiduciary responsibility.



Muir (1987, 1994) attempted to capture the nature of trust in automation by incorporating
previous social psychology research with engineering perspectives. She reinterpreted his concepts
to apply it to human trust in machines. According to the Muir’s definition (1987, 1994), persistence
means the constancy of the physical, biological and the moral social orders. Competence as defined
by Barber (1983) was integrated with Rasmussen’s (1983) definition of human behaviour into
knowledge-, rule-, and skill-based behaviour. Responsibility means the expectation that human

motives are reliable.

Dynamic of trust in machines. To examine the dynamics of trust in machines, Muir
(1994) proposed a theoretical model of human-machine trust involving three distinct elements of
trust, predictability, dependability, and faith, also based on the work in terms of interpersonal trust
by Rempel et al. (1985). They generalized trust as expectation with consideration of four points to
model three factors for the development of interpersonal trust. Trust evolves with (1) prior
interaction and experience for mature relationship, and (2) dispositional credits, such as how other
people are reliable and dependable considering expectations of rewards from the people, and (3) a
willingness to take risk to build a relationship based on Deutsch’s (1973) definition of trust which
indicates “confidence that one will find what is desired from another, rather than what is feared”,
and lastly (4) confidence and security in the caring responses of the partner and the strength of the

relationship.

Rempel et al. (1985) modelled three dimensions of interpersonal trust for prolonged
relationships and assumed that predictability initiates human-human trust which governs the
effective relationship, then dependability forms it, lastly faith dominates trust. Predictability of
partner’s behaviour refers the consistency of recurrent behaviour and the stability of the social
environment. Predictability leads human to anticipate partner’s future behaviour and action under
uncertain situations based on previous consistency of response and personal understanding of the
partner (Rotter, 1980). Dependability is originated from personal dispositional attributes of
trustworthiness. As human relation develops, people know partners’ personal traits and involve
risk, uncertainty, and vulnerability. Here, dependability plays a vital role in trust formation. Trust
is detived by not pattners’ specific actions but the person him/herself. Faith, last element of trust,
seems fundamentally different from predictability and dependability and an aspect that is difficult
to describe in a short word. Predictability and dependability are weighted by experiences and
evidences through previous interaction with partners. Given that there is no consistently effective
relationship, the relationship encounters new, unexpected, situations. Rempel et al. (1985) stated
that faith based on predictability and dependability contributes to the determination of trust in

situations when successful relationships are not guaranteed. They described that “faith reflects an



emotional security on the part of individuals, which enables them to go beyond the available
evidence and feel, with assurance, that their partner will be responsive and caring despite the

vicissitudes of an uncertain future.” (p. 97).

Table 1.1 An integrated model of trust in human-machine relationships, created by
crossing Barber’s (1983) model of the meaning of trust (rows) and Rempel et al.’s (1985)
model of the dynamics of trust (columns). Statements in the cells exemplify the nature of
a person’s expectations of a referent (j) at different levels of experience in a relationship

from Muir (1994).

Basis of expectation at different levels of experience

Predictability Dependability Faith
Expectation (of acts) (of dispositions) (in motives)
Persistence
Natural physical Events conform to natural ~ Nature is lawful Natural laws are constant
laws
Natural biological Human life has survived Human survival is lawful Human life will survive
Moral social Humans and computers Humans and computers Humans and computers
act ‘decently’ are ‘good’ and ‘decent’ by will continue to be ‘good’
natutre and ‘decent’ in the future
Technical competence J’s behaviour is predictable 7 has a dependable nature  j will continue to be
dependable in the future
Fiduciary responsibility J’s behaviour is / has a responsible nature  / will continue to be
consistently responsible responsible in the future

Muir (1994) extended this model to human trust in machines as follows. She then
hypothesized that user trust in unfamiliar automation grows from predictability, to dependability,

and lastly to faith following the suggestion of Rempel et al. (1985).

o Predjctability of acts describes the perceived consistency of actions of a machine in a given
situation.
o Dependability of dispositions refers to the extent to which operators can rely on not specific

components of the machine but the capability of the entire machine.
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o Faith in motives means an expectation that the machine performs in future situations beyond
the behavioural evidence generated by the machine in terms of predictability and

dependency.

Muir and Moray (1996) examined the relationship the dimensions of human-machine
trust with a prediction that competence would be more applicable than responsibility with a simple
linear regression as well as which dimensions and in what order they predict human-machine trust
over time the best based on the three-factor theoretical model proposed in Muir (1994), further,
aimed to understand how to optimize and predict operators’ task allocation behaviour based on
trust or automation property that impacts trust under supervisory control situations. Participants
were requited to control a simulated semi-automated pasteurization plant named
‘PASTEURIZER’ (Figure 1.3). After each session, participants completed questionnaires about
trust and aforementioned factors. The result showed the expectation of competence best captured
the meaning of trust as they expected. Contrary to their hypothesis, surprisingly, faith initially

predicted overall trust towards the automated system, then dependability, and finally predictability.
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Figure 1.3: Pasteurization plant from Muir and Moray (1996).

This unexpected finding and three-factor model have been widely cited in the field of

human-machine interaction and provides the foundation for a more modern theory of human-
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machine trust (e.g., Merritt & Ilgen, 2008; Bliss, 2009). This three-factors framework particularly
affected the establishment of Lee and Moray’s (1992) three bases of automation trust: purpose
(faith), process (dependability), and performance (predictability) which published in advance of
Muir (1994) and Muir and Moray (1990) in spite of late conduction. Lee and Moray (1992) also
tested the relationship between dependability, predictability, and faith by using Muir and Moray’s
(1996) questionnaire of trust in automation for conceptualizing the three bases, and Lee and See
(2004) reestablished three bases of trust based on an extensive literature survey. Further, empirical
findings that how automation error in the course of the interaction affect levels of trust and reliance
in novel systems also provided invaluable insights into human-machine trust as well as automation

design (e.g. Lewandowsky et al., 2000; Kérber et al., 2018a).

1.4 Research Questions and Thesis Overview

Muir (1994) opened her work with “Toffler’s (1980) ‘third wave’ is upon us.” Now,
humans are facing the Fourth Industrial Revolution which fundamentally transforms human life-
style with the development of technology across several domains, such as autonomous cars, the
Internet of things, and artificial intelligence. How to interact with highly developed automated
machines keeping appropriate levels of trust in automation is crucial in this context, thus knowing
the mechanism of human-machine trust remains one of most important issues for human factors
researchers in order to further design trustworthy and trustable automation (Ghazizadeh et al.,

2012).

Sheridan, through his works, hypothesized the concept of operators’ trust in supervisory
control paradigms frequently over the years (e.g., Sheridan & Verplank, 1978; Sheridan et al., 1983;
Sheridan & Hennessy, 1984). Interestingly, whilst several frameworks in terms of human-machine
trust have been suggested with respect to adaptive function allocation scenarios as well as an
understanding of which component contributes to shaping human-machine trust, there has been
little investigation of trust development satisfying both theoretical issues and empirical results
throughout human interaction with machines for last three decades since Muir and Moray’s work
(1996). Several studies doubted Muir’s (1994) model and stated problems, however, there has been
no direct and explicit challenges to their view. Inconsistent with Sheridan’s expectation, still, Muir’s
(1994) work is considerably viewed as a seminal model to capture the development of trust for
untrained individuals when automation includes several types of error and to identify factors

determining human trust in unfamiliar machines.
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This thesis research aims to have comprehensive understanding of automation design to
consider which factor guides trust looking into how trust evolves when untrained individuals
interact with automated machines in supervisory control situations. Trust calibrated by only
question: “To what extent do you trust machine?” cannot account for trust development. The
factor relating to trust closely should be considered to address the issue of human trust toward
automation. In addition, empirical findings should be provided to have intuitive understanding of
trust and automation design. The replication of previous study is a quite challenging work with
reference difficulty in carrying out psychological experiment, ensuring reproducibility, and
extracting very new and novel findings which can be distinguished from the original findings. In
this sense, replicating the work of Muir and Moray (1990) is very challenging. However, it should
be crystal cleared to discuss trust in automation for current general users because whether the old
framework of trust development is still available for seizing human trust in machines in the modern
society has been less explored with empirical findings. This study facilitates Muir and Moray’s
(1996) three-factor model to identify the key predictor which best embodies trust during human-

machine interaction.

The chart as shown in Figure 1.4 illustrates the flow of a series of three experiments which
explored for this thesis study. The first chapter (this chapter) describes fundamental theoretical and
experimental studies which helped in the design of this thesis research. The second, third, and
fourth chapters contain a series of three experiments to extend the investigation of human-machine
trust in the course of human interaction with automated systems of process control systems and
vehicle automation. Chapter 2 and 4 describes the replication of Muir and Moray’s (1990)
experiment, and Chapter 3 describes a driving simulator study. To address following issue, a total

of three studies were conducted:

e Among Muir’s (1994) three trust dimensions, which factor best captures initial trust in

machines for untrained users in supervisory control situations

e How trust in unfamiliar machines for general users develops as experience of and exposure

to automation

e Impacts of system failure as well as the type of system failure on users’ trust in automated

machines

e Relationship between Muir’s three trust dimensions and other attributes influencing

human-machine trust, such self-confidence and understanding of system mechanisms
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STUDY I challenges the long-accepted view of Muir and Moray (1996) to figure out clear
distinction of trust in automation between 1980s and now. It was hypothesized that trust develops
from faith initially, then dependability, lastly predictability following the result of Muir and Moray
(1996). That is, STUDY I aims to confirm whether the psychological structure of Muir and Moray
(1996) can be identically replicated as well as show particular impacts on trust development. Full
replication of Muir and Moray’s (1996) experiment was carried out with the enlarged number of
Japanese male students by reprogramming the PASTEURIZER. Following statistical analyses
methods which facilitated in Muir and Moray (1996), difference of trust formation caused by
changes of contexts discussed with quantitative comparisons between the original study and this

study. Further, STUDY I discussed the difference caused by cultural contexts.

STUDY II reports on a study that sought to investigate key determinants of trust development
for drivers in automated vehicles depending on different levels of knowledge in terms of vehicle
automation as well as different types of system failure. STUDY II attempts to expand findings of
STUDY I which dependability is a key contributor shaping human-machine trust to different
automation domain. Subjective ratings of trust were collected to examine the impact of two factors:
knowledge level (Detailed vs. Less) and type of system failure (by Limitation vs. Malfunction) in a
driving simulator study in which drivers experienced a partially automated vehicle. It was
hypothesized that trust may be governed by different trust dimension depending on different
knowledge levels which presented to participants in advance of vehicle automation experience. The
experience as well as type of system failure may lead decrease in levels of trust. Whilst the decreased
trust by system limitation can be reestablished by subsequent experience of flawless automated
driving, the decreased trust due to system malfunction cannot be recovered. Three-factor model

was utilized to look into trust development, and changes of trust ratings over time was observed.

STUDY III presents partial replication of Muir and Moray (1996) with different cohort that only
Japanese undergraduate students majored engineering field. Based on previous findings from
STUDY I and II, trust in automation may be derived by dispositional qualities, such as academic
major, gender, and occupation. In the STUDY III, gender was balanced to consider how
dispositional attributes differently affect feelings of trust attributes and trust formation throughout
human interaction with the PASTEURIZER. Statistical analyses — i.e., overall trust ratings of pump
system and the development of trust in machines showed distinction from Muir and Moray (1996)

confirming findings of STUDY I. Dependability is a main contributor initiating trust in machines
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and best predicts trust at most courses of interaction with machines. As faith dominates trust when
participants understood the mechanism of all subsystems during training sessions, the result of
STUDY I1I indicates that feelings of understanding system mechanism may call faith as the best
predictor of trust. Further, STUDY III explores effects of the first impression on pump systems
in the pasteurizer on trust and automation usage as investigates changes of self-confidence and
time length that participants spent in the automatic pump mode. The results of STUDY III with
participants who have relatively more affinity for technology confirmed that the increased use of

automatic controller reflects difference between 1980s and the present.

Need to figure out the main contributor
determining trust in automation and initial trust for
untrained users in the modern society

STUDY I: Replication of Muir & Moray’s (1996) study to examine
whether the long-accepted psychological structure of trust
development is available for capturing trust in the current context
Remaining Limitations:
Initial trust & Reliance

STUDY II: Application of findings from STUDY | and Muir’s (1994)
framework to partial driving automation regarding dispositional
quality, pre-existing knowledge, and automation failure

STUDY llI: Part replication of Muir & Moray’s (1996) study to clarify
factors determining trust and users’ reliance on automation
regarding self-confidence, gender, and background

Figure 1.4: The research flow of a series of three experiments.

15



Chapter 2. REPLICATION OF MUIR
AND MORAY (1996) WITH A NEWLY

PROGRAMMED PASTEURIZER

2.1 Purpose of Replication

Chapter 1 describes why trust in automation is a critical issue from perspective of human
factors researcher. As mentioned, Muir and Moray’s (1996) work is particularly important with
respect to theoretical as well as practical considerations. Muir (1994)’s framework is distinguished
by current frameworks of human-machine trust. The three-bases or -layers of trust viewed it as
integrations of several attributes of trust in automation (Lee & See, 2004; Hoff & Bashir, 2014),
however, Muir (1994)’s model is grounded in the interaction among three-elements of trust during
the course of human-machine interaction regardless of time point and degrees of trust. Operators’
degree of trust in automation at a particular point in time may not depend solely on the state of the
automation at that time but rather on the behaviour of automation in previous times, including
whether automation has experienced partial or complete failures, whether the failures have

occurred rarely or frequently, how long failures have lasted, and other time-based factors.

The wide and fast spread of automated machines for the last decades has greatly changed
general users’ perception of automation. With respect to changes of contexts between 1980s and
the present, STUDY I attempted to replicate the findings of Muir and Moray (1996). This study
focus on the overall trust and how human-automation trust develops. Three decades after the initial
experiment, automation has become ubiquitous, with new technological advances constantly
available both in the workplace and in the home. Though models of human-automation trust have
evolved at least partly based on Muir and Moray (1990), it is unknown whether current general
users of automation form faith initially to guide their trust development as suggested by Muir and
Moray (1996). Process control experiment where participants performed the pasteurizer task
described by Muir and Moray (1996; Figure 1.3) was reprogrammed. Thus, hypotheses of STUDY

I mirrored Muir and Moray’s (1996) findings. That is, it was hypothesized that trust in machines is
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initially best predicted by faith, then dependability, and finally predictability as interaction time
increases. In addition, it was also hypothesized that automation failures decrease operators’
subjective ratings of trust in automation, and recovery of trust is depending on type of failures.

Thus, following research hypotheses were established:

e H1: Trust in machines is initially best predicted by faith, then dependability, and finally
predictability as interaction time increases. That is, trust develops from faith, dependability,
then predictability.

e H2: Continuous experience of machines for untrained users leads an increase in trust.

e H3: Automation failures decrease operators’ subjective ratings of trust in automation.

e H4: The recovery of trust is depending on the type of failures. To be specific, variable
system error which operators could not recognize where and which error occurs leads a
large decrease in operators’ trust in comparison with constant system error which they
could recognize its symptom and expected future situations.

e Hb5: Competence can account for operators’ meaning of trust in machines rather than

responsibility.

2.2 Methodology

This research complied with the University of Tsukuba’s ethics code and was approved
by the ethical review board in the Faculty of Engineering, Information and Systems at the

University of Tsukuba. Informed consent was obtained from each participant.

2.2.1 Participants

Twelve male undergraduate/graduate students (6 graduate students; M. = 22 years, S Dy
= 1.95 years) from the University of Tsukuba were recruited and participated in the study. This
study conducted a power analysis with the pwr package in the R (R Core Team, 2018) to determine
the number of participants in the current study. A sample size of N = 10 in the current experiment
will result in power > .8 to detect an association between faith and overall trust early in the
interaction of the original study. Each session lasted approximately 3 hours, and they were paid

2,460 JPY for each session.
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2.2.2 Apparatus

A Fujitsu LIFEBOOK A577/RX laptop with a LED display (1366 x 768) was used to
conduct simulation that programmed in MATLAB 2018a (Mathworks Inc., Natick, MA).

2.2.3 Pasteurization plant

“Pasteurizer”, a simulated raw milk pasteurization plant task used by Muir and Moray
(1996) was reprogrammed in MATLAB 2018a (Mathworks Inc., Natick, MA). Figure 2.1 presents
a sample display of the pasteurizer plant simulation. From the upper left pipeline, raw milk entered
a main vat. The raw milk travelled to an active heater from the main vat through pipelines, and a
three-way valve determined whether the milk is appropriately pasteurized or not. If the temperature
of milk was between 70 and 85 degrees Celsius, the milk entered the output vat. If the milk was
hotter than 85 degrees Celsius, it was burned and went to the waste vat. If the temperature was
lower than 70 degrees Celsius, the milk was not pasteurized and was transported to the main vat
again. The operators’ task was to maximise the amount of pasteurized milk while operating two

subsystems: pump subsystem and heating subsystem.

The pump subsystem was used to adjust the flow of raw milk from the main vat. The
system was operated in semi-automated, and participants were able to switch between manual and
automatic mode. In the manual mode, participants were required to set a value for new pump target
by typing commands, but in the automatic mode, the system automatically adjusted the value
matching the milk flow rate into the system. Participants could check which mode was operating

by looking at the “Pump System Mode” at top-right corner.

The heating subsystem was used to adjust the temperature of raw milk. Participants were
required to adjust both the flow and temperature of steam in manually. The steam and raw milk
stream’s outlet temperatures are calculated based on the parallel flow heat exchanger. The values
of overall heat transfer coefficient and heat transfer surface area are obtained by referring Muir and

Moray (1996).
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Figure 2.1: Screenshot of milk pasteurization plant simulation in this experiment. The
orange box denotes where the milk enters the system. The black valve denotes the three-

way valve outlined above.

2.2.4 Experimental Design

Both errors in the display and control properties were manipulated to examine the
operators’ trust in the pasteurization system, replicating Muir & Moray (1996). This study also
manipulated control and display properties to be exact or honest (accurate), to have constant error,
or to have variable error. The three control and three display manipulations were completely
crossed, producing nine experimental conditions (Table 1). A within-subjects, repeated-measures
design was used, and all participants performed nine plant sessions. Each session included four

controlling simulation runs, with 80 iterations in each run.

The control manipulation. The pump’s response to a new target pump was manipulated
across three types: the exact response as requested (Exact), a 10% higher response than requested
(Constant error), or a random response that is sampled from a Gaussian distribution with the mean
of the requested pump target and a standard deviation of 2% of the pump target value (Variable

error).

The display manipulation. The display conditions were manipulated across three types: an
honest display of the pump rate (Honest), a rate 10% higher than manipulated pump rate (Constant

error), or a rate with a variable Gaussian error (Variable error).
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Table 2.1 Experimental condition.

Display Manipulation

Control Manipulation Honest Constant Error Vatriable Error
Exact C1 c2 C3
Constant Error C4 C5 Co
Vatiable Error Cc7 C8 c9

2.2.5 Dependent Variables

After every run, participants were required to complete the set of subjective rating scales
for the pump system. This study translated the questionnaire of Muir and Moray (1996) from
English to Japanese. The questionnaire with 100 mm-scale and the poles labelled “none at all” or

“not at all” on the left to “extremely high” on the right (Table 2.2).

In Muir and Moray (1996), there was no significant effect in the three-way valve. Thus,
the current study asked participants to take questionnaires with respect to the pump system. This
study examined the relationship between trust and operators’ performance on the plant: scores,
pump control actions, proportion of time in automatic pump mode. The score was calculated by
dividing the total amount of successfully pasteurized milk by the total amount of flowed milk from
the main vat. The score was displayed at the bottom-centre of the plant simulation. The pump
control actions indicate how many times the operator adjusted the pump rate. The proportion of
time in automatic pump mode means time length that the operators used the automatic controller

during the trial.
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Table 2.2 Constructs examined in subjective trust questionnaire (adapted from Muir &

Moray, 1996)

Construct Relevant questions

To what extent does the pump perform its function propetly? To what extent does

Competence

it produce the requested flow rates?
Predictability To what extent can the pump’s behavior be predicted from moment to moment?
Dependability To what extent can you count on the pump to do its job?

To what extent does the pump perform the task it was designed to do in the
Responsibility

system? T'o what extent does it maintain the system volume?

o ) To what extent does the pump respond similarly to similar circumstances at
Reliability over time ) o
different points in time?

To what extent will the pump be able to cope with other system states in the

Faith

future?
Trust in pump To what extent do you trust the pump to tespond accurately?
Trust in pump’s display To what extent do you trust the accuracy of the pump’s display?
Overall trust To what extent do you trust the pump?

2.2.6 Procedure

The procedure in the current study followed that of the original study by Muir and Moray
(1996). The experiment included a training program and an experimental program. To become
skilled at operating the pasteurizer, participants were required to carry out the training program at
least eight sessions. There were five stages while the training: (1) to be introduced to the
pasteurization plant with a detailed manual, (2) to practice the manual pump control mode, (3) to
learn and practice how to switch between manual and automatic pump control mode, (4) to practice
the automatic pump control mode, (5) to be acclimated with free choice of manual or automatic
modes. In the stages of (1) and (3), the experimenters individually supported participants’ first
operation of plants. Further, when the participant’s performance was kept over 80 % during last
four runs, they could move on the experimental program. The mean number of training sessions

required was 9.7 sessions with a range between 8 and 17 sessions.

After training program, participants proceeded to the experimental program. Their task

was to maximise performance keeping the volume of main vat at around 500 litres. Participants
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were instructed that, in contrast to the training session, if the main vat volume reaches empty, the
plant would crash and automatically shut down (Figure 2.1). The experimenter did not provide
specific information about each control and display setting, but participants were told that the
setting may vary from trial to trial due to equipment problems in some plants, making manual or
automatic control less effective. Each participant completed the nine experimental conditions.
After all trials, participants completed a brief interview asking about their impression on the
pasteurizer, such as the first interaction with the pasteurizer, and whether they detect the

differences. Finally, participants were debriefed, paid, and dismissed.

2.2.7 Statistical Analyses

Data were analysed by following statistical methods applied in Muir and Moray (1990).
Subjective ratings of trust were collected via the questionnaires. There were three experimental
factors: control properties of the pump (exact, constant error, variable error), display properties of
the pump (honest, constant error, variable error), runs within sessions (run 1, 2, 3, 4). To measure
operators’ performance on pasteurization plants, this study used three performance measures:
scores, the number of pump control actions, and the proportion of time in automatic pump mode.
The three experimental factors were also analysed on these performance measures. Three-way (3
x 3 x 4) repeated-measures ANOVAs were conducted to analyse subjective ratings of trust (overall
trust, trust in the pump, and trust in the pump’s display) and the three performance measures across
the three experimental factors. For all post-hoc tests, this study utilized the Bonferroni correction
against alpha inflation due to multiple comparisons. This study assessed correlations between
overall trust and three performance measures (performance score, manual control pump actions,
proportion of time in automatic pump mode). Independent-samples t-test was used to compare
differences between these three measures produced by the original study (Muir and Moray 1996)
and the current study. To examine the meaning of trust in machines, simple linear regression and
stepwise regression were conducted. To look into differences between operators who controlled
the plant with only automatic pump modes and with only manual operation, independent-samples
t-test and linear regression were performed. Further, stepwise regression was used to assess
hypothesized models in terms of trust development. Variance inflation factors (VIF) were
calculated to check multicollinearity in all regressions. If the VIF is greater than 10, it indicates a
multicollinearity problem (see, Kabacoff, 2020). Thus, if the multicollinearity problem is detected,
separate stepwise regression was performed. Bayesian analyses were employed to against

conventional null-hypothesis significance tests. Bayes factors (BF) which represent the degree to
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which the observed data favour one statistical model over another model quantify whether the data
are more compatible with a null model or an alternative (Rouder et al., 2009; Schénbrodt et al.,
2015). For the current study, BFs obtain evidence for a null hypothesis as it can distinguish between
uninformative results and results supporting the null hypothesis. Three participants failed to keep
the main vat volume, resulting in system crashes. Thus, the data of failed participants in the
experimental program were eliminated. All statistical analyses were conducted in R (R Core Team,

2018).

2.3 Results

2.3.1 Overall Trust in Pump System

Operators’ overall trust was significantly affected by the display manipulation, F(2, 16) =
3.87, p = .04, n¢® = .03, BFio = 6.23 x 103. Post-hoc t-tests revealed that the operators reported
higher levels of trust towards automatic pumps with the honest display more than the variable
display error, paired-samples t-test 8) = 2.40, p = .04, B = 1.15x 104, M = 82.99 vs. 74.93. The
remaining effects were not significant, all ps > .13. Table 2.3 describes the average of subjective
ratings of trust and performance variables with standard deviation, and Figure 2.2 presents the
mean ratings of overall trust in the pump system toward control and display properties. This
indicates that variable display error in the pump system leads decreased trust compared to when

using the honestly displayed pump system.
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Table 2.3 Mean and standard deviation of subjective ratings of trust and performance.

Subjective Ratings of Trust

Performance

Experimental

Manual

Proportion of Time in

Overall Trust in Trust in Control Automatic Pump Mode
Condition Trust Control Display Score Action (%)
83.81 84.08 82.39 96.02 24.83 64.40
“ (17.30) (15.25) (17.85) (3.54) (41.73) (46.37)
82.53 79.72 81.56 95.94 22.39 64.61
“ (17.08) (24.14) (16.82) (3.94) (31.906) (46.50)
74.66 76.41 77.75 93.29 19.00 63.37
“ (20.18) (24.85) (15.94) (5.85) (32.95) (46.08)
80.24 82.40 80.65 88.29 38.44 67.76
“ (12.63) (13.12) (15.51) (14.33) (73.25) (42.77)
75.86 76.52 78.10 92.63 22.75 59.57
© (20.20) (18.54) (22.22) (6.87) (37.42) (48.38)
72.78 75.10 76.70 91.43 30.64 62.89
. (18.66) (13.56) (19.40) (8.57) (49.12) (44.87)
84.91 86.03 82.24 96.28 14.22 63.99
“ (16.97) (13.70) (19.04) (3.81) (30.64) (46.47)
78.56 78.89 79.03 94.74 29.69 64.20
“ (18.90) (14.43) (17.30) (5.28) (47.91) (46.52)
77.38 79.91 79.09 93.64 38.89 64.03
“ (19.20) (13.33) (19.54) (7.79) (63.11) (46.28)
80.16 80.11 78.56 94.42 19.15 71.40
Overall
(18.17) (18.84) (18.98) (4.95) (36.32) (42.43)
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Figure 2.2 Mean ratings of overall trust in the pumps, pooled over operators and runs, as a

function of the control and display properties of the pumps.

Figure 2.3 illustrates mean ratings of overall trust in the pump system, assembling
operators and runs, as a function of the control and display properties of the pumps. Figure 3
shows mean ratings of overall trust in the pumps, assembling run, as a function of the control

property of the pumps and operators’ experience respectively.

A significant two-way interaction between control property and run was observed, F(0,
48) = 2.42, p = .04, nc* = .004, BFy, = .01. One-way ANOV As for each of control property revealed
that main effects of the run factor on levels of trust towards the exactly controlled pump, F(3, 24)
= 4.3, p = .015, nc* = .01, BFi, = .25, and the pump with the variable etror , F(3, 24) = 3.61, p =
027, nc* = .01, BFio = .09. For the exact control property, post-hoc t-tests obsetved that operators’
levels of trust at the first trial was lower than those at the second, paired-samples t-test A8) = -2.4,
p =.045, BFio = 1.97, M = 77.54 vs. 81.76, and at the third, paired-samples t-test #8) = -2.5, p =
037, BFio = 2.27, M = 77.54 vs. 80.33, and lastly at the fourth trial, paired-samples t-test #A8) = -
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4.4, p = .002, BFio = 21.83, M = 77.54 vs. 81.71. For the variable control property, post-hoc t-test
revealed that operators’ levels of trust at the first trial was lower than the fourth, paired-samples t-
test A(8) = -2.4, p = .0406, BFo = 1.94, M = 76.92 vs. 80.39. The ratings of operator’s trust at the
2nd trial was lower than those at the third, paired-samples t-test A(8) = -2.3, p = .048, BFp = 1.87,
M = 80.38 vs. 82.42. These results indicate that operators’ levels of trust in the pump system
increase with the experience of machines which exactly controlled or contained random error. The

remaining effects were not significant, all ps > .07.
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Figure 2.3 Mean ratings of overall trust in the pumps, assembling the run factor, as a

function of the control property of the pumps and operators’ experience.
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2.3.2 Trust in Pump Control and Display Properties

Figure 2.4-(a) and —(b) illustrates mean ratings of trust in the control and display
properties of the pumps respectively. Trust which independently rated for pump’s control and

display properties did not show significant difference, all ps > .07.
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Figure 2.4 Mean ratings of trust in the control (a) and display properties (b) of the pumps.

2.3.3 Performance

Figure 2.5 presents the mean performance score, manual pump control actions, and
proportion of time in automatic pump mode of Muir and Moray (1996) and the current study

separately.

Performance score. The main effect of control properties on performance scores was
statistically significant, F(2, 16) = 5.34, p = .02, n¢* = .09, BFi, = 4.61 x 10. Post-hoc t-tests revealed
that performance scores in constant control error were lower than those of variable control error
pump, paired-samples t-test A8) = -2.5, p = .037, BFio = 22.65 M = 90.78 vs. 95.08. The remaining

effects were not statistically significant, all ps > .06.

Independent-samples t-test revealed that scores of the current study were significantly
lower than those of Muir and Moray (1996), A16) = 3.88, p < .001, BF, = 23.89, Cohen’s 4 = 1.83.
These imply that participants in both the original study (Muir and Moray, 1996) and the current

study were able to figure out how to achieve high scores.
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Manual pump control actions. No effect was statistically significant, all ps > .19. Unlike
Muir and Moray (1996), mean manual pump control actions in this experiment were significantly

lower, independent-samples #16) = 1.17, p = .26, BFyy = .66, Cohen’s d = .55.

Proportion of time in automatic pump mode. The three-way interaction was
statistically significant, F(12, 96) = 1.995, p = .03, n¢* = .07, 0 < BF, < .1. The proportion duting
the third run under the C5 condition (constant control error-constant display error) was the lowest,
42.94%. The second lowest was 61.32% under the C6 condition (constant control error-variable
display error) during the first run. It indicates that operators spent less time in the automatic pump

mode in the C5-third run compared to the all runs in the all conditions, all ps < .01.

The operators in the present study spent more time with the automatic pump than Muir
and Moray (1996), independent-samples t-test #16) = 50.20, p < .001, BF, = 2.51 x 1015, Cohen’s
d = 23.67.
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Figure 2.5 Mean values of performance score, the number of manual control operations,

and the proportion of time in automatic pump mode.
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2.3.4 The Meaning of Trust in Machines

Muir and Moray (1996) applied both simple linear regression and stepwise regression
analyses to examine whether competence and/or responsibility predict overall trust in machines.
Muir and Moray (1996) found that competence is a better predictor of trust accounting for the
meaning of trust than responsibility. The current data showed that responsibility was the most
predictive in all the experimental conditions except for the C6 condition (constant error-variable

error) as shown in Table 2.4.

Table 2.4 Summary of analyses of the meaning of trust. C = competence, Rs =

responsibility, T = overall trust.

Stepwise

F

Experimental R2 BFio R2 BFio R2 Best (Best

Condition C C Rs Rs C, Rs Predictor Model) b
Total 0.62 1.32x1065 0.76 8.62x1098 0.58 Rs 1042.16 <.001
C1 0.74  3.52x108 0.77  1.6x109 0.58 Rs 110.83 <.001
Cc2 0.79  2.01x109 094 523x1019 0.90 Rs 601.80 <.001
C3 0.59  2.58x105 0.88 1.79x1014 0.77 Rs 261.40 <.001
C4 0.48 352526 0.69  1.76 x 107 0.46 Rs 75.55 <.001
C5 076  1.42x109 0.83 1.92x1011 0.67 Rs 160.40 <.001
Co 0.58  9.45x103 0.56  8.78 x103 0.31 C 44.98 <.001
C7 085 1.49x1012 0.85 2.55x1012 0.72 Rs 193.77 <.001
C8 0.04 1.4x105 0.77 2.1x108 0.58 Rs 113.10 <.001
C9 0.45  2179.93 0.72  1.61x107 0.52 Ry 91.66 <.001

There were three participants who controlled the plant in only the manual operation and
other three participants who operated the plant using only the automatic pump mode. Mean ratings
of overall trust and responsibility for the automatic pump-preferred operators were significantly
higher than those of the manual control-preferred operators, U = 6 and 7, respectively, ps > 4.
Results of a stepwise regression analysis showed that both competence and responsibility predicted

overall trust in machines. Competence was more predictive than responsibility for the manual
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operation group whilst competence was less predictive compared to responsibility for the

automatic pump mode group.

A regression analysis was performed to further investigate a relationship between
operators’ overall trust and responsibility with respect to the types of operators: manual- and
automatic pump-preferred (Figure 2.6-(a) and (b) respectively). The ratings of responsibility
significantly predicted overall trust towards the automatic pump system for operators who
preferred the manual pump control, (R* = .76, F(2, 106) = 342.9, p < .001) and for operators who
preferred the automatic pump control (R2 = .60, F(1, 106) = 162, p < .001).

Bivariate correlation analyses showed strong correlations between competence and
responsibility (C1, »= .88; C2, r=.92; C3, r = .64; C4, r=.70; C5, r = .97; C6, r="78; C7, r= .95;
C8, r = 91; C9, r = .78; Pooled, r = .79). Additionally, correlation analyses were conducted
regarding two operator types and showed strong correlations between two factors, r = .76 and .89
for the automatic pump- and manual control-preferred operators respectively. These results
confirm that two factors are highly intercorrelated, but variance inflation factor analyses did not

reveal the problems of multicollinearity except for C5 (VIF = 14.38) and C7 (VIF = 10.81)

conditions.
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Figure 2.6 Scatter plots of ratings of responsibility with overall trust in the pump for
operators who preferred the manual pump control (a) and the automatic pump mode (b)

with the fitted regression line and the regression equation for each.

30



2.3.5 The Development of Trust in Machines

Following Muir and Moray (1996), the data were extracted with respect to three points
during operators’ experience: the first training session, the last training session, and the last run of
the experimental session in C1. Further, this study selected the first questionnaire after the first
experience of automatic pump control system in the current study. Contrary to the findings of
Muir and Moray (19906), the results showed that dependability was the best predictor of overall
trust in the automated pump system throughout all time points (Table 2.5). Bayesian regression
analyses also showed that dependability was the best predictor of trust in the pump system after
the first interaction with the automatic pump controller (predictability, BFio = 1.77; dependability,
BFio = 182.05; faith, BFio = 1.88), the first training (predictability, BFio = 18.5; dependability, BFio
= 32.67; faith, BFio = 2.92), in the last training (predictability, BFio = 1.23; dependability, BFfio =
13.65; faith, BFiy = .63), and in the C1 (exact control-honest display) experimental condition
(predictability, BFio = 7.98; dependability, BFio = 168.78; faith, BFi, = 2.54).

Table 2.5 Summary of analyses of the development of trust.

2 2 2 i
R R R Stepwise Best F (Best
Session Predictability Dependability Faith Predictors Model) p
Automatic
0.42 0.90 0.45 D 6543 <.001
Pump
First Training  0.83 0.92 0.69 D 85.66 <.001
Last Training  0.42 0.86 0.26 D 46.24 <.001
Plant (C1) 0.69 0.90 0.52 D 63.55 <.001

Figure 2.7 illustrates bivariate correlation between three dimensions of trust in automation
at each point. VIFs at all points showed that there are multicollinearity problems in predictability
and dependability at two points: the first training and the experimental session in the C1 plant.
Separate stepwise regressions regarding predictability and faith, and dependability and faith showed
both predictability and faith captured trust in automation after experiencing the first training, F(2,
6) = 21.41, p = .002, R*> = .84, and that dependability only best predicted trust, F(1, 7) = 32.01, p
<.001, R* = .8. Similar results were observed for the point after the C1 plant. Both predictability
and faith predicted trust in automation, F(2, 6) = 13.7, p = .006, R* = .76, and dependability only
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accounted for trust, F(1, 7) = 63.55, p < .001, R* = .89. All results indicated that dependability

predicted overall trust in the pump system for operators.
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Figure 2.7 Bivariate correlation between all dimension of trust at all time points: (a) first
interaction with automatic pump mode, (b) first training, (c) last training, and (d)

experimental session of C1 plant.

2.3.6 Correlation between performance and trust

The correlation between overall trust in the pumps and performance scores was
statistically significant, 7(322) = .18, p = .002. The negative correlation between overall trust and
the number of manual pump operation was significant, 7(322) = -0.48, p < .001. Lastly, operators’
trust was significantly and positively correlated with use of the automatic controller, (322) = .31,

p < .001. Figure 8 illustrates scatter plots for each correlation.
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Figure 2.8 Scatter plots of correlations between ratings of overall trust in the pump and

three performance measures.

2.4 Discussions

In this study, the current study aimed to replicate Muir and Moray (1996) by asking twelve
participants to operate a simulated pasteurizer plant task between manual and automatic pump

control modes.

2.4.1 Subjective Ratings of Trust on Pump System

Muir and Moray (1996) showed that the three experimental factors, control and display
properties and run factor, affected operators’ trust. They found the main effects of both control
and display properties on overall trust towards the automatic pumps and an interaction effect
between the run factor and the control property. Thus, this replication study also expected to find
same results which automation failures have different impacts on the locus and type of failure (H3,
H4) as well as the increase in trust over time (H2). In our study, the display properties significantly
impacted operator’s trust, with the variable error condition leading to decreased overall trust scores.
However, the analysis of trust in the pump control and trust in display exhibited no interaction
between control and display manipulations. Thus, the finding of overall trust analysis may partly
support that information display plays an important role influencing operators’ trust (e.g. Muir &

Moray, 1996; Lee & See, 2004).

Muir and Moray (1996) reported trust is likely to grow with continuous human-machine

interaction when either non-error existed or the constant error occurred except for the occurrence
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of the variable error. The current study found a similar tendency when the operator experienced
the exactly controlled pump and the pump with the variable control error inconsistent with the
finding of the original study. This unexpected result is indicative of the relationship between the
performance score and trust because the mean scores in the experimental conditions including the
variable control errors were significantly higher than those of conditions with the constant control
error. As operators’ performance is one of determinants affecting operators’ trust (Rempel et al.,
1985) and post-experiment interviews revealed participants were highly sensitive to maximising the
performance score, it was expected that the score impacts operators’ trust formation. The scores
in the constant control error conditions were significantly lower than those of the variable control
error and exact control conditions. Furthermore, the current results support that performance
score is positively associated with overall trust, indicating that those who achieved higher levels of
the pasteurizer task also displayed higher levels of trust. Muir and Moray (1996) also concluded
that the score perhaps influences the determination of operators’ trust with a small correlation
between trust and score. Further corroborating this view, the current results also indicate that trust
is negatively associated with the total number of manual pump operation and positively with the
use of the automatic pump. Other empirical studies also describe that when automation fault
occurred, both operators’ subjective level of trust performance scores decreased (Lee & Moray,
1992) and the relationship between trust and performance may vary depending on types of
automation or automation fault (e.g. Lewandowsky et al., 2000). Future research should explore
this finding with respect to the relationship among trust, system property, and system performance
using the pasteurizer task to replicate and other more advanced automated systems to generalize

the current findings.

2.4.2 The Meaning of Trust in Machines

Responsibility and competence have been reported as important factors influencing
human-machine trust (e.g., Sheridan, 1988; Merritt & Ilgen, 2008). In this study, competence is
related with production of the requested pump flow rates, and responsibility is related with
maintenance of the volume of the main vat. Muir and Moray (19906) reported that competence was
the dominant factor accounting for the meaning of human-machine trust (H5). However, our study
exhibited results inconsistent with Muir and Moray (1996). Responsibility was the dominant factor

accounting for the meaning of trust in the current study.
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For each participant, it was important to understand the mechanism of the pasteurizer to
maximise the performance score. In other words, being competent in operating the pump system
should be closely associated with maximising the score. The proportion of time in automatic pump
mode showed that about a half of the operators used automatic mode for adjusting the pump rate
rather than the manual operation. Most of the operators (8 of 12) also selected automatic mode
from the beginning of the training program to the end of the experimental program. The
participants were highly sensitive to producing wastes and the performance score, and it is possible
to increased use of the automatic mode to effectively maximising the output. Therefore, it may be
that how the pump is integrated in the plant is perceived more important for them than the direct
comparison between their actual control behaviour and the operation of system. This finding
implies that operators’ use of the automatic mode may be an important factor determining the
meaning of trust in automated systems. It is possible that the best predictor of meaning of trust
perhaps differs by the proportion of using the automated aids. This is further supported by
differential relationships between trust, competence and responsibility for those who used the
manual pump mode and those who used the automatic pump mode. For operators who used the
manual operation mode rather than the automatic pump mode, competence was the best predictor
of overall trust. On the contrary, for operators who used the automatic pump mode more rather
than the manual operation mode, responsibility as the best predictor of overall trust. This
contrasting finding might have an implication for the impacts of users’ choice between manual
operation and automatic systems on the role of two attributes differentially affecting automation
trust: competence and responsibility. However, this result should be carefully considered with the
multicollinearity problems due to high correlations between the two contributors. Indeed, Muir
and Moray (1996) concluded that both competence and responsibility significantly contribute to
capturing the meaning of trust in machines, and the two factors are highly intercorrelated (Lee &

Moray, 1992, Merritt & Illgen, 2008).

2.4.3 The Development of Trust in Machines

Many of studies on human-machine trust employ the framework Muir and Moray (1996;
e.g., Lee & See, 2004; Jian et al., 2000). This replication study hypothesized that trust develops from
faith initially, then dependability, finally predictability following the result of Muir and Moray (1996;
H1). Our result showed that dependability was a consistently dominant dimension among three
dimensions of human-machine trust in all conditions across different time points during their

interaction with the pasteurizer (see, Table 2.5). Separate stepwise regression was conducted
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considering the multicollinearity problem, and the results of regression and Bayesian analysis
demonstrated that dependability is highly likely to account for trust in automation at all time points.
This result might suggest a new cohort perspective on the human-machine trust between 1989 and
2018. Automation has become pervasive and has been frequently introduced for the general public
in 2018 compared to the 1980s (e.g., Autor, 2015), and this result may reflect a factor that initiates
the development of automation trust that is different from users in the 1980s. One clear difference
between 1989 and 2018 is the frequency of use of the automatic mode. Although there was no
significant difference of how many times participants toggled between manual and automation
modes between 1989 and 2018 cohorts (M = 30.13 vs. 26.8), more participants in 2018 spent more
time with the automatic pump in the experimental program than those of 1996 (M = 63.9% vs.
11.67%). This substantially higher percentage of the automatic pump use by the current participants
perhaps mirrors operators’ reliance on the ability of the automatic pump system. Additionally, the
higher percentage of the automatic pump use and the high performance score provide evidence

that adequate human-machine interaction was emerged.

Another interpretation of the present result is that the task difficulty of using manual
pump control mode in the first practice session might undermine operator self-confidence, leading
dependence upon the automatic control mode. Operator self-confidence in managing the system
is an important factor influencing use of automation (Moray et al., 2000). Operators with low self-
confidence greatly rely on the automatic pump mode, and most operators depended on the
automatic control rather than operating the pump rate manually (Lee & Moray, 1994; Moray et al.,
2000). de Vries et al. (2003) stated that when operators’ trust is high, and self-confidence is low,
operators are more likely to employ automated systems. Furthermore, when operators utilize
manual mode, their self-confidence grows over time (Chavaillaz et al., 2016). In this study, a higher
proportion of time in the automatic mode was observed than that of Muir and Moray (1996). The
participant interviews conducted after the experiment support the idea that operators chose the
automatic mode under their expectation that the automatic system ensures better scores than the
manual operation because they found the task challenging. This may reflect that low self-
confidence deprives operators of the confidence to use the system, resulting in a higher use of the
automatic control mode. Low self-confidence may relate to the current finding that overall trust is
best predicted dependability, which means the extent to which operators can rely on the machine.
Additionally, this also may be seen as a possible explanation why responsibility could be a critical

predictor of overall trust.

Our results question predictability being a determinant of human-machine trust at the

beginning of users’ interaction with a novel automated system. Based on the framework of human-
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human trust proposed by Rempel et al. (1985), Muir and Moray (1996) hypothesised that
predictability might be a predictor of initial trust in machines. However, Muir and Moray (1996)
exhibited faith as the best predictor, and our present study found that dependability can account
for initial trust. One possible interpretation is a discrepancy between laboratory study and real-
world study. For instance, the study of Balfe et al. (2018) which examined professional rail
operator’s trust in the real-world rail automation system found predictability is one of important
factors pertaining to trust. Since operators in this laboratory setting used a simulation, they were
aware that safety is ensured, and no penalty or bonus will be imposed depending on their
performance. However, even though most operators in the real-world frequently use automated
aids, the supervisory control system still requires human operators to execute complex information-
processing performance. Thus, the operator in the real-world should be skilled at controlling all
information processes, and they cannot ignore any minor errors contrary to participants in the
current study (Hoffman et al., 2013). The present result might suggest that the dominant dimension

of human-machine trust development depends on perceived risk (e.g. Sato et al., 2019).

2.4.4 Limitations

Findings of the current study should be interpreted with the following limitations. First,
cultural difference may have an impact on the development of trust. When considering the cultural
context associated with trust and acceptance of automation (see Zuboff, 1988; Baba et al., 19906),
our finding is limited to generalizing human-machine trust in Japanese male university students.
This may also account for some differences between the current study and Muir and Moray (1996).
The cross-cultural research of Yamagishi and Yamagishi (1994) described that trust displayed by
Japanese depends on the networks of mutually committed relationships and is relatively lower than
those of American. Their low level of trust is based on tendency that keeps social stability and
reduces uncertainty about transactions (Doney et al., 1998). This perhaps takes account into the
presence of a gap of trust Japanese and American. Indeed, this cross-cultural research on
interpersonal trust is a gap in the literature, and more research should consider individual
characteristics such as cultural background and organizational context as factors that potentially

impact human-machine trust (see, Bliss et al., 2019).

Secondly, the present experiment was conducted with limited information of the previous
study (i.e. default values in the pasteurization plant). This might account for some of the

discrepancy between the prior and present studies. Muir and Moray (1996) described that operators
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could found the presence of errors as well as discrepancies by control or display manipulations,
but according to the post-experiment participant interview in the current study, some participants
were not able to identify the errors. Whilst nine of twelve operators reported that they were aware
of the presence of errors, they could not characterise how the errors differed between the control
and display errors. This study placed the default pump rate value as 20 litre/s, referring to the
sample values of Muir and Moray (1996, Table 1, p. 434). However, the pump and heating
subsystem values shown in the mimic display of the pasteurization plant simulation was 80 litre/s
(Figure 1, p. 430). The larger values in the previous study might have led operators to better
understand the plant mechanism and manipulations. This means that if the default values of pump
and heating subsystems were higher, the study may yield different results. Lastly, as Muir and Moray
(1996) also described, the trust data obtained by the questionnaire encompasses a multicollinearity
issue. The current study also observed multicollinearity problems, and additional separate analyses
regarding trust development were conducted to avoid this issue. Future study could investigate the
relation of Muir and Moray (1996)’s three-factors with other trust development structures (e.g. Lee

& See, 2004; Hoff & Bashir, 2015) with respect to such statistical problem.
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Chapter 3. IMPACTS OF PRIOR
INSTRUCTION AND AUTOMATION
FAILURE ON DRIVER TRUST IN

PARTIALLY AUTOMATED VEHICLES

3.1 Introduction

With the successful introduction of advanced driver assistance systems (ADAS), such as
adaptive cruise control (ACC) and lane keeping assistance system, driving automation has been
expected to transform the role of human drivers with promising outcomes, for example, reduction
of traffic accidents caused by human error (Choi & Ji, 2015) and improving traffic efficiency (Payre
et al., 2014). The taxonomy of driving automation defined by the Society of Automotive Engineers
(SAE International, 2018) has been widely used to account for different levels of automation and
specific features of automated vehicles. Vehicles currently on the market have already adopted
lower levels of driving automation systems and sophisticated ADAS (e.g., Tesla Model S and Volvo
S90). Following the taxonomy, lower levels of automation require driver monitoring of roadway
situations and of the status of the automated systems. In particular, a partial driving automation
(SAE level 2) demands a supervisory intervention of the driver to resume vehicle control when
necessary, for example, when the system encounters functional constraints, such as failure of traffic
object detection. Therefore, drivers need to understand automation functioning and its failures to
use it appropriately (Rajaonah et al., 2006; Seppelt & Lee, 2007). That is, insufficient understanding
of interaction with the system or passive monitoring task leads to poor performance in decision
making (Louw et al., 2017) and inappropriate use of automation (Sarter et al., 1997). Here, trust is
an important component in the successful use of automation (Lee & See, 2004; Parasuraman &

Riley, 1997).

In the context of the use of automation, trust is one of the fundamental determinants of

relying on a complex automated system instead of human beings to perform tasks (Sheridan &
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Ferrell, 1974). People are likely to use automation that they trust, and disuse it when they do not
trust it (Muir & Moray, 1996; Lewandowsky et al., 2000; Choi & Ji, 2015). Many existing studies
have followed the definition of trust in automation conceptualised by Lee and See (2004) as ‘the
attitude that an agent will help achieve an individual’s goal in a situation characterized by
uncertainty and vulnerability’ (p. 51). Trust is associated with not only automation use but also
other aspects, such as reducing workload (Wickens & Holland, 2000), acceptance of automation
(Ghazizadeh et al., 2012), and traffic safety (Payre et al., 2016). This indicates that establishing trust
is a key element for the successful acceptance of driving automation technology (Lee & Kolodge,
2019). User interaction with automation leads to an increase in human—machine trust levels (Lee
& Moray, 1992; Parasuraman & Riley, 1997). Likewise, continuously experiencing automated
driving systems increases driver trust in the driving automation (e.g., Hergeth et al., 2016; Korber
et al., 2018a; Kraus et al., 2019). Given that today’s drivers are not familiar with the functions of
driving automation and resuming manual vehicle control when the failures of automation occur,
the loss of driver trust is likely to occur due to the lack of driver understanding of driving

automation.

Providing information to operators is a means to obtaining a better understanding of
automated systems leading to appropriate levels of trust. Continuous feedback from automated
systems led to the appropriate use and reliance on the system even in imperfect ACC automation,
and it kept drivers informed (Seppelt & Lee, 2019). Du et al. (2019) investigated the importance of
prior information and concluded that providing information regarding automation prior to a failure
led to higher levels of driver trust than providing the information after the failure. An explanation
of the automation failure is not likely to have considerable impacts on prompting trust compared
with providing a preliminary description (e.g., Korber et al., 2018b). In this sense, it seems that the
more drivers know the behaviour of the system beforehand, the more they trust it. However, deep
and comprehensive knowledge does not always ensure the establishment of appropriate trust:
contradictory views exist in the literature in terms of prior information about driving automation.
Victor et al. (2018) reported that a detailed description of automated driving systems led to drivers’
excessive trust in automation. In contrast, the work of Hergeth et al. (2016) found that drivers who
received prior explanation about system limitations showed low levels of trust compared to drivers
who did not receive the information in the early stage. In addition, Beggiato and Krems (2013)
reported that a preliminary introduction including potential critical situations lowered the levels of

trust formation in the initial stage.

Besides human-machine interaction and operators’ level of knowledge, automation failure

resulting in critical situations has been considered a crucial factor affecting users’ trust. Because
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system performance has a large impact on trust (Lee & Moray, 1992; Hancock et al., 2011),
automation should be designed to promote safety and trust (Ghazizadeh et al, 2012). The
imperfection of vehicle automation can impose the risk of traffic accidents on drivers, leading to
decreased levels of trust in automation. Given that automation failure is a fault that betrays user
expectations of automation performance, two types of failures can be considered in the partial
driving automation: system limitation and malfunction. System limitation is regarded as a part of
the system design and predicted by prior informed knowledge and experience of the automation,
for example, a weak ability to detect lane marks in bad weather conditions (Dikmen & Burns, 2016).
However, system malfunction represents errors in mechanics or software and an unforeseen part
of the automation; identifying failures caused by malfunction is difficult because of the various
ways malfunction is manifested (McClellan, 1994). Many existing studies in different automation
domains have described that automation failure leads to a decrease in trust, but it can be re-
established by subsequent experience of automation (e.g., Dzindolet et al., 2003; Lacson et al.,
2005). However, driver knowledge of the automation failures prior to automation experience does
not ensure high levels of trust, and experiencing system malfunction can result in different forms
of trust toward automation. Therefore, there is 2 need to examine levels of trust as well as the

elements governing driver trust when information about automation failures is provided.

Trust is a multidimensional concept and evolves with shifts of its bases (Hoff & Bashir,
2015), for example, reliability (Madsen & Gregor, 2000) or robustness (Sheridan, 1988). As
described in the Introduction, Muir (1994) first proposed a framework of trust in automation,
including three central dimensions of trust in automated machines: predictability, dependability,
and faith. The dimensions were defined based on the study of interpersonal relationships
conceptualised by Rempel et al. (1985), with the premise that trust in automation can be formed
by interaction among the three dimensions, similatly to the development of trust between humans.
A subsequent study (Muir & Moray, 19906) that experimented with human—machine interaction
under supervisory control settings reported that the trust of general users in unfamiliar machines
evolves from faith, then dependability, and finally predictability. The feature of Muir and Moray’s
(1996) study has been widely applied to classify trust attributions in the literature, such as the three
trust bases of trust proposed by Lee and See (2004): purpose (faith), process (dependability), and
performance (predictability). Furthermore, it is expected to be an approach to examine the shift of
factors governing the dynamics of trust for untrained individuals who will begin to interact with
automated cars as well as to facilitate vehicle design (Walker et al., 2016). However, relatively few
studies have corroborated this foundational work with empirical findings in the context of driving

automation. To clarify a key factor predicting trust and to create a better vehicle design leading to
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appropriate levels of trust and automation use, the concept of Muir (1994) is useful to offer

comprehensive insights into driver trust in automated vehicles.

Given examining driver trust toward vehicle automation, demographic factors, such as
age, gender, or nationality, should be considered. Older drivers’ general attitude toward self-driving
cars is relatively negative compared to that of younger drivers (Hulse et al., 2018). Surveys in terms
of driver age such as that conducted by Lee et al. (2017) have revealed that younger drivers showed
a more positive attitude towards fully automated vehicles than older drivers. Payre and Cestac
(2013) showed a contradictory view that older drivers were likely to adopt automated vehicles. Ro
‘del et al. (2014) reported that drivers’ intention to use automated vehicles increased with increasing
drivers’ age. With respect to gender, female drivers are less likely to adopt automated vehicles than
male drivers, indicating that women were uncertain about the use of autonomous cars rather than
men (Ipsos MORI, 2014). However, KMPG (2013) found that females were more interested in
self-driving cars owing to their benefits than males. Hulse and his colleagues (2018) found no
differences in general attitudes toward self-driving cars between respondents, driver, and non-
drivers. In addition, the trip characteristics influence driver acceptance of automated vehicles (w.g.,
Bansal & Kockelman, 2016; Krueger et al., 2016). Recent studies on driver acceptance in terms of
demographic traits suggested recommendations for policymakers, but the exploration of driver

acceptance from various perspectives is still needed.

Other factors besides demographic traits influence drivers’ intentions and willingness to
adopt new technology. Human-machine trust in automation is playing an important role in shaping
driver acceptance (Muir, 1987; Lee & See, 2004). Indeed, Hillary et al. (2017) investigated
consumers’ trust, finding a willingness to adopt autonomous vehicles as alternatives to their vehicle.
To describe the basis of trust with respect to goal-oriented information that needed to support
appropriate trust, Lee, and Moray (1992) first proposed a three-dimensional (3P) model: purpose,
process, and performance which revised by Lee and See (2004). Purpose refers to why the
automation was designed, the process represents how the automation functions, and performance
refers to how the automation is operating. Therefore, automation designers are expected to
consider these three categories to determine an operator’s trust in automation. Given that myriad
studies are investigating general users’ acceptance of and trust in automated vehicles (Konig &
Neumayr, 2017; Kaur & Rampersad, 2018), various insights have been suggested with respect to
the high levels of driving automation. To the best of our knowledge, however, there has been little
discussion about relationships between demographics and the trust dimension in contemporary
automated vehicles that are designed following the SAE Level 2. In addition, while the 3D model
by Lee and Moray (1992) has been applied in many studies about human-machine trust (e.g. Chien
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et al., 2014), the information that should be provided to drivers during partially automated driving

has not been closely examined with empirical data.

The primary aims of STUDY Il is to examine the application of previous finding obtained
from the STUDY I which the main contributor of trust toward unfamiliar machines is the feeling
of dependability. The objective of this study was to identify the key dimensions that influence
driver trust development the most, with the premise that driver trust may be predicted by different
dimensions and formed in different ways depending on the levels of knowledge that drivers have
in advance of vehicle automation experience and the type of automation failure. This driving
simulator study adopted the framework of trust development proposed by Muir (1994) to
determine what creates the shift between trust and distrust, when the shift occurs, and the point
where levels of trust significantly change throughout driver interaction with partial driving
automation. Further, the current study attempted to explore the relationship between demographic
factors and driver trust in driving automation. Drivers’ subjective ratings of trust were interpreted
regarding the 3P model (Lee & Moray, 1992; Lee & See, 2004) to determine the information needs
for appropriate automation design. Additionally, the attribute of distrust, which is an opposite
concept of trust and refers to a negative expectation of consequences by automation, was measured
to explore comprehensive understandings of trust. Following research hypotheses were built for

examining driver trust:

e H1: Having not only generic information about driving automation but also detailed prior
information of the reason why automation failure occurs leads less decrease of trust after
the intervention task in comparison with having only the generic information.

e H2: Both system-limitation or -malfunction lead decreased trust. Decreased trust due to
the system-limitation can be rebuilt by the subsequent experience of flawless automation,
whilst the decrease by the system-malfunction cannot be recovered.

e H3: Shaping trust is depending on the levels of driver knowledge in terms of driving
automation and the automation failure type.

e H4: Dependability is a main contributor determining driver trust toward vehicle
automation.

e Hb5: Dispositional qualities leads different forms of trust. To be specific, daily drivers, non-
student drivers, and female drivers are likely to show relatively less levels of trust compared

to non-daily drivers, student drivers, and male drivers.
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e HO: As dependability was found as a significant attributor of trust formation, driver trust
toward the dimension of process is likely to be higher than the dimensions of purpose and

performance.

3.2 Methodology

3.2.1 Participants

Fifty-six drivers (28 males) who aged from 19 to 75 (M. =31.7 years, SD,,. = 14.7) were
recruited for the current experiment. They had held a valid driver’s license and no experience of
any activities in terms of driving automation — e.g., driving simulation and on-road driving
experiment. Drivers who were comfortable speaking and reading Japanese were recruited because
of the appropriate understanding of descriptions and questionnaires. They received

reimbursements for their participation (JPY 1660).

3.2.2 Apparatus

The current experiment was conducted by using a driving simulator comprising of a
driving sheet, a steering wheel by MOOG Inc., an accelerator and a brake pedal at the University
of Tsukuba (Figure 3.1). The driving scenarios generated by the D3Sim by MITSUBISHI
PRECISION Co. LTD. were projected five displays by SHARP Corporation. An LCD monitor
was used to present the speedometer and human-machine interface and audio was paired with the
driving environment and played through two speaker systems. A video camera recorded the driver’s

side-backward view with the driving simulation scene and the recorded video.
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Figure 3.1 Fixed-base Driving simulator.

3.2.3 System Description

Driving antomation systems in the current study performed both longitudinal and lateral
vehicle controls. The longitudinal controller was designed like Adaptive Cruise Control. The
controller maintained vehicle speed at 80 km/h which was a maximum speed. For instance, when
a merging vehicle appeared in front of host vehicle in a merging lane, the system automatically
reduced speed for avoiding rear-end collision. The lateral controller was designed like Lane
Keeping Assistance system, and the automation was able to adjust vehicle position on the centre
of driving lane. Further, the automated driving system carried out lane change when there were
slow leading vehicles rather than 80 km/h. The drivers could activate the automation by pressing
a button on the steering. When the input of steering wheel was greater than 5 Nm as well as the
input of accelerator or brake pedal was greater than 5%, the automation was deactivated. That is,
the driver could disengage the automation. When entering a simulated drive, drivers were
encouraged to engage the available automation system, thus no participants made an attempt to

disengage from the automation.
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Human-machine interface (HMI) consisted of a visual display in the auditory output,
instrument clusters and display on the dashboard (Figure 3.2). When the automated driving system
activated, visual cluster was projected on dashboard. The presented visual cluster and auditory
output were changed depending on situations — i.e., detecting a leading vehicle and a merging
vehicle, and system’s request to intervene driving task in automation failure. As shown in Figure

3.2, four visual clusters were prepared to provide information about system status with the drivers.

Figure 3.2 HMI screens: (a) driving automation activation, (b) detection of a leading

vehicle, (c) detection of a merging vehicle, and (d) driving automation disengaged.

3.2.4 Driving Scenarios

Each driver was instructed about how to disengage the execution of driving control —e.g.,

grasping a steering wheel or pressing pedals. The Japanese highway road with two lanes was
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simulated by the driving simulator, and four trials were presented to all participants. Each trial

encompassed several events those the automated driving system was able to handle.

1st trial included three driving events. First, the driver encountered three leading vehicles
those drove in 40 km/h. When time-headway between the host vehicle and the leading vehicle was
equal to 4 sec, the automated driving system started to change driving lane from left to right for 5
sec, then came back to the left lane after taking over the three vehicles. Secondly, a fog was
presented on the straight road scene for approximately 1 min. Here, the fog reduced the driver’s
visibility, but the system was able to drive coping with this situation. Thirdly, a merging vehicle was
appeared in a merging lane. In this situation, the system gave way to the merging vehicle by reducing
vehicle speed from 80 to 70 km/h because the host vehicle could not change the lane due to four

vehicles in the next lane. After the successful merging, the host vehicle increased speed to 80 km/h.

2nd trial contained two driving events. The merging car event occurred again. Contrary
to the merging vehicle event in the first trial, here, the system changed driving lane from left to
right after detecting the merging vehicle. After certain time, the system execute lane changing for
coming back to the initial lane. Secondly, a vehicle on the right attempted to change driving lane
to the left. The system decreased vehicle speed to 70 km/h, then recovered speed to 80 km/h after

the successful lane changing,.

In 3rd trial, the intervention task was presented to drivers. Here, two types of automation
failures were prepared: limitation and malfunction. The driver entered a curve road with 800R
curvature in both limitation and malfunction events. In the malfunction scenario, the system issued
the short notice when faced the curve road. In the limitation scenario, the fog was suddenly
appeared to the driver, and the notice was issued. In both scenarios, the notice was issued for 5
sec, and the system was disengaged. After drivers’ successful regaining driving control, the third

trial was finished.

4th trial consisted of two events. The drivers experienced the slow leading vehicle event

and merging vehicle event which were identical to those of the first trial.

3.2.5 Experimental Design

A 2 X 2 X 6 repeated measures mixed design with between-subject factors: the levels of
knowledge (relatively detailed and less) and the type of automation failure (system-limitation and -
malfunction) and with a within-subject factor: the point of measurement (Inst, Practice, 1st trial,

2nd trial, 3rd trial, and 4th trial) was used for the current experiment. The sequence of whole
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experiment was identical regardless of two factors, however, the participants experienced different
automation failure in third trial according to the factor of the type of automation failure. Therefore,
there were four experimental designs: relatively detailed and system-limitation (Detailed-Lim),
relatively detailed and system-malfunction (Detailed-Mal), relatively less and system-limitation
(Less-Lim), and relatively less and system-malfunction (Less-Mal), and 14 participants were

allocated for each condition.

All participants were instructed about the description of automation, situations where the
system was capable of coping with, the presence of intervention task and what they will be required
in the situation (description A), and a trust questionnaire. Further information about intervention
task (description B, C) was presented to the drivers in the relatively detailed knowledge group.
Information of Fig. 2-(d) was presented to only participants in the Detailed group. Full description

of instruction is as follows:

A. The driving automation system stops its driving control in certain situations. In this
case, the participant will be required to drive (take over driving tasks).

B. HMI instruction when the system issues an intervention task to the driver: There is
some situations where the system cannot maintain safe driving according to the traffic
situations or weather. The visual instruction of “Disengagement of automated
driving” will be presented on the dashboard with the three times beep sound. In this
case, you should takeover driving operation immediately.

C. Specific situations where the system issues the intervention task: (1) sensor error due
to environmental factor — i.e., heavy fog or heavy rain. (2) malfunction of automated

driving system when supplement — i.e., sensor is mechanically broken down.

3.2.6 Procedure

Figure 3.3 describes the experiment procedure. Upon arrival, the participants were
provided with an overview of the current experiment: the driving automation will control dynamic
driving tasks on behalf of the participant, and they should resume controls when the system issues
the short notice. The description was different depending on the knowledge groups. After the
instructions, they filled out the first trust questionnaire. The participants moved to a practice drive,
which lasted approximately 5-10 min depending on their sense of familiarity with the automation.
After the practice, the second trust questionnaire was given to the participants. The four trials were

presented to the participants, and they experienced system limitation or malfunction in the 3rd

48



trial. As mentioned above, all trials contained the merging vehicle event, except for the 3rd trial.
All participants were asked to answer a questionnaire about driver trust after each trial. Altogether,
the whole experiment lasted approximately 40 min, and participants completed six trust

questionnaires. There was a 10-minute break between the 2nd and 3rd trials.

Instruction 3rd Trial
(Detailed/ Practice 1st Trial 2nd Trial (Limitation/ 4th Trial
Less) Malfunction)
TQ1 TQ2 TQ3 TQ4 TQS5 TQ6

Figure 3.3 Procedure of experiment in STUDY II.

3.2.7 Dependent Variables

The participants completed six trust questionnaires in the course of the experiment (after
the instruction, practice, 1st, 2nd, 3rd, and 4th trial). The trust questionnaire proposed by Muir and
Moray (1996) was used with a 100 mm-scale and the poles labelled ‘none at all (0)’ or ‘not at all (0)’
on the left to ‘extremely high (100)” on the right (e.g., Domeyer et al., 2018; Du et al.,, 2018). The
trust questionnaire included four items about feelings of predictability, dependability, faith, and
trust in the driving automation (Table 1). For each measurement point, we asked the participants
to answer the question: ‘Do you trust the automated vehicle?” with the options: ‘I trust the

automated vehicle (Yes)” and ‘I do not trust the automated vehicle (No)’.
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Table 3.1 Constructs examined in subjective trust questionnaire (adapted from Muir &

Moray, 1996).

Construct Relevant questions

To what extent can the behaviour of driving automation be predicted from moment to

Predictability

moment?
Dependability To what extent can you count on the driving automation to do its job?
Faith To what extent can you count on the driving automation to do its job?
Trust To what extent do you trust the driving automation?

This study used the questionnaire of trust dimension proposed by Chien et al. (2014). The
participants were asked to rate their likelihood using a seven-point rating scale (where 1 =
“Disagree completely”, 2 = “Disagree moderately”, 3 = “Disagree somewhat”, 4 = “Neither agree
nor disagree”; 5 = “Agree somewhat”, 6 = “Agree moderately”, 7 = “Agree completely”). The
questions required the participants to rate the automation on the following aspects: distrust,
purpose, process, and performance. Chien et al. (2014) developed this questionnaire by adopting
existing questionnaires in terms of technology acceptance (Davis, 1989) as well as human-
automation trust (Jian et al., 2010). They performed the validations of the questionnaire to examine

the relationship between cultural factors and the three trust dimensions (Chien et al., 2014; Chien

et al.,, 2015). Table 3.2 describes the constructs and statements of the trust questionnaire.
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Table 3.2 Statement summing up four attitudes toward the automated vehicle

Construct Statement

I can rely on automation to ensure my performance
Purpose I am confident in automation
Automation does not fail me
It is easy to follow what automation does
Automation is friendly to use
Process
Automation uses appropriate methods to reach decisions
I understand how automation works
Automation improves my performance
Performance Using automation increases my productivity
Using automation enables me to accomplish tasks more quickly
Automation may result in unpredictable situations
I believe automation could make errors
I am wary of automation
Distrust
I am suspicious of automation’s intent

Automation is deceptive

Automation behaves in an underhanded manner

3.2.8 Statistical Analyses

A 2 X 2 X 6analysis of variance (ANOVA) was performed on the subjectively rated driver
trust in the automated vehicle, and post-hoc comparisons were conducted with a Bonferroni alpha
correction. There were three factors in this analysis: the levels of knowledge (detailed, less) and the
type of automation failure (limitation, malfunction) as between-subject factors and the point of
measurement (inst, practice, 1st trial, 2nd trial, 3rd trial, and 4th trial) as a within-subject factor. To
further explore the effect of the subsequent experience of flawless automation on the recovery of
decreased trust due to the automation failure, 2 2 X 2 X 2 ANOVA was conducted with the two
between-subject factors and two measurement points (3rd trial and 4th trial) as a within-subject
factor. Stepwise regression was conducted to identify the best predictor of trust at each

measurement point regarding the level of knowledge. Additional stepwise regressions were
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implemented to investigate the best predictor from the 3rd to the 4th trial. The issue of
multicollinearity was handled by calculating variance inflation factors (VIFs), and if a predictor with
VIF larger than 10 was observed, additional analyses were conducted (Kabacoff, 2020). To examine
the difference in responses about trust in driving automation, Chi-square tests were performed
with regard to the knowledge level and each measurement point. The difference between the Pre
(2nd) and Post (3rd), and the Subsequent (4th) and Post (based on the trust ratings in Post) was
calculated to examine whether which has larger impacts on driver trust and tested by t-tests. When
the difference of trust ratings between the 4th and 3td trial is equal to or larger than those between
the 2nd and 3rd trials, this study considered that driver trust is recovered. In other words, when
the difference between the 4th-3rd trials is significantly lower than those between the 2nd-3rd trials,
it was considered that driver trust is not repaired (see Table 3.3). The reliability for each
questionnaire item was calculated by Cronbach’s alpha, and it exhibited very high internal
consistencies of predictability (o = .95), dependability (o = .90), faith (o = .94), and trust (o =
.91). All statistical analyses were implemented with the R (R Core Team, 2019).

Table 3.3 The meanings of differences of trust ratings between the 2nd-3rd trials, and the

4th-3rd trials.

4-3 trials positive 4-3 trials negative
2-3 trials positive Decreased-Recovered Increased-Increased
2-3 trials negative Decreased-Unrecovered Increased-Decreased

3.3 Results

3.3.1 Driver Trust in The Course of Automation Experience

Figure 3.4. shows the changes of trust ratings by the measurement point across the levels
of knowledge. The ANOVA showed that the subjective ratings on trust of drivers significantly
differed across the measurement point, F(5, 270) = 38.61, p < .001, nc* = .13. However, no
significant effect of the knowledge levels observed, F(1, 54) < .001, p = .99, ns* < .001. The two
factors did not significantly interact, F(5, 270) = .54, p = .75, n¢" = .002.
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Table 3.4 describes the results of post-hoc comparisons towards the point of
measurement. The comparison observed that trust ratings after the instruction and the practice
drive were significantly lower than those at later all measurement points, the 1st to 4th trials, all ps
< .05. The trust ratings did not differ between the 1st to 3rd trials. However, the rating in the 4th
trial was significantly higher than that of 3rd trial, M = 61.54 vs. 67.76, p = .01.
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Figure 3.4 Changes of driver trust ratings in the course of the experiment across the

knowledge levels.
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Table 3.4 Post-hoc comparison results.

Inst Practice 1st trial 2nd trial 3rd trial 4th trial
Inst - <.001** <.001** <.001** <.001** <.001**
Practice - <.001** <.001** <.001** <.001**
1st trial - n.s. n.s. 243
2nd trial - 771 n.s.
3rd trial - 012%
4th trial -

note. * p < .05, ** p < .01.

n.s. means no significance was observed (p = 1).

measurement points (2nd, 3rd, and 4th trial) in response to the automation failure type. The 2 x 2
x 2 ANOVA revealed a significant main effect of the measurement point on driver trust, F(1, 52)
= 33.53, p < .001, n¢® = .024, as described in the section of 3.1. The ANOVA implies a possible
significant interaction between the measurement point and the automation failure type, F(1, 52) =
2.92, p = .09, n¢® = .002. Post-hoc comparisons revealed that the ratings after the 3rd trial were
higher than those after 4th trial for the drivers in the Limitation group, M = 65.06 vs. 67.58, p =
.03. This trend was also observed for the drivers in the Malfunction group, M = 58.94 vs. 67.75, p

< .001. The remaining effects were not significant, all ps > .22.
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Figure 3.5 Changes of driver trust ratings between the 2nd and 4th trial across the

knowledge levels.

Table 3.5 summarised the descriptive statistics of the differences across each condition
and statistical values by the t-test. As shown in Table 3.5, the mean difference of trust ratings
between the Pre and Post indicated that the intervention task led decreased levels of trust in
automated driving system. Accordingly, the mean difference between the Subsequent and Post
showed greater values than those between the Pre and Post. It meant that driver trust was
successfully recovered by the subsequent experience. Also, paired samples t-tests examined the

differences between the Pre and Post, and the Subsequent and Post.

The t-test resulted no significance of differences between the Pre and Post, and
Subsequent and Post in the Detailed-Limitation condition. This result indicated that a subsequent
experience of error-free system could recover decreased trust by the limitation experience.
Accordingly, the identical trends were observed in the Less-Limitation condition and in the Less-
Malfunction condition. However, a significant difference was observed in the Detailed-malfunction
condition. This implies that the drivers who have the detailed information of the system rated trust

more after the malfunction experience than before the experience.
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Table 3.5 Descriptive values of the differences of trust ratings between the Pre and Post,

and the Subsequent and Post for each condition.

Pre-Post Subsequent-Post
M (SD) M (SD) t P
Detailed Limitation 1.22 (7.11) 2.52 (4.87) -.58 572
Malfunction 2.97 (10.83) 8.82 (9.05) -2.34 .036*
Less Limitation 6.04 (7.48) 6.24 (7.77) -.06 951
Malfunction 4.15 (9.69) 7.29 (9.61) -1.14 274

Note: * means p < .05.

Further, this study examined whether the t-test result is convincing or not by checking

the difference by the participant (Table 3.6). Table 3.3 summarized the meanings of differences of

trust ratings between the 2nd-3rd trials, and the 4th-3rd trials. For example, when the difference

which subtracted trust after the 3rd from those of the 2nd trial is positive, it means that the

occurrence of intervention task decreased driver trust.

Table 3.6 The number of participants according to the each meaning of the difference and

gf Oup .
Detailed- Detailed-
Less-Limitation Less-Malfunction  Total

Limitation Malfunction
Decreased-Recovered 7 8 11 32
Decreased-Unrecovered 2 0 1 4
Increased-Increased 4 5 1 16
Increased-Decreased 1 1 1 4

3.3.2 The Development of Driver Trust in Partial Vehicle Automation

Stepwise regressions were performed at each measurement point following the hypothesis

proposed by Muir and Moray (1996): Trust = Faith + Dependability + Predictability. Table 3.7 illustrates

the stepwise regression results with the factor of the levels of knowledge and the measurement
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point. Dependability consistently as well as best accounted for trust of drivers in the Detailed group
throughout the course of the experiment. The similar trend was observed in the Less group,

however, faith best predicted their trust after undertaking the practice.

The stepwise regression was performed at the point of the 2nd, 3rd and 4th trials across
automation failure type (Table 3.7). Looking into the best determinant of trust after the 2nd trial,
dependability accounted for trust in automation for the drivers in the Detailed-Lim, Detailed-Mal,

and Less-Lim groups, and faith governed trust for the drivers in the Less-Mal group.

With respect to the point after the 3rd trial, faith and dependability were the best
predictors of trust for the drivers in the Detailed-Lim group. However, dependability and
predictability were the best predictor for the drivers in the Detailed-Mal group. For the drivers in
the Less group, dependability the predicted trust when both the limitation and malfunction

experiences.

Considering the point after the 4th trial, dependability governed trust of the drivers in the
Detailed group regardless automation failure type. Dependability also best accounted for trust for
drivers of the Less-Limit group. For the drivers of the Less-Mal group, dependability and faith best

predicted their trust.
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Table 3.7 Stepwise regression results. P = Predictability, D = Dependability, F = Faith.

Stepwise
ke ke ke Best (Best
P D F Predictor Model)

Detailed Inst 0.41 0.76 0.67 D, P F 51.08 001
Practice 0.41 0.62 0.61 D 44.44 001
1st trial 0.42 0.79 0.67 D 102.47 001
2nd trial 0.41 0.66 0.55 D 48.42 001
3rd trial 0.56 0.79 0.72 D, F 65.83 001

-Lim 0.05 0.44 0.45 F,D 74 001
-Mal 0.90 0.96 0.94 D, P 229.9 001
4th trial 0.69 0.90 0.04 D, P 147.15 001
-Lim 0.58 0.88 0.38 D 89.23 001
-Mal 0.90 0.96 0.90 D 247.7 001

Less Inst 0.45 0.72 0.66 D, F 60.09 001
Practice 0.55 0.76 0.85 F,D, P 93.55 001
1st trial 0.58 0.83 0.71 D, F 74.34 001
2nd trial 0.56 0.77 0.04 D, F 54.59 001
3rd trial 0.58 0.81 0.71 D, F 63.11 001

-Lim 0.61 0.81 0.69 D 53.41 001
-Mal 0.53 0.81 0.74 D 52.96 001
4th trial 0.76 0.88 0.79 D, F 126.79 001
-Lim 0.76 0.94 0.74 D 162.79 001
-Mal 0.76 0.88 0.86 D, F 66.45 001

3.3.3 Demographic Factors

Table 3.8 shows the number of drivers and descriptive values of the drivers’

years of licensure across their genders, occupations, and frequencies of driving.
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Table 3.8 Descriptive values of drivers’ ages and driving experience across gender,

occupation, and frequency of driving

Age Year of Licensure
N M{ED) M ($D)
Gender Female 28 33.96 (15.10) 14.58 (14.906)
Male 28 29.79 (14.30) 10.69 (13.75)
Occupation Student 36 2242 (1.65) 3.43 (1.58)
Non-Student 20 4890 (12.15) 29.2 (12.02)
Frequency Daily 30 40.17 (15.98) 20.82 (15.52)
Non-Daily 26 2231 (1.69) 3.21 (1.57)

Gender. Independent-samples t-tests revealed no significant differences of age ((54) =
1.06, p = .29), driving experience (#54) = 1.01, p = .32)), and driving mileage per week (#(54) =

1.64, p = .11) between female and male drivers.

The 2 x 3 repeated-measures ANOVA revealed a main effect of the three trust dimension
on driver trust (F(2, 108) = 6.55, p = .002, nc* = .04). Post-hoc tests showed significantly lower
levels of trust for the dimension of purpose than for the dimensions of process and performance
(ps = .01). There were no effects of gender, (F(1, 54) = .01, p = .93, n6° < .001) and no interaction
between gender and dimension factors (F(2, 162) = 1.22, p = .30, nc* = .01). Figure 3.6 describes

the mean ratings of distrust and trust for each dimension across the gender factor.

Female drivers rated higher levels of trust than male drivers (#54) = 2.04, p = .046, M =
73.11 vs. 62.41). An independent-samples t-test did not reveal significant differences in distrust

ratings between female and male drivers (1(54) = .18, p = .86, M = 4.58 vs. 4.55).
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Figure 3.6 Female and male drivers’ trust across the dimensions of purpose, process, and

performance, and the attribute of distrust

Occupation. As shown in Table 1, non-student drivers’ ages and driving experience were
significantly higher than student drivers’ ages (#54) = 12.96, p <.001) and driving experience (#54)
= 12.76, p < .001). The independent-samples t-test revealed that the non-student drivers drove

more frequently per week than the student drivers (4(54) = 3.63, p < .001).

Driver trust ratings differed across the dimension of trust (F(2, 108) = 6.46, p = .002, n¢”
= .04). The post-hoc comparison also revealed that trust ratings for the dimension of purpose were
significantly lower than trust ratings for the dimensions of process and performance (ps = .02).
The remaining effect and interaction were not significant. Figure 3.7 illustrates the mean ratings of

distrust and trust for each dimension across the occupation factor.

There was a significant difference in driver trust (#(54) = 2.81, p <.01). Non-student drivers
exhibited higher levels of trust than student drivers (M = 4.72 vs. 4.28). Accordingly, the t-test also
revealed that the attribute of distrust did differ significantly (#(54) = 2.64, p = .01). The student
drivers rated higher levels of distrust toward driving automation than the non-student drivers (M
= 4.72 vs. 4.28). These two statistical results are consistent in revealing that non-student drivers

are more likely to trust automated vehicles than student drivers.
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Figure 3.7 Student and non-student drivers’ trust across the dimensions of purpose,

process, and performance, and the attribute of distrust

Frequency of driving. The t-test revealed that the daily drivers’ ages were significantly
higher than those of the non-daily drivers (independent-samples #54) = 5.67, p < .001). The year
of licensure and mileage of the daily driver were longer and higher than those of the non-daily
driver( A54) = 5.76, p < .001, and #A54) = 4.61, p < .001 respectively).
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Figure 3.8 Daily and non-daily drivers’ trust across the dimensions of purpose, process,

and performance, and the attribute of distrust
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The trust dimension has a significant effect on driver trust (F(2, 108) = 6.49, p = .002, ns’
= .04). The levels of trust for the dimensions of process and performance were higher than those
for the dimension of purpose (ps = .01). The data did not provide substantial evidence for a
significant effect of the frequency of driving (F(1, 54) = .09, p = .76, n¢* = .001) as well as
interaction between the frequency of driving and the trust dimension (F(2, 108) = .67, p = .51, né’
= .01). Figure 3.8 describes the mean ratings of distrust and trust for each dimension across the

frequencies of the driving factor.

No significant difference in trust was found between daily and non-daily drivers (#(54) =
1.26, p = .25, M =70.9 vs. 64.15). For the attribute of distrust, the same result was found (#(54) =
95, p = .35, M = 4.49 vs. 4.65).

3.3.4 Driver Willingness of Automation Trust and Usage

Table 3.9 displays the number of drivers who answered ‘Yes’ to the question about
willingness to trust automated vehicles across each experimental group. The experience of driving
automation led to an increased willingness to trust the automated vehicle. As shown in Table 3.9,
half of the drivers for the detailed (14 of 28) and less (14 of 28) groups answered ‘Yes’ after the
instructions. The number of “Yes’ responses increased after the 4th trial for both the detailed group
(24 of 28) and less group (22 of 28). No change in the number of “Yes’ responses occurred after
the 3rd trial for the drivers in the detailed-lim group. However, for the detailed-mal, less-lim, and
less-mal groups, the number of respondents who answered “Yes’ after the 2nd trial decreased after
the 3rd trial. The subsequent experience of flawless automation led to an increased number of ‘Yes’

responses in the detailed-lim, detailed-mal, and less-lim groups.

Table 3.9 Overall number of ‘Yes’ responses to the question: ‘Do you trust the automated
P q y

vehicle?’ across the measurement point and experimental groups.

Inst Practice 1st trial 2nd trial 3rd trial 4th trial
Trust Detailed-Lim 6 8 10 11 11 12
Detailed-Mal 8 9 12 12 1 12
Less-Lim 10 1 13 12 11 12
Less-Mal 4 6 8 12 10 10
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There was no significant difference in the response number between the detailed and less
groups, all x2 < .49, all ps > .49. Chi-square difference tests with regard to the measurement point
found differences in the response number between time points of the inst and all trials, respectively,
as shown in Table 3.10. A significant difference was observed between the practice and the 2nd

and 4th trials.

Table 3.10 Chi-square statistics (all dfs = 1).

Inst Practice 1st trial 2nd trial 3rd trial 4th trial
Inst - 1.3 8.56%* 14.57%* 8.56%* 12.97°%*
Practice - 3.37 754 3.37 6.3*
1st trial - 91 0 49
2nd trial - 91 .06
3rd trial - 49

4th trial -

3.4 Discussions

The current experiment was conducted to identify key dimensions of driver trust in
automated vehicles as extends findings from STUDY I which dependability initiates as well as
governs human trust in machines. The current study manipulated prior information about driving
automation (Detailed, Less) and the type of automation failure (Limitation, Malfunction). The
partial driving automation was simulated to clarify how driver trust, such as subjective ratings of
trust and dimensions of trust, changes over the experience of automation, and the occurrence of
automation failure was handled by drivers’ resumption of vehicle control. The levels of knowledge
in terms of driving automation had no effect on driver trust in the automated vehicle, and the
automation failure type also had no effect on their trust. The presence of failure negatively affected
levels of trust, but the decreased trust was recovered by experiencing error-free automation after

the intervention task.
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3.4.1 Subjective Ratings of Driver Trust on Vehicle Automation

Results of subjective ratings for drivers’ trust in automated vehicles show a clear
distinction before and after the experience of driving simulation. The drivers were likely to rate
higher levels of trust throughout the experience of driving automation consistent with previous
findings that the consistent exposure to automation develops users’ trust (Lee & Moray, 1992;
Parasuraman & Riley, 1997). It was also expected that the levels of trust ratings would be shaped
in different ways depending on the levels of knowledge and the failure type (H1, H2). However,
trust ratings grew steadily in the identical way regardless of the levels of knowledge as well as
automation failure type which they experienced. Our result did not observe a significantly negative
effect of the intervention task on driver trust between the 2nd and 4th trial. In spite of no
significance, the intervention task in the 3rd trial led lower trust ratings than those of the 2nd trial.
The subsequent experience of error-free automation in the 4th trial significantly rebuilt decreased
trust due to automation failure in the 3rd trial, and the levels of recovered trust was greater than
those of the 2nd trial. This finding implies that drivers may trust the automation more if they are
aware of the presence of automation failure by experiencing the intervention task (see Kraus et al.,
2019). The results of “Yes’ responses to the question of whether or not drivers trust the automation
support the implication. Drivers in the Detailed-Lim group showed no changes by the intervention
task, whilst there were decreased numbers of the responses for the other group (Walker et al.,
2018). Interestingly, the subsequent error-free automation led the increase of “Yes’ responses for
the Detailed-Lim, Detailed-Mal, and Less-Lim groups except for the Less-Mal group. Consistent
with findings of Beggiato & Krems (2013), the automation failure does not lead substantial loss of
trust if they have detailed information about automation beforehand. Additionally, the result in
terms of the “Yes’ response for drivers in the Detailed-Lim and Less-Mal groups indicates impacts
of not only the knowledge levels but also automation failure type. The driving simulator study of
Kraus et al. (2019) found that malfunction occurrence for drivers who did not have a deep
knowledge in terms of driving automation showed larger decrease in trust compared to limitation
occurrence for drivers who have a detailed knowledge. Even though automation failure is not likely
to have a long-term effect on corrupting driver trust, it can lead distrust of automation.
Malfunctioned automation has a larger negative impact on operators’ trust than automation
limitation (e.g., Muir & Moray, 1996). Therefore, our result implies that malfunction by driving
automation is the most critical for drivers who have relatively less knowledge. In order to mediate
distrust and a large decrease in trust in such case, a comprehensive description should be provided

for drivers.
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Our result of trust ratings has implication that the initial experience of system, experience
of automation failure, and experience of subsequent flawless automation influence both increase
and decrease of drivers’ trust ratings. In particular, the trust rating significantly increased from
when the description was presented until the practice drive, whilst no increase was observed
between the 1st and 3rd trial. This implies that initial and early experience with a system is a key
factor influencing operators’ trust (Moray & Inagaki, 1999). This study confirmed successful initial

human-machine interaction led increased levels of trust in automation.

3.4.2 The Development of Driver Trust

The driving simulator study was designed to observe how the dimension of trust
interacted according to the levels of knowledge presented to the drivers in the very initial stage.
The current study had expected that the key dimension of driver trust would be changed by all
factors prepared in the current study: the levels of knowledge, automation failure type, and
continuous experience of automation (the measurement point), and. Driver trust was shaped by
only the knowledge levels until the 3rd trial where automation failure occurred. Thus, it was
expected that initial trust can be shaped by different dimensions according to the levels of
knowledge (H3). The stepwise regression regarding the point after receiving instructions (TQ1)
resulted that all three traits initiated trust for drivers who received further information of
automation, and dependability and faith were administered as best predictors of trust for drivers
who received the general description. Then, only dependability generally kept affecting trust for
the drivers in the Detailed group, whilst both dependability and faith kept accounting for trust for
the drivers in the Less group. It implies that the detailed instruction attributed predictability to
emerging as one of determinants shaping driver initial trust. That is, the levels of knowledge

contributed the formation of driver trust in different ways.

Dependability was the most predictive indicator accounting for driver trust for both
groups at every stage (H4). The replication study of Muir and Moray (1996) conducted in STUDY
I showed the similar finding with statistical relationship between operators’ trust and dependability.
The different result between Muir and Moray (1996) and STUDY I may reflect effects of current
social contexts. It can be interpreted that the changed social contexts influence the current study
in spite of the different automation domain. Feelings for dependability dominantly governed their
trust of drivers in the Detailed group from the practice and 2nd trial, then faith was added after the

intervention task in the 3rd trial. Lastly, dependability and predictability dominated trust as the best
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predictors after experiencing the error-free automation in the 4th trial. For the drivers in the Less
group, both dependability and faith were consistently best predictors of trust from the 1st to 4th
trial. Whilst there was no difference in trust ratings between the Detailed and Less group, the best
predictive features were changed after the exposure to the flawless automation between two
groups. This also confirm that driver trust can be differently evolved by the levels of knowledge.
Driver trust can be shaped based on dependability of automation, then predictability and faith

interact depending on their knowledge levels and automation experience.

One interesting finding is an implication for the relationship between predictability and
faith of automation. Predictability determined trust of drivers in the Detailed group after
experiencing the error-free automation in the 4th trial, however, faith consistently governed trust
of drivers in the Less group. The result described in Muir and Moray (19906), predictability could
not be the best predictor of trust and showed the less correlation with operators’ trust after the
first training of a process control that operators should supervise raw milk pasteurization
simulation. However, continuous exposure to the process control degraded the faith of pump
system and led predictability to be the determinant of trust. That is, predictability may be associated
with faith in an inverse way. Consistent with Muir and Moray (1996)’s finding, the present study
observed that continuous human-machine interaction and experiencing automation failure led high
levels of predictability and low levels of faith in the Detailed group. Additionally, our result for
both the Detailed and Less groups did not partially follow Muir and Moray (1996)’s result as well
as the original assumption suggested by Rempel et al. (1985). It also mirrors changes of social
contexts between 1980s and 2020 in which automated machines are pervasive and familiar with for
not only professional operators but also general users. For a better understanding of automation
design, the relationship between predictability and faith could be explored with respect to not only

different automation domain but also specific features of driving automation or traffic situations.

It is worth noting the changes of the best predictors between the 3rd and 4th trials for
the drivers in the Detailed-Lim and Less-Mal groups. The automation failure changed the best
predictor from both faith and dependability to dependability for the Detailed-Lim group as well as
changed it from dependability to both faith and dependability for the Less-Mal group. This result
may be interpreted with the result of response to the question of whether the driver actually trust
the automation or not (Table 3.9). The respondent number for the Detailed-Lim group did not
change, but there were two changes from trust to distrust for the Less-Mal group. System limitation
can be considered as designed failure unlike system malfunction, also the drivers in the Detailed
group knew specific information about the presence of automation failure unlike drivers in the

Less group. For the Detailed-Lim group, faith functioned for preventing distrust from automation
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failure. The respondent number in the Less-Mal group steadily increased with trust which shaped
by both dependability and faith, and faith could not be a determinant of trust when malfunction
occurred. Even though the faith governed their trust after the error-free automation like previous
stages, the respondent number was not recovered. These results indicate that faith is differently
functioned for trust formation depending on type of automation failure and the extent of
knowledge that they have. Muir (1994) described three components producing faith: dependability,
predictability, operators’ perception of the appropriateness and flexibility of the software which
defines the goals and directs the behaviour of the machine subordinate, and this may account for
the different functioning of faith toward trust formation. Our present result implies that faith
incorporates dependability. The R* value of faith was greater than that of dependability for the
Detailed-Lim after the 3td trial, and the R* of dependability was greater than that of faith for the
Less-Mal group after the 4th trial. However, regarding that the present result is partly limited to
distinguish which elements incorporate faith and personality variables have a large impact on faith
development (Muir, 1994), separate questions in terms of faith need to observe the evolution of
faith in further study (e.g., Sanbonmatsu et al., 2018; Balfe et al., 2018). Additionally, in order to
gain a comprehensive insight, this issue should extensively take into consideration other trust
attributes, such as reliability or perceived risk (e.g., Wickens & Dixon, 2007; Beller et al., 2013;
Chancey et al., 2017).

3.4.3 Demographic Factors

The results of statistical analyses revealed substantial differences in trust ratings across the
three demographic factors, with supporting the H5 partly. This result indicates that driver gender
and occupation influence driver trust in driving automation. As mentioned previously, recent
studies found that higher trust in automated vehicles is observed in males than in females (e.g.,
Hulse et al., 2018; Lee et al., 2017); however, opposite results have also been found. In Feldhitter
et al. (2010), driver trust varied with gender, and male drivers showed higher levels of trust of and
intention to use highly automated vehicles than female drivers. Furthermore, females found highly
automated driving more uncomfortable compared to males. However, our data revealed that
females are more likely to trust driving automation than males. Moreover, the frequency of driving
did not affect their trust. This result agrees with the results of Hulse et al. (2018), who found that
drivers and non-drivers showed similar attitudes toward an autonomous car. Most non-daily drivers

in our present study had not driven since they obtained their driver licenses. The effect of daily
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driving on driver trust may therefore be minimal. Future studies can expand on the sample sizes

and the current experimental design used in the current study.

For the distrust attribute, the student drivers showed higher levels of distrust of the
driving automation than non-student drivers. Furthermore, the analysis of trust ratings also
revealed that non-student drivers were more likely to give higher trust ratings than student drivers,
which does not agree with the result that student drivers are likely to trust and have an affinity for
vehicle technology (Chien et al., 2014). Interestingly, although most non-daily drivers were student
drivers, driving-related differences in both trust and distrust were not observed. The result in terms
of the occupation may differ according to drivers’ affiliation. The students at the University of
Tsukuba perhaps strictly rated their trust compared to the non-student drivers. If more students
from the engineering departments participated in the next study, the data may reveal higher levels
of trust in automated cars for the student drivers than for the non-student drivers. For example,
an engineering student driver reported that his previous work on developing sensors led to a
distrust of automation; however, a non-student driver who has used advanced driver assistance
systems for many years expected rapid commercialization of automated vehicles. A future study
should consider drivers with a wide range of occupations. Additionally, detailed participant

interviews need to clarify why drivers trust or distrust automation in the next study.

Further, this study addressed what automation designer should focus on information
influencing driver trust with respect to general trust bases of Lee and Moray (1996): purpose,
process, and performance. As shown in Figures. 3.6, 3.7, and 3.8, trust across the three dimensions
was moderate, with most drivers rating trust with 4 or 5 on the seven-point scale (“Neither agree
nor disagree” and “Agree somewhat”). Therefore, this result implies that drivers’ attitudes toward
driving automation are slightly favourable. The ratings of trust were collected after all trials had
been completed in the driving simulator. All the drivers completed four trials with the simulated
driving automation, and in one of the trials, the drivers were asked to intervene by the automation.
Because the driver was informed about the failure of the automated vehicle, it may be considered
that the driver’s trust rating was not quite high. In particular, according to the responses given by
the drivers in the short interview conducted after completion of the questionnaire, several drivers
were concerned about driving safety when unexpected system failures occurred in the urban road
because the driving scenario in the present study is less hazardous than the real-life driving situation
on an urban road with a high car density. This suggests that automation designers should be

concerned about how to ensure driving safety for drivers.

This study hypothesized that the dimension of process liken dependability may show the

highest ratings among the three-dimension (H6), however, differences in the levels of trust between
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each dimension were found in this study. The driver ratings for the purpose dimension were
significantly lower than those of the process and performance dimensions across all demographic
factors. Information about the three dimensions could be used to determine appropriate levels of
trust. This result may be interpreted to mean that information relevant to what the automation is
supposed to do needs to be provided to drivers in comparison with information relevant to the
actual performance of automation and how the automation works. The finding suggests that
recommendations for automation designers as well as is helpful for maintaining the vigilance of
drivers who already purchased contemporary automated vehicles. However, this result should be
interpreted cautiously because the number of items varied across each dimension. Therefore, each
questionnaire item should be considered to discuss the trust dimension with the basis of trust, such
as reliability or understanding. In line with the discussion about the occupation result, further

studies require specific questionnaire items to clarify the dimension that most affects driver trust.

3.4.4 Driver Willingness to Trust Vehicle Automation

Many studies on trust have been conducted without discussion of drivers’ actual trust or
distrust of automated vehicles. The question was presented to the drivers during this experiment,
and the change in response number over time is quite similar to the result of the trust ratings. Even
with different instructions, the same number of drivers in both groups answered Yes’ to the
question after reading the instructions. Then, the number steadily increased with the automation
experience in the practice drive, and subsequent human-machine interactions changed 19 drivers’
minds from distrust to trust, as measured by the last questionnaire. This corresponds to findings
that driver trust increases by experiencing automation (Hergeth et al., 2017). Even though there
was no clear distinction by the knowledge level until the 2nd trial, the changes of response number
confirmed that both knowledge levels and automation failure type influence driver trust in different
ways as aforementioned. Chi-square tests (see Table 3.10) support this tendency that the participant
developed trust in the automation with the experience. Even though the data did not show a clear
distinction by knowledge level, the changes in the response number reflected that both the
knowledge level and automation failure type influence driver trust in different ways. This result
observed a clear finding that continuous exposure to automation can lead driver trust and use of

automation, and potential for developing training methods for drivers.
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3.4.5 Limitations

The current study should be interpreted with several limitations. First, this driving
simulator study included an intervention task. Parasuraman and Manzey (2010) described that the
repeated exposures to the automation imperfection led calibrations of operators’ trust reliance to
the system. Future study needs the greater number of automation failure for more accurate trust
calibration. Second, in line with the first limitation, only highway environment was presented to
the drivers. As driving automation is expected to be used for various traffic situations, future study
should be designed with respect to road environments (Deb et al., 2017) and features of driving
automation (Abraham et al, 2017). Lastly, the findings described in this paper may be not
necessarily generalized without considerations about individual differences. As shown in Table 3.9,
the participants’ responses were considerably varied even though the completely identical
description was provided. It is possible that previous experience and knowledge of driving
automation affected their answer to the question about whether they actually trusted and wanted
to use the automation or not. In particular, several literatures have described that operators’ trust
are highly dependent on their individual differences (e.g., Wintersberger et al., 2017). Therefore,

accurate trust calibration with respect to this issue should be highlighted in next study.

However, the current study discussed about the dynamics of trust with empirical data
analysis, and the result suggested how three dimensions of trust interact each other and what should
be concerned according to the levels of driver knowledge in terms of driving automation. The
findings described in this paper will crucial to have a wider perspective in automation design with
respect to driver trust and current social context. Further, the current suggestion in terms of key
dimension determining driver trust could be applied to the driver mental model development or

training design.
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Chapter 4. REVISITING MUIR AND
MORAY (1996) WITH STUDENTS IN

ENGINEERING MAJOR

4.1 Purpose of Replication

STUDY I replicated the control process experiment of Muir and Moray (19906) to observe
evidence for the model of human-machine trust which operator trust developed from faith, initially
the best predictor, then dependability, and finally predictability, the opposite order of the predicted
trust development. Instead, dependability predicted overall trust towards the automatic pump
system the most convincingly among the three proposed constructs. STUDY II applied the model
of Muir and Moray (1996) to the context of partial vehicle automation regarding relatively familiar
automation for people in general populations and obtained identical results with the STUDY 1. In
spite of different levels of knowledge in terms of system failure in driving automation and different
types of system failure, the attribution of dependability was the largest among the three dimensions
of trust for the development of driver trust. STUDY II has implications for effects of operators’
gender and occupation on trust in automation. As aforementioned in the Chapter 4, because all
student participants in STUDY II were from the University of Tsukuba, students are likely to adopt
new technologies considering the characteristics of university and areas. Here, one may suspect
that the results occurred because the current participants were different from the original
participants in terms of their expertise. In Muir and Moray’s (19906) original study, graduate students
were experienced in process control or thermodynamics (Muir’s Experiment 1) or Engineering
graduate students (Muir’s Experiment 2; Muir, 1989) were recruited for the experiment. It is
possible that operators’ different educational background, affinity for technology, contributes the

formation of trust.

STUDY I remains the possibility that first impression may strongly relate to trust
formation and the use of automatic pump mode in the course of interaction with machines. Most

of participants reported concerns about the complexity of plant operation after the first experience
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of the plant during the tutorial. The participants in the STUDY I spent more time in automatic
controllers compared to those of the original study. This issue may be tangled with operators’ self-
confidence in system operation. STUDY II which collected drivers’ propensity to trust and
willingness to use vehicle automation observed that increases in the number of drivers who are
prone to trust and use the automation in the course of experiment. The result indicated that
experience with automation leads users to find benefits of automation. However, the numbers
regarding propensity to use automation was relatively lower than those of trust. That is, other
factors, not trust, may make a large attribution in terms of operators’ decision making to rely on

automation.

Operators’ willingness to rely on automatic aids is determined by several factors, and one
of them is self-confidence in system operation (Lee & Moray, 1992; Lee & Moray, 1994; Riley,
1996; Kantowitz et al., 1997; De Vries et al., 2003). In general, low self-confidence leads operators
to rely on the performance of automatic controller, on the contrary, high self-confidence leads
increased manual controls resulting in high workload. The combination of low self-confidence and
low trust also yields increased workload (Lee et al., 1999). Self-confidence can be changed by the
occurrence of system fault and the type or magnitude of system fault like trust, and it affects
operators’ decision making about the allocation between manual control and using automatic mode
in supervisory control situations (Lee & Moray, 1994). Given that reliability is a basis of trust (e.g.,
Chancey et al., 2017; Sato et al., 2019), self-confidence influencing automation usage may be formed

by the first impression on automated systems.

Based on previous literatures and findings of STUDY 1, it can be assumed that the first
impression with reference to the pasteurizer degraded participants’ self-confidence and led frequent
use of the automatic pump in the STUDY I. It needs to clarify the reason of significantly high
proportion of automatic controllers in comparison with the study of Muir and Moray (1996). self-
confidence can be a key to identify the reason why operators in STUDY I frequently used
automated pump modes compared to those of the original study. Additional replication is expected
to identify the reason why willingness to rely on automation regarding several choices, historical
background, gender (dispositional quality), educational background (may closely correspond to

pre-existing knowledge), and self-confidence (the first impression on machines).

STUDY III repeated Muir and Moray’s (1996) process control tasks to address issues
about trust development with only undergraduate students majoring in Engineering to more closely
replicate Muir and Moray’s (1996) original study, demographic information, and reliance on
automation regarding self-confidence based on findings of STUDY I and II. Accordingly, the

objective of investigating self-confidence is to look into not only the relationship between trust in
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automation and self-confidence but also how operator’s first impression functions trust formation

and automation usage. Following research hypotheses were established:

e H1: Automation failure in the display of machine negatively impacts operators' trust.

e H2: The affinity for technology from engineering backgrounds leads less automation usage
compared to results in STUDY 1. However, current social background leads relatively high

propensity to adopt automatic aids compared to those of the original study.

e H3: Responsibility can account for the meaning of trust in machines rather than

competence.

e H4: Trust in machines is shaped by the feeling of dependability because of social

background regardless of the engineering background.

e Hb5: The first impression on machines forms low self-confidence in the plant operation,

resulting in the propensity to rely on automatic controllers.

e HO0: There is difference in trust ratings between female and male students.

4.2 Methodology

This research complied with the University of Tsukuba’s ethics code and was approved by the

ethical review board at the University of Tsukuba.

4.2.1 Participants and Apparatus

Twelve undergraduate students (6 females; M, = 21.15 years, SD,,. = 1.08 years) who
major in Engineering at University of Tsukuba, Japan were recruited and participated in the study.

None had participated in STUDY I. They were paid 2,460 JPY for each session.

4.2.2 Apparatus, Pasteurizer Plant, and Experimental Design

Apparatus, pasteurizer plant, experimental task, and experimental design were identical to

those of STUDY 1.
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4.2.3 Procedure

Participants first completed an informed consent and a demographics form before
beginning the study. Participants were then trained to become proficient in using the milk
pasteurization system. The experimenter trained participants by introducing them to the
pasteurization system with a manual, practicing manual pump control, practicing switching
between modes, practicing automatic control mode. This replicates the training procedure
described by Muir and Moray (1996). Unlike Muir and Moray (19906) that participants should engage
with the pasteurizer at least 7 sessions and lasted until they achieved mean performance score 80%,
free-choice sessions lasted until mean score reached 80% or they completed seven training during

the training program after the fourth step (mean number of training sessions = 4.5, §D = 1.24).

After reaching the performance threshold, participants interacted with nine pasteurization
systems in a randomized order as dictated by the experimental conditions (Table 2.1). The
participants had no information about the system’s accuracy. Each participant completed one
simulation run with 80 iterations for each of the nine experimental conditions. After each run,

participants completed the subjective trust questionnaire which used in STUDY L

4.2.4 Dependent Variables

Data on task performance were collected, including performance score, pump control
actions, and proportion of time in automatic pump mode, to ensure participants were engaged in
the task. In addition to the task performance measures, participants also completed a subjective

trust questionnaire assessing the constructs outlined in Table 2.2.

STUDY I remains several limitations. For example, it is unclear whether the participant
actually could be aware of error in the pump system as well as recognize the type of error (constant
or variable error, and display or control property error). Therefore, additional questions in terms
of their impression, impression, and whether they were aware of error or not were presented to
participants in STUDY III. First, after the fourth step, where the participant finished the first
operation with the automatic controller, the first impression about the pasteurizer was collected
with the trust questionnaire (Table 2.2) except for a participant. This data collection was used to
understand how their first impression has impacts on shaping trust and relates to the dimension of
trust. For instance, if they regarded the pump system as the automatic controller or the pasteurizer
itself, the experiment asked them to consider the pump system as the pump system itself from

now. Questions in terms of self-confidence and understanding of two subsystems were adapted
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from Lee and Moray (1994), “How high was your self-confidence in controlling the pump
system/active heating system?” and “How much did you understand the mechanism of the pump
system/active heating system?” Whether the operator actually trust the pump ot not and which
control type between manual and automatic control the operator prefers were checked. Further,
they reported if they really understand the mechanism of the pump and active heating system.
From the experimental session, the experiment asked them to report whether there is error in the
pump or not, and if there is the error, describe error type and phenomena that they observed in

this plant. Lastly, after the last operation, their overall impression of the experiment was collected.

4.2.5 Statistical Analyses

Identical statistical analysis methods to Muir and Moray (1996) and STUDY I were
applied to assess data collection for STUDY III. To strengthen statistical results, Bayes factors (BF)
and variance inflation factors (VIF) were also calculated. As STUDY III did not consider run
factors within experimental sessions, there were two experimental factors: control properties of the
pump (exact, constant error, variable error) and display properties of the pump (honest, constant
error, variable error). To measure operators’ performance on pasteurization plants, this study used
three performance measures: scores, the number of pump control actions, and the proportion of
time in automatic pump mode. The two experimental factors were also analysed on these
performance measures. Two-way (3 x 3) repeated-measures ANOVAs were conducted to analyse
subjective ratings of trust in the pump system (overall trust, trust in the pump, and trust in the
pump’s display) and the three performance measures across the three experimental factors. For all
post-hoc tests, this study utilized the Bonferroni correction against alpha inflation due to multiple
comparisons. This study assessed correlations between overall trust and three performance
measures (performance score, manual control pump actions, proportion of time in automatic pump
mode). In this study, independent samples t-test compared performance variables of STUDY 111
with not only the results of Muir and Moray (1996) but also STUDY I. To examine the meaning
of trust in machines, simple linear regression and stepwise regression were conducted. To look into
differences between operators who controlled the plant with only automatic pump modes and with
only manual operation, independent-samples t-test and linear regression were performed. Further,
stepwise regression was used to assess hypothesized models in terms of trust development. Two
participants failed to keep the main vat volume, resulting in system crashes. Thus, the data of failed
participants in the experimental program were eliminated. All statistical analyses were conducted

in R (R Core Team, 2020).
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4.3 Results

The statistical analysis results partly refer the work of Long et al., (under review). Table

4.1 describes the average of subjective ratings of trust and performance with standard deviation.

Table 4.1 Average of subjective ratings of trust and performance with standard deviation

Subjective Ratings of Trust Performance
Manual Proportion of Time in
Experdmental 0l Trustin Trustin Control  Automatic Pump Mode
Condition Trust  Control  Display Score Action %)

86.93 85.20 76.87 90.93 19.10 30.00

“ 0.88)  (1249)  (24.16) (5.28) (29.40) (48.30)
79.40 81.13 75.40 88.24 37.20 26.54

“ 16.01)  (11.90)  (21.83) (8.75) (38.05) (43.76)
77.74 71.00 61.13 89.73 44.10 25.80

“ (16.54) (17400  (32.68) 9.11) (62.18) (43.09)
78.47 78.14 68.33 85.58 42,50 30.96

“ (1324)  (1429)  (29.10) (11.96) (84.14) (46.93)
77.40 74.53 68.47 84.98 29.70 24.07

© (1831) (1582  (23.03) (6.48) (33.31) (41.98)
71.13 66.73 56.60 80.17 31.00 26.67

. (1728  (18.16)  (24.02) (13.14) (38.55) (43.89)
85.47 79.07 79.07 90.79 20.50 29.56

“ (1209 (1642)  (19.22) (7.66) (22.63) (47.61)
83.20 80.80 75.93 88.24 30.50 23.07

“ (1496)  (1403)  (21.69) (5.81) (50.07) (41.66)
75.33 69.40 61.20 88.42 49.40 25.06

“ @101)  (2242) (3297 (3.81) (64.40) (40.98)
79.45 76.22 69.22 87.45 33.78 26.86

Overall

(1580)  (1650)  (25.82) (8.74) (49.24) (42.36)
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4.3.1 Overall Trust in Pump System

Figure 4.1 illustrates mean ratings of trust of the pump system. Data provided substantial
evidence for the main effect of display properties, F(2, 18) = 4.22, p = .04, n¢* = .06, BFy = 2.3.
Opverall trust tended to be significantly lower when the automation made variable errors (M =
84.19) than no errors (M = 88.33). However, remaining effect was not significant, F(2, 18) = 2.28,
BF,,= .51, and the interaction effect, F < 1, BF;y = .15.
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Display Properties

Figure 4.1 Mean ratings of overall trust in pumps as a function of control and display

properties of the pump
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4.3.2 Trust in Pump Control and Display Properties

Figure 4.2 illustrates mean ratings of trust of the pump control. ANOVA found the main
effect of display properties, F(2, 18) = 6.18, p < .01, n¢® = .1, BFys = 31.23. Operators’ trust in
pump control was significantly higher when they interact with honestly displaying pump (M = 80.8)
and pump with constant display error (M = 78.82) than when interacting with the pump including
variable display error (M = 69.01). However, remaining effect was not significant, F(2, 18) = 1.75,
BFj= .31, and the interaction effect, ' < 1, BF;y = 1.32, all ps > .2.
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Figure 4.2 Mean ratings of trust in pump control as a function of control and display

properties of the pump
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Figure 4.3 shows mean ratings of trust of the pump display. Data provided substantial
evidence for the main effect of control properties, F(2, 18) = 5.1, p = .01, n¢* = .01, BF;y= 0.34.
Trust in the pump display tended to be significantly lower when the automation made constant
control errors (M = 64.47) than no errors (M = 71.13) and variable control errors (M = 72.07). The
main effect of display properties was also found, F(2, 18) = 4.18, p = .03, nc* = .07, BFjy= 23.47.
Trust in the pump display tended to be significantly lower when the automation made variable
display errors (M = 59.64) than no errors (M = 74.75) and constant control errors (M = 73.27).

However, the interaction effect was not observed, FF < 1, BF;,= .89.
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Figure 4.3 Mean ratings of trust in the pump display as a function of control and display

properties of the pump
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4.3.3 Self-Confidence

ANOVA did not show the main effect of both control and display properties on self-
confidence in pump and active heating system operations, all Fs < 2.61, ps > .1, BFiy < .22, and
the significant interaction effect on self-confidence in operation of both systems, all F's < .31, ps >

87, BFyo < .01.

4.3.4 Performance

Figure 4.1 presents the mean performance score, manual pump control actions, and
proportion of time in automatic pump mode of Muir and Moray (1996), STUDY I and this study
(STUDY III) separately.

Performance score. Data provided substantial evidence for the main effect of control
properties, F(2, 18) = 5.55, p = .01, n¢® = .1, BF;y = 6.75. Performance score tended to be
significantly lower when the automation made constant control errors (M = 83.58) than no errors
(M = 89.63) and variable control errors (M = 89.15). The main effect toward display properties

and interaction effect were not found, all Fs <1, ps > 0.42, and BFs = .22.

Independent-samples t-test revealed that scores of STUDY III were significantly lower
than those of Muir and Moray (1996), £16) = 8.37, p < .001, BFi, = 3.01 x 10* and of STUDY 1,
#16) = 4.78, p < .001, BFio = 106.53. These imply that participants in STUDY III could be not
able to figure out how to achieve high performance score like participants in both the original study

(Muir and Moray, 1996) and STUDY L.

Manual pump control actions. Data gave substantial evidence against the main effect
of both control and display properties, all Fs < 1.3, ps > .32, BFjy < .32, and the interaction effect
F(4, 36) = 1.00, p = .39, BF;y= .01.

ol

Independent-samples t-test also revealed that manual control numbers of STUDY III did
not significantly differ from those of two previous studies, Muir and Moray (1996), #(16) = -1.03,
p = .31, BFiy = .59 and STUDY 1, #16) = -1.58, p = .14, BF\,= .93.

Proportion of time in automatic pump mode. Data gave substantial evidence against
the main effect of both control properties and the interaction effect, all Fs < 1, ps > .79, BFjy <
.11. A favourable trend of the main effect for display properties was found, F(1, 18) = 2.73, p =
.09, BFy= .65, but BF did not support the trend.
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Independent-samples t-test revealed that the proportion of STUDY III were significantly
higher than those of Muir and Moray (1996), £16) = -12.73, p < .001, BFy, = 6.19 x 10° and
significantly lower than those of STUDY 1, #16) = 31.98, » < .001, BFi,= 3.18 x 10"

I Muir & Moray [ study |[lStudy 1

Score
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o Proportion of time in automatic pump mode
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Experimental Condition

Figure 4.4 Mean performance score, manual pump control actions, and proportion of time

in automatic pump mode of Muir and Moray (1996), STUDY I and STUDY III

4.3.5 Correlation between Performance and Trust

Figure 4.5 illustrates charts of bivariate correlation between overall trust and performance
variables. The correlation between overall trust in the pumps and performance scores was
statistically significant, #(88) = .30, p < .01. The correlation between overall trust and the number
of manual pump operation was not significant, 7(88) = -0.08, p = .44, as well as use of the automatic

controller, 7(88) = .09, p = .42.
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Figure 4.5 Chart of correlation between ratings of overall trust in the pump and three

performance measures.

4.3.6 The Meaning of Trust in Machines

Stepwise regression analyses were performed to examine whether competence and/or
responsibility predict overall trust in machines. Muir and Moray (1996) found that competence is
a better predictor of trust accounting for the meaning of trust than responsibility. However, data
from STUDY 1 showed that responsibility was the most predictive in all the experimental
conditions except for the C6 condition (constant error-variable error) as shown in Table 2.4. The
results from data of STUDY III were summarized in Table 4.2. In the C2 (exact control-constant
display error) condition, ANOVA result was not observed. All models did not include the

multicollinearity problem.
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Table 4.2 Summary of analyses of the meaning of trust.

responsibility, 7= overall trust.

= competence, Rs =

Stepwise

Experimental ~ R? BFi R2? BFio R? Best F (Best

Condition C C Rs Rs C, Rs Predictor Model)

Total 021 5.74x1012 0.67 4.48x 107 0.68 Ry, C 82.31 .001
C1 -0.54  0.75 0.84 5.38 0.54 Rs 11.47 .001
C2 0.07  0.60 0.48 0.53 0.34 C Ry 3.28

C3 026 154 097 1145 0.64 Rs 1.54 .001
C4 023 1245 091  2199.07 0.93 Rs 118.04 .001
C5 0.18 16.14 0.92  44.40 0.77 Rs 31.00 .001
Co6 030 3.34 086 4.14 0.49 C 9.77 .001
Cc7 022 25.36 0.64 48335 0.93 Rs 63.12 .001
C8 0.78  239.99 0.29  60.94 0.86 Rs 57.56 .001
c9 0.06  7.56 093 57.73 0.79 Rs 34.35 .001

4.3.7 The Development of Trust in Machines

Table 4.3 shows the results of a stepwise regression entering 1) Faith, 2) Dependability,

and 3) Predictability. This analysis showed that dependability was the best predictor overall, with

only dependability the first training and experimental conditions. Faith predicted trust in the last

training condition. Bayesian regression analyses corroborated the findings using the stepwise

regression, and concorded with the findings of STUDY I, that dependability was the best predictor

after the first interaction with the automatic controller (faith, BFy = 4.91; dependability, BF;y =
64.79; predictability, BF,p = 11.38), the first training (faith, BFy = 2.07; dependability, BFy = 65.17;

predictability, BFiy = 1.17), and in the experimental condition (faith, BF;y = 1.44; dependability,
BFiy = 272.60; predictability, BFiy = 8.60). Unlike in STUDY I, though, dependability least

predicted overall trust among the three predictors (faith, BF;y = 50.08; dependability, BF» = 8.31;
predictability, BF;) = 44.57).
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Table 4.3 Summary of analyses of the development of trust.

R? R? R? Stepwise Best F (Best
Session P D F Predictors Model)  p
Automatic Pump  0.31 0.86 0.16 D 28.13 <.001
First Training 0.14 0.71 0.22 D 28.19 <.001
Last Training 0.46 0.24 0.72 F 25.80 <.001
Plant (C1) -0.092 0.81 0.13 D 43.85 <.001

Figure 4.6 illustrates bivariate correlation between three dimensions of trust in automation
at each point. VIFs at all points were not larger than 10. That is, all regression models did not entail

the multicollinearity problem.
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Figure 4.6 Bivariate correlation between all dimension of trust at all time points: (a) first
interaction with automatic pump mode, (b) first training, (c) last training, and (d)

experimental session of C1 plant.

Note. *** denotes p < .001, ** denotes p < .01, and * denotes p < .05.
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4.3.8 Operators’ Trust When Understanding Mechanisms of Pump System and

Active Heating System

Inconsistent with the finding of STUDY I, which dependability consistently dominates
operators’ trust in automation, faith became a dominant contributor of human-machine trust after
when the operators finished the last training. Considering this result, additional regression analyses
were performed. As aforementioned, the operators were asked to check when they understand the
mechanism of two subsystems. The points differed depending on participant, and the participants
did not answer if they did not feel the lack of understanding in terms of the mechanisms. Stepwise
regression showed dependability is the best predictor of trust when operators understood the
mechanism of the pump system (faith, BF;y = 2.47; dependability, BF;y = 899.62; predictability,
BFio = 190.64), and faith best accounts for operators’ trust when understanding the active heater’s

mechanism (faith, BF;y = 104.89; dependability, BFy = 5.31; predictability, BFy = 2.47).

4.3.9 Qualitative Analyses of Self-Confidence in System Operation and The Use of

Automation

Self-confidence in operating the pump system and active heating system was rated by each
participant. After the first interaction with automation, 9 of 12 participants (5 females, 4 males)
reported that “I have no confidence in understanding this pump system completely.” There was
positively moderate correlation between overall trust and self-confidence in pump operation during
training (» = .63) and experimental session (» = .59). Figure 4.7 presents changes of subjective
ratings of overall trust (black) and self-confidence in pump control (blue) during the training
session. Data was collected from the first interaction with automatic controllers except for a female
student. Her self-confidence data were collected from her 10th run, but her first impression about
difficulty in plant operation was collected. As shown in Figure 4.7, operators’ trust and self-

confidence in system operation develop in similar ways throughout experiencing the pasteurizer.
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Figure 4.7 Subjective ratings of overall trust (black) and self-confidence (blue) for each

participant.

According to the difference between subjective ratings of overall trust and self-confidence
in pump control, three types were classified. Analyses in terms of self-confidence in operating the
active heating system were also carried out in the identical way to self-confidence in operating the
pump system. In this analysis, because two participants made failures during the experimental
program, their data were disregarded from this analysis. That is, there were 90 cases for the analysis

(9 experimental conditions x 10 participants).

e If the difference is positive, it indicates that the operator is likely to prefer taking

the automatic controller to manual control.

e If the difference is negative, it indicates that the operator is likely to prefer manual

control to taking the automatic controller.
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Table 4.4 presents the mean values of overall trust, performance score, the proportion of
time in automatic mode, and manual control action frequency, and the number of operators
according to the classification. As shown in Table 4.4, the number of participants who rated overall
trust lesser than self-confidence (the difference is negative) was larger than who rated overall trust
greater than self-confidence (the difference is positive). Operators’ trust, score, and proportion of
time in automatic mode were higher when the difference is positive than negative. In addition, a
clear evidence was observed that when the self-confidence is larger than overall trust, the operator
prefers taking manual control to adopting the automatic controller. There are 8 cases that the
difference is zero, and all of them in this case responded “Yes” to the question whether they trust

the pump system or not with showing high levels of trust and self-confidence over 90.

Table 4.4 Summary of results from questionnaire according to the classification of self-

confidence in pump operation

Manual

Overall Preference in the use of Trust the Proportion of time in  control

N  Trust automatic controller pump Score automatic mode actions
Positive 33 82.73 12 32 88.14 31.47 19.39
Negative 49  74.72 13 35 86.45 25.27 4541
Equal 8 9492 2 8 90.79 17.59 21.88

Table 4.4 presents the mean values of overall trust, performance score, the proportion of
time in automatic mode, and manual control action frequency, and the number of operators
according to the classification. Here, similar trends with self-confidence in the pump operation
were observed. Operators who rated overall trust more than or equally self-confidence answered,
“I do trust the pump system.” One interesting point is difference of manual control actions
between participants who gave equal points to overall trust, self-confidence in operating the pump
and active heater. Whilst the number of manual controls was 21.88 with regard to the pump system
operation, the number was 10.17 with respect to the active heater operation. Overall, there results
imply that overall trust and self-confidence in the plant operation relates to the use of automatic

controllers.
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Table 4.5 Summary of results from questionnaire according to the classification of self-

confidence in the active heater operation

Manual

Overall Preference in the use of Trust the Proportion of time in  control

N  Trust automatic controller pump Score automatic mode actions
Positive 30 85.82 11 30 89.25 32.59 17.20
Negative 54 78.33 15 39 85.90 24.81 45.61
Equal 6 97.89 2 6 9242  16.67 10.17

4.3.10 Gender Difference in Trust

Independent samples t-test did not show difference of overall trust between female and
male operators (/(10) = -.67, p = 0.52, BFi, = 0.54). Figure 4.6 illustrates scatter plots in terms of
relationships between the use of the automatic controllers and self-confidence. Figure 4.8-(a) and
(b) mean those of females and males respectively. There seems no clear distinction between females

and males. As shown in Figure 4.8-(a), relatively more female participants displayed strong self-

confidence when they used the automation.
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Figure 4.8 The use of the automatic controller of the pump as a function of self-confidence
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for (a) female and (b) male participants.
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Figure 4.8-(a) and (b) are correlation charts between female and male operators’ overall
trust, self-confidence in pump and heater operation, performance score, proportion of time in
automatic pump control mode, and the number of manual actions. In both participant groups, the
positively strong correlation between self-confidence in pump and heater operation and the
negatively moderate correlation between performance score and manual control actions were
observed. Female operators’ trust and self-confidence in operating both subsystems were positively
correlated. For male operators, the proportion of time in automatic pump mode was negatively
correlated with self-confidence in pump and heater operation. Male operators’ overall trust was

positively correlated with self-confidence in heater operation and performance score.
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Figure 4.9 Bivariate correlation female and male operators’ overall trust, self-confidence in

pump and heater operation, performance score, proportion of time in automatic pump

control mode, and the number of manual actions.
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4.4 Discussions

Table 4.6 describe differences in experimental design and results among three studies: the

original study of Muir and Moray (1996), STUDY I, and STUDY II.

Muir and Moray (1996) STUDY I STUDY III

N 6 male students from 12 male students (3 6 female & 6 male eng
engineering major X; 7from engineering) students (2 X)

Bonus O X X

Default pump rate  Unknown 20 litre/sec 20 litre/sec

Training program

Trust in the pump

Trust development
Score
Manual control

Auto use %

7 sessions & 80%
Contro: E>C>V
Display: H> C >V
Run:4>3>2>1
F>D->P

97.3

30.13

11.67

7 sessions & 80%
Display: H >V

Run:4 >1

93.58
26.76

63.87

7 sessions or 80%

Display: H >V

D->D->F->D
87.45
33.78

26.86

Table 4.6 Differences in experimental design and statistical results among three

pasteurization studies: Muir and Moray (1996), STUDY I, and STUDY III.

4.4.1 Subjective Ratings of Trust on Pump System

Muir and Moray (1996) observed that control and display properties of pump systems
significantly impacts operators’ overall trust in the pump system. STUDY I showed the main effect
of the display property on operators’ trust, and specifically, variable display error in the pump
system decreased subjective ratings of overall trust in the pump compared to no display error
condition. Results of STUDY III were identical to those of STUDY I as expected that the error in
display property impacts operators’ trust ratings (H1). Only display property has a significant effect
on overall trust, with variable display error leading to decreased degrees of overall trust. Whilst no
effect of both properties on ratings of trust in pump’s control and display was found in STUDY I,

STUDY I found that the display property affects operators’ trust in both control and display,
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with variable display error leading to decreased trust in both pump’s control and display in
comparison with no display error and constant display error. These findings indicate operators’
sensitivity to the display property of pump system (Muir & Moray, 1996). Despite completely
identical pasteurization plant, a clear effect of display property on trust was found in only this study.
The length of session for each experimental condition can be considered as a reason of the different
result between STUDY I and STUDY III. The original study (Muir & Moray, 1996) and STUDY
I led all participants to experience 4 runs for each condition. STUDY III shortened the length from
4 to 1 run. Considering that the accumulation of data may yield different results, ANOVA was
performed again with data of the first run for each condition from STUDY I. However, there was
no main effect of both properties on trust in both pump’s control and display. This result indicates
that engineering background of participants in this study may bring sensitivity to the display
property.

The requirement assigned for the participants was to achieve performance score as higher
as possible, but the exact value, 80%, was presented to them. Even though the statistical analyses
results indicate that scores of participants in STUDY 111 is significantly lower than those of Muir
and Moray (1996) and STUDY 1, it is clear that participants in STUDY III could be also able to
reach 80%. Here, consistent with STUDY I performance scores when interacting with pumps
including constant control error (M = 83.57) were significantly lower than no control error (M =
89.63) and variable display error (M = 89.15). One possible interpretation for low performance
scores in the constant control error conditions corresponding to C4, C5, and C6 is that the
magnitude of constant error is relatively larger than variable error. The magnitude of constant error
is determined by the pump value, however, the magnitude of variable error is depending on the
input of next pump target. The control property directly impacts the adjustment of pump values
unlike indirect impacts of display property on pump values. Correlation analysis did not show
significant relation between overall trust and score in both STUDY I and this study, and it supports
distinct impacts of system fault on trust and performance of system. This finding may confirm that
the magnitude of system fault can affect operators’ trust and performance independently (Lee &
Moray, 1992). This study observed that decrease in operators’ trust depends not how system
functions but how system exhibits information, and performance is depending on the direct
impacts of systems’ control property. That is, display and control properties of system can affect
trust and performance respectively. This finding has implication that the projection of information
within systems greatly contributes on trust. The examination of how highly transparent systems

affect human trust in machines and trust development is an interesting avenue for future research.
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4.4.2 The Meaning of Trust in Machines

Competence and responsibility are components for explaining the meaning of trust in
machines. Muir and Moray (1996)’s finding showed competence is the best predictor of the
meaning of human-machine trust. STUDY I which obtained opposite finding from Muir and
Moray (1996) addressed this issue with the time that participants spent in automatic pump
controllers. The time in STUDY I was significantly longer than that of Muir and Moray (1996), and
participants in this study also spent longer time in the automatic controller than those of Muir and
Moray (1996), but lesser than those of STUDY I (H2). After the first run with the automatic
controller, 10 of 11 participants in this study responded, “I would like to use this automatic

controller to maximise my performance score and convenience.”, then 6 of 11 participant

>
controlled the plant manually during the experimental session. However, it is difficult to generalize
the effects of gender and engineering background on automation usage because of small sample
size. Further study needs to investigate this issue with large sample size considering background

and gender.

STUDY I remained an issue that it may be that how the pump is integrated in the plant
is perceived more important for them than the direct comparison between their actual control
behaviour and the operation of system. To address this issue, their first impression of the pump
system was collected, and according to the interview after the first interaction with automatic
controllers, 7 of 11 participants regarded achieving high score as the most important factor
contributing their trust in the pump system, and the others regarded understanding the mechanism
of systems as the most important determinant of trust. Bivariate correlation between overall trust
and each component showed the largest correlation between trust and responsibility for all
participants who prioritized maximizing performance score. For the 4 participants who prioritized
understanding the mechanism, half of them showed competence as the best predictor, and the
other showed responsibility as the best predictor of meaning of human-machine trust. This result
provides an evidence that why responsibility can account for the meaning of human-machine trust

in this study as expected (H3).

One interesting result is operators’ trust in the C6 (constant control error-variable variable
error) condition in the original study, STUDY I, and STUDY III. The original study reported that
responsibility can account for the meaning of trust in machines in only C6, but the results of
STUDY I and III were opposite. That is, competence can predict the meaning of trust in only C6
condition. Despite non-clear values of trust ratings in the original study, subjective ratings of overall

trust, trust in pump’s control and display were the lowest in the C9 (variable control error-variable
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control error) among all experimental conditions. The results of STUDY I and III seem that trust
ratings in the C6 are relatively lower than those of other conditions, however, there seems no
considerable differences in ratings among C3, C6 and C9 conditions. Like this, evidence is
insufficient to address this issue because significant differences in overall trust and performance
and variables between C6 and other conditions. This result remains a possibility of various
interpretations, such as effects of different cultural backgrounds between Canada and Japan or
different social backgrounds between 1980s and the present. Further, the result of STUDY III
could highlight distinction between competence and responsibility as a component for the meaning
of trust in machines. Muir and Moray (1996) concluded with suggesting the importance of both
components, and Merritt and Ilgen’s (2008) empirical finding described that both components are
approximately same with regard to trust in automation. The result of STUDY III provides different
roles of competence and responsibility in the meaning of trust in machines now (2018-2020)

depending on cultural contexts.

4.4.3 The Development of Trust in Machines

STUDY III used participants with background similar to those of the participants in Muir
and Moray (19906) study, and provides strong evidence that dependability is the key construct that
predicted overall trust at the first trial of and after the extensive practice trials. The results are
similar to those of STUDY I that showed that dependability governed overall trust throughout the
course of human-machine interaction. The present study is also designed to confirm the finding
with reference to participants’ engineering background. Despite the participants’ background in
Engineering, their initial trust was controlled by dependability, not faith, at the beginning of their
interaction with the automatic pump system and immediately following their practice, indicating
strong evidence against the model proposed by Muir and Moray (1996). This result partly supports
the H4 which trust may be governed by dependability.

STUDY III failed to replicate the finding of STUDY I which dependability consistently
dominates operators’ trust throughout human-machine interaction. Except for the last training,
dependability was the best overall predictor for predictor for trust development across different
time points of their interaction. One unexpected result is that faith governed operators’ trust when
they finished the last training session. Additional regressions considering their understanding of
system mechanisms resulted dependability and faith were the best predictors when the operator

felt that they understood the mechanisms of the pump system and active heating system
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respectively. In the next study, it is important to clarify what drives faith to a most predictive
dimension at that point. Operators first figured how the pump system works out, then understood
how the active heating system works. One possible concern is that if operators felt that I completely
understand all mechanisms of systems, faith can be emerged as a dominant dimension of human-
machine trust. STUDY II found a similar result that faith governed trust after dependability
governed it and suggested a possibility that faith incorporates dependability for drivers who
received relatively less information in terms of automation. Completely same information with
STUDY I was presented to participants in this study, thus it is difficult to consider the findings as
same issue. However, one possible interpretation is that the feeling of understanding based on
experience perhaps leads feeling of faith. Another consideration is difference of control type
between pump and active heater system. Whilst the pump system was semi-automated with the
free choice between manual and automatic mode, both the steam flow and temperature in the
active heating system should be adjusted by manual control. Difficulty in operating each system
may be depending on control type, and it affects the evolution of faith. This study addressed the
finding with self-confidence and suggested two remaining questions. Consistent with STUDY 11,
next study should consider separate questions in terms of faith need to observe the evolution of

faith in further study (e.g., Sanbonmatsu et al., 2018; Balfe et al., 2018).

4.4.4 Self-Confidence in System Operation

Self-confidence is one of main attitude influencing human-machine trust (e.g.,
Bandura,1982; Gist & Mitchell, 1992). Participants in STUDY I reported less confidence in system
operation in the post-experiment interview, but it was insufficient to explain the effects of the first
impression on trust and automation usage. This study thus considered self-confidence, in addition,
participants’ gender. When operators’ self-confidence is low, they are likely to spend more time in
automatic controllers, and when their self-confidence is high, they are prone to control system
manually. Participants were asked to rate overall trust in the pump system and self-confidence in

pump operation from 0 to 100 scale.

As aforementioned, 9 of 12 participants showed low self-confidence in understanding the
pump system completely. 11 of 12 participants showed the willingness to rely on the automatic
pump for convenience and achieving high performance score and all participants preferred the
automatic mode than manual control in the early stage of training, then 6 of 11 participant (3
female, 2 males) controlled the plant manually during the experimental session. All participants’
self-confidence increased with the experience of plant during the training session, and the operators

who controlled it from with automation to in manual was increased. Further, in pre-training
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interview, 4 of 5 participants who used the automatic controllers during the experimental sessions
prioritized convenience in the plant operation to high performance for the reason why they decided
to use the automatic aids. This result indicates that the H4 which a long-term effect of initial
impression on machines which results reliance on automation is partly supported. The continuous
experience of automated machines offsets effects of the first impression on trust and self-
confidence, and it can address individual differences and changes of social contexts between 1980s
and the present considering that participants easily relied on the ability of automated systems in the
early stage of interaction with systems. Another interesting thing is that some participants who
adopted automatic pump mode during the training session attempted to do manual control with
the start of experimental sessions, then the consecutive failures of experiments caused by immature
manual control ability led very low ratings of trust and the reuse of automatic controller. This is

indicative of the importance of training for appropriate automation usage.

There were 49 of 90 cases when ratings of self-confidence were larger than those of trust.
In this case, the proportion of time in the automatic pump mode was 26%, and it was higher than
those of cases which self-confidence ratings were smaller than those of trust (36%). This result
seems consistent with previous researches — e.g.,, Lee and Moray (1994), but this should be
interpreted carefully because it might reflect individual differences. For example, in the 8 cases
which ratings of both trust and self-confidence is same, two participants rated like this to 2 and 3
cases. That is, a participant rated in this way to 3 of 9 experimental conditions. In addition, this
study found that participants’ self-confidence in pump operation did not differ across control and
display properties of the pump system. Self-confidence in system operation is an important attitude
in automation usage, but should consider it with familiarity with machines. That is, self-confidence
can be increased and decreased along with trust in automation unlike three dimensions of trust. It
is insufficient to explain dynamics of human-machine trust by only self-confidence, this issue could

be regarded with operators’ reliance on automation (e.g., Lee & See, 2004).

As trust varies by gender, with females typically trusting less than males (Hillesheim et al.,
2017), the time in automatic pump mode and self-confidence was observed by gender. However,
the statistical analyses of trust between female and male engineering students did not find any
difference in trust contrary to the hypothesis (H6). One interesting point is that two female

operators responded that “I could not understand the mechanism of the active heater”, and a

>
female operator did not report the understanding of pump system mechanism even though they
could meet the requirement to move on the experimental session. However, all male students
reported that “I could understand the mechanisms of both systems”. In addition, one interesting

thing is some female participants showed high degrees of self-confidence in the pump operation
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when they engaged with the automatic controllers throughout a whole simulation. This trend was
not observed from the male group. There was no difference of performance scores during the
experimental program (Female mean = 87.42; Male mean = 87.48). Bivariate correlation between
self-confidence and overall trust indicates that trust is relevant to self-confidence in operating pump
and active heating systems for female operators. For male group, self-confidence in active heating
system control and performance score are highly related to their trust. Both groups showed self-
confidence in heater operation is an important element. This issue can be discussed with the
meaning of trust in machines. Correlation between overall trust and responsibility for all male
students and 3 female students was larger than those between trust and competence except for two
female students. For a female student, correlation between overall trust and two components were
same. This is indicative of gender difference. Dispositional qualities affect what operators view
machine as meaningful. However, 3 of 6 female students showed significant correlation between
responsibility and trust, and competence and responsibility are significantly intercorrelated. Thus,
how responsibility can capture the meaning of human-machine trust as well as how distinguish two

elements should be considered with self-confidence in the next study.

4.4.5 Limitations

STUDY III made an attempt to address insufficient theoretical issues of human-machine
trust revealed by STUDY I and II. This study should be also interpreted with several limitations
which already addressed in the STUDY I and II, such as cultural difference between Western
countries and Japan (see, Yamagishi & Yamagishi, 1994; Bliss et al., 2019). This study indicates a
gap of attitudes between users in laboratory experiments and real-world. Student participants in
this study relatively neglected to understand the mechanism of pasteurizer plant throughout the
whole experiment. For enthusiastic participation, future research should use expert operators who
have worked as supervisory controllers regardless of automation domains to examine the
generalizability of the current finding to real-world. Changes of protocols can also be considered
to be a solution of this problem. In this study, participants required to achieve performance scores
not 100% but 80%. It is likely to lead them to be not aware of occurrence of error, specific error
type, and the locus of error. As aforementioned, questionnaires for three dimensions of trust

should be newly developed to capture the feelings of predictability, dependability, and faith.
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Chapter 5. CONCLUSIONS

5.1 Overall Findings

The objectives of this thesis were to clarify factors shaping operators’ trust in machine
under supervisory control situations where requires human adaptive allocation ability between
taking manual control and automatic aids. As figures out the mechanism of how human trust
evolves throughout human-machine interaction, it is expected to explore approaches for designing
operators’ trust in automated machines. Theoretical model which trust can be developed with the
interaction among three dimensions of trust: predictability, dependability, and faith conceptualized
by Muir (1994) was adapted to capture main determinants influencing human-machine trust, and
evaluation of theoretical model was implemented by replicating Muir and Moray’s (1996) process
control experiment which conducted in 1980s. In order to reinterpret the framework in the context
of modern societies where automated machines are increasingly becoming ubiquitous, this thesis
research attempted to replicate Muir and Moray’s (1996) experiment in STUDY I and III as well
as to apply the framework to the context of contemporary automated vehicles in STUDY II. The
present result indicates that dependability initiates human trust in machines as well as most governs
trust in the course of interaction with machines despite automation domain. The individual findings
on operators’ trust in machines investigated in this thesis are reported in detail in Chapter 2,

Chapter 3, and Chapter 4.

The following general conclusions follow from STUDY I, II and III as described above.
Briefly:

e The feeling of dependability initiates trust in automation for current users in general
population.

e Social background where automated machines are ubiquitous is the main contributor of
trust in automation in comparison with other dispositional qualities or the levels of pre-
existing knowledge about automation.

e Continuous exposure to automated machines leads an increase in trust toward automation
and self-confidence in the system operation compared to the first human-machine

interaction.

98



e The first impression on machines shaped by interacting with the machine leads low self-
confidence in the operation and high propensity to rely on automation, but it can be
dissolved by the continuous human-machine interaction.

e The critical factor determining trust development is dependability in general regardless of
automation domain, difficulty in the system operation, and levels of knowledge in advance

of actual interaction with the machine.

e Trust is affected by not the presence of automation failure but criticality caused by

automation failure.

e Current users are sensitive to changes of display property in the machine.

5.1.1 Initial Trust in Machines

Initial trust can be considered as the most important to shape further trust in automation
as trust is dynamically changed by automation experience. Figure 1.2 summarized which factor
determines trust with reference to time points regarded as initial trust in automation. Considering
the accumulating knowledge of users about machines, (1) dispositional qualities which shaped by
human affiliation, gender, age, or cultural context, (2) pre-existing knowledge, (3) specific
knowledge about system before actual interaction with machines, and (4) first interaction with
machines can contribute to shaping initial trust. In the series of experiments, specific knowledge
about automated systems before using it was presented to all participants to equalize their

knowledge levels, and the result indicates that trust is initiated from the feeling of dependability.

Rempel et al. (1985) stated that “a more common understanding of trust is probably
captured by the second component of our model, dependability.” In the context of human-
machine trust, operators will then decide whether they can make a generalization about the
machine’s ability based on perceived dependability under circumstances that involve risk. There is
implication that changes of society leads dependability to dominate initial trust for general users.
Perception of technology may be depending on not dispositional quality but historical background.
To clarify the most critical factor beginning trust in machines with dependability, the series of
experiments considered demographic factors, such as age, gender, nationality, and background on
trust formation. To have comprehensive understanding of how dependability fosters users’ trust

in machines for practical implication, social mood could be interpreted with the present result.

Modern automation designers should be aware that dependability might be a principal

contributor of initial trust development for general users. This indicates that conveying information
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in terms of how well systems complete the assigned task before and during use of automation so
that the users can develop dependability on the system might be important to prompt users’ trust.
As the first impression can be changed by continuous exposure to automation and its failure and
might be relevant to automation usage, design features should be highlighted to be an important
component for developing dependability on sophisticated systems, such as autonomous cars
(Yamani & Horrey, 2018), home service robots (Mitzner et al., 2018), or even peacekeeping robots
(Bliss et al., 2020). Recent automated systems are still less transparent and provide few or no
explanation for how the system works or how decisions are made. Further, users of these machines,
particularly those purchased off-the-shelf, typically receive little to no training on how the
automation functions. Thus, this could lead to low trust in and potentially misuse of a system
(Lyons et al., 2017; Sadler et al., 2016). The present finding highlights the importance of guiding
appropriate levels of trust initially to help promote successful human interaction with machines in

novel technologies in future.

5.1.2 The Development of Trust in Machines

It has been largely investigated that human-machine interaction increases the levels of
trust across several domains. The present studies also indicate that experiencing automated
machines can increase operators’ subjective ratings of trust in automation. Continuous
experiencing automation with exactly controlled system led increased levels of trust (Chapter 2). In
the context of vehicle automation, drivers’ self-reported trust after a practice drive was significantly
higher than before (Chapter 3). This is why capturing factors forming trust in the course of
experiencing machines. What develops trust and how it works in different supervisory control
domain are considered to be important to have better understanding of mechanism of trust
development. The series of experiment indicates that dependability initiates human-machine trust
when operators begin to interact with unfamiliar systems as well as can account for trust in
automation throughout human-machine interaction compared to predictability and faith. Despite
levels of knowledge about automation, affinity for technology, automation domain, and gender,

trust develops from dependability.

This result entails several theoretical implications. As trust is widely considered to be an
important factor for interactions with automation (Kohn et al., 2018; Payre et al., 2016), several
frameworks of trust in automation have been based, at least in part, on the findings of Muir and

Moray (1996; e.g., Jian et al, 2000; Lee & See, 2004). The premise that trust grows with the
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interactions of three dimensions of trust helped develop frameworks for understanding trust
calibration and development over time, specifically on the dimension of dependability, which Lee
and See (2004) liken to process which is the middle stage of trust development. The results of the
thesis study challenge the long-accepted view of the trust development initially proposed by Muir
and Moray (1996) and encourage further examination of the development of trust in automation

for general users across several automation domains.

The present results may reflect that the psychological structure of trust towards
automation for the participants in 2020 are different from those in 1989 (e.g., cohort effect). Along
with the advancement of technology since 1980s, general users of technologies that involve some
level of automation might be more literate about the technologies that surrounds them than users
in 1980s, calling dependability as a dominant attributor of trust. The unexpected results imply that
different dimensions, not dependability, guided trust depending on participants’ understanding of
systems (Chapter 3 and 4), exploring the possibility that faith or predictability may govern trust
development after exposure to system failure. Therefore, future studies should be investigated with
longitudinal aspect of trust development towards imperfect automated systems including system
failure with reference to what environmental, cultural, and psychological factors guide trust
development for general users who are unlikely to be trained as highly as professional users.
Additionally, these studies should carefully consider the findings of our study. Although this study
found that trust develops from and along with dependability, trust might evolve differently if
participants encounter novel technology, such as unmanned aerial vehicles in the modern society
and the magnitude of risk due to system failures. Future research should examine whether
dependability predicts overall human trust in machines during interacting with automated systems
in different tasks and automation technologies. These studies are of increasing importance as new,

more novel technologies are introduced to users in general population.

5.1.3 Automation Failure

Supervisory controllers should make an appropriate decision in unexpected situations to
enhance the performance of system. The occurrence of error during interacting with machines has
been known as a critical factor leading to decreased trust. Further, system error can lead to disuse
of automation (Parasuraman & Riley, 1997; Madhaven et al., 2006). The considerable distinction
between error in pasteurizer study (Chapter 2 and 4) and driving automation is whether participants

could be aware of the error or not. Most operators in the pasteurizer study could not be aware of
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system error occurrence during the experimental session. Further, some of them perceived the
existence of error, but they could be not able to characterize which and where error occurred
specifically. Vehicle automation is relatively familiar automation compared to the raw milk
pasteurization plant. Contrary to the pasteurizer study, participants did not have extensive training
for being accustomed to the vehicle automation, and there was no specific goal to interact with the

automation.

The occurrence of intervention task due to system limitation and malfunction can lower
the levels of driver trust, however subsequent experience of error-free automation can rebuild the
decreased trust (Hergeth et al., 2016; Kraus et al., 2019). Also, the understanding of chronic failure
and how to accommodate it can recover the decreased trust (Lee & Moray, 1992; Itoh et al., 1999).
For example, participants in the study of Muir and Moray (1996) reported lowered levels of trust
when encountering error in the pump system, then they recovered trust after figuring out how the
constant error was functioned in the pump system. It means that the exposure to variable error
that they could not characterize keeps lowering trust. This finding seems that system transparency
is crucial for system design. It is true, however, STUDY II and STUDY III indicate that it is not
necessarily. Levels of knowledge in terms of automation did not make difference of self-reported
trust ratings and determinant of initial trust (Chapter 3). No participants in STUDY III were able

to figure out exact default values of pump rate for each experimental condition (Chapter 4).

Based on the findings, the purpose why operators use automated machines can be
considered to be one of important factors determining whether operators could recognize system
error. Another factor is whether the system error leads operators to encounter risky situation or
not. Whilst drivers encounter a collision on the curved highway if they could not respond to the
system limitation and malfunction in the vehicle automation, operators in the pasteurizer study did
not encounter such risky situation even though they could not perceive the error and recognize
which error occurred. It might also affect different attitude toward system error. Here, difficulty in
system operation can be also considered as the factor leading to unawareness of system error.
However, it is weak to be the main reason because all participants in the pasteurizer had adequate
training for being skilled at operating systems. This result cannot conclude the misuse of
automation and the failure of role in supervisory controllers because operators were able to achieve
high performance (performance score over 80%) regardless of clear perception and recognition of
system error. As considering that automation increases the complexity and still requires human
intervention, the present studies are indicative of practical application, such as appropriate training
or education in terms of all possibilities of system failures regardless of how critical and risky for

people who are prone to interact with automated systems.
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5.1.4 Implication for Practice

What the human-machine trust studies focus on is to investigate appropriate levels of
trust leading appropriate levels of reliance on unfamiliar automation beyond trust. This thesis study
challenged to have valuable insights into identifying the dimension of trust toward automation with
reference to current social contexts. The empirical findings from the above three experiments have
an impact on designing automation and training methods for novice users who never interacted

with automated machines.

Trust training. This study confirmed that dependability is the best predictive contributor
determining trust as well as predictability and faith could seize human trust with dependability
depending on what users experience in the course of human-machine interaction. Continuous trial-
and-error dynamically changes trust in automation. As reliance on automation and the willingness
to use automation are not directly affected by the specific dimension shaping trust, users need to
have training to raise their trust through trial-and-error, particularly when using automation

involving critical risk, such as system-malfunction in vehicle automation.

What dependability accounts for trust in automation can be interpreted that current users
consider the entire automated machine as the most important compared to the specific component
of machine. As recent social background creates the tendency, it is expected that users may
purchase automated machines considering not specific ability of machine but the machine itself.
This study found that the knowledge levels in terms of automation calls predictability and faith as
a significant determinant of trust with dependability. In related vein, clear description should be
prepared for novice users considering that it is impossible to have face-to-face training for all users

who attempt to interact off-the-shelf automated machine products.

Highly transparent system design is the most important design issue to address human-machine
trust. Regarding situations where users could not have an extensive knowledge and understanding
for operating machines — e.g., lack of time or unclear descriptive manual, the automation should
be transparent to have no misunderstanding or misuse of the system. Particularly, designing
human-machine interface which projects what automation is doing and other circumstances should

be highly transparent to understand these information easily.

Feedbacks from automation could lead the match between mental model development
and a good system image. In supervisory control, operators are obligated to observe the system
behaviour. Whether users’ feeling of understanding about system mechanism calls different
dimensions not dependability is found in this thesis study with the observation that imperfect

understanding of system may lead inappropriate reliance on automatic aids. To prevent such
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situations, explicit feedback in multi-modality, such as in visual, auditory, or haptic, should be

prepared to help understanding of the system and anticipation of future situations for users.

5.2 Further Research

This thesis study originally aimed to confirm the psychological structure of Muir and
Moray (1996)’s framework which trust evolves from faith, then dependability, lastly, predictability
by replicating their control process experiment. Three experiments obtained same results in terms
of dependability leading to initial trust for general users, there should be remaining works to clarify

the mechanism of trust development.

Questionnaire items of Muir and Moray (1996) were adapted to examine operators’ trust
in automation for all series of experiment. The original study conducted by Muir and Moray (1990)
clearly observed the difference with reference to trust development with three dimensions, and this
questionnaire has been widely used in current studies for trust calibration. However, this thesis
study did not find difference consistent with the original findings. Even though another replication
study in the US that used completely same questionnaire and pasteurizer program also found
dependability predicts trust for general users, it needs to consider how to capture more exact
meaning of trust dimensions. For example, Balfe et al. (2018) applied Muir and Moray’s (1996)
questionnaire to examine participants’ dependability with a question that “I can count on
Automated Route Setting (ARS) to do its job” and prepared additional item to evaluate faith with
items that “If ARS makes a routing decision which I am uncertain about I have confidence that
ARS is correct.” and “Even if I have no reason to expect that ARS will be able to deal with a
situation, I still feel certain that it will.” Items for faith examination by Balfe et al. (2018) include
word of uncertainty whilst Muir and Moray’s (1996) item assumed future circumstance with the
machine. The more detailed questionnaire items, the more accurate trust calibration may be

expected. Further, accurately calibrated trust can provide new view for automation design.

In related vein, unexpected results which faith best predicted trust with the experience of
automation (Chapter 3 and 4) remains new research questions in terms of the psychological
structure of trust. After the exposure to system failure in vehicle automation, drivers who have
relatively less levels of knowledge rebuilt their trust based on feeling of faith (Chapter 3), and after
operators comprehended all mechanisms of subsystems in the pasteurizer, faith was the best
predictive dimension of trust (Chapter 4). To explore the possibility of faith dominating trust in

such situation, more detailed questionnaire items should be developed. Because supervisory control
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encompasses several human factors problem in appropriate function allocation, it is important to
clarify what does change the dominant contributor — e.g., the comprehension of how a system that
operators should control manually works, of how system that automatic controller works, of whole

system mechanism, and having full self-confidence in system operation.

Objective measurement can be facilitated to look into the relationship between
automation usage and trust, and self-confidence. Operators who have high self-confidence in
system operation are likely to prefer manual control to applying automatic aids (Lee & Moray,
1994). High levels of automation trust lead users to neglect monitoring status (Hergeth et al., 2016).
As automation usage is closely relevant to operators’ self-confidence in system control and trust
development, human behaviour that objectively collected and evaluated, such as gaze behaviour

could be considered to explore understanding of human-machine trust and trust dimensions.

Lastly, as aforementioned several times, this framework of human-machine trust and
findings from this thesis study could be highlighted with other automation domain. STUDY 1
replicated the original study of Muir and Moray (1996) to confirm the previous finding with respect
to modern society, STUDY II applied the obtained finding from STUDY I to domain of driving
automation which needs supervisory controllers, and STUDY III partly replicated the pasteurizer
study to look into relationship between trust and dispositional quality, and the attitude of self-
confidence. Further application of this finding with human-machine trust framework to other
domains should be investigated to offer invaluable insight into automation design regarding

characteristics of automation and to generalize this tendency.

The future works as mentioned above is briefly:

e Developing questionnaire items to seize the meaning of trust dimensions should be
considered.

e Objective measurements of operators’ behaviours could be investigated with the degrees
of their subjective ratings to observe the clear relationship between trust and user
behaviour.

e The validation of Muir’s (1994) framework to other automation domains should be

examined.
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APPENDIX B INSTRUCTION SHEET FOR STUDY I AND III
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APPENDIX C TRUST QUESTIONNAIRE FOR STUDY I

7ohr—k
SMEES :
fo—=24 /KB REBE- FS47)__ BORE
1. ROTFEDREREBYICHELZR-LTLETN?

0 100

4 < BERE L T SEEICHEELTWS

2. ROTOBBIZTOEELESITEVTEDEETFTRTEETN?

0 100

TR FRICFMTE S

3. CORUTEEERTICHY EOBREBYICTEHIENTEETN?

0 100

EHEY ITTERY TR ITTE D

4 ZORVTFERBEDRATLICET2RENEEDEER-LTVETHI?

0 100

EL Bl LThRY FERIZRZLTWS

5. BEMNE->THRALLSARRETHNIE, CORY TERKICHELETH?

0 100
| |
| |

2<3ED FTEIZFEETH D
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6. FE. CORVINCNETREBLECEDHVW AT LAREICHLTEDEEME TELLEVET
n?

0 100

ELTERY FEICTED

1. ZORVIHNEHICHEETHEEOREFELTHLETMN?

0 100
| |
|

EEEL TR FERIEHMLTND

8. RUTORTHEZENEEEBELTLETH?

0 100

2 FEHLTRY FERIEMLTND

9. 2RELTHUELRFIIORVTEEDEEFELTLETI?

0 100

EEHL TRy FERAIEHEL TS
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APPENDIX D INSTRUCTION SHEET FOR STUDY II

BEEEKICNT D RS /\OEHICETD
KREROHBRE

SRIRAS
BHIS AT KT YA HRRE

> CORRKRTI}, BHETSRATLAZFALT
REEBEETUTVEEEET.

> BRETS AT AZFALTVBEE(C,
BRNAEDISRT LEBRUBIHERELET.

> FY, BBETSATLAOENSZ
THIALET.

BEEES X7 ADEEWT O
BBERE— KD, UFICRI RAMHET.
FRERSTDE, TABCEBZAIIL, \>RIORFELRE TS
BTEFTEET (80km/h) .

v V¥

v Vv

BANCEEEES X7 ATETZITVE 'é'(D'C , AT LMEBHR(E
I\ BILERDIVICIHMNIE TERLKT

Fre, EHES| SR ER (BIS(CBRE) AHORICE,
TL—FREGN, PRI, BBWNEIN\> RLOWThHE
BHETBTEICED TERDS 31&57]‘1%1?

A\

BEEEES T AR RSEREICOHEU TET IR ENTEXT.
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KBROFA LARTS1—N

::3 nE PREFSR
1 SR 155
2 74 bS5 h—ORETHER 10%}
3 BES S-S ORBET 105
4 RBRED1 209
5 {hE 104>
6 RREOD2 154
7 BI&P >4 — MER 553

BEEERS X7 ADEWS DR

> SEEBOENICHS)\> FLOBMERERS vF (O) ZH#FISE

BEERT— RTRDET.

{5 RBEDMADE R
EW T
By ~ >
e HREE

AREDEOBE




> RREBERNOMBICE > TAMERETPICETES
N\ FILOENHRELET. BBEES T AD
METRRVDT, THRBETSRNTLIEZ.

> Flz, EENOMBEICEI>TIA > H—ORBRLT
BRZBZTVET. BUL, BBEES T AD
METERRVDT, THRRBESRBRVTLEZN

> B ETEHEERCHTSHMAEERDDTT.

> AHNFERIEBDETH?

ERhcI3 s 1 BEHR

> RREREZREUVZRRTESTULET.

> "RBICEDOEICRSZ BT BEHEMICED TFEN.
BEETHRE. RIIDSEEMU, \>RIHSFZE
WM EMNTEFT.

2 =

> ZBRIVOXBRLICKLOT, BBHTRERLET
TERWNBEHNHDET.

» M—R—K—DE LRI,
IEEEGERER ) OFRRL/ RIRCKBUET
OB, BRIZFESICEOHBES T ADS
SIERNT, BATERZTOLENHDXT.

11

FEfTHR
L TESSTE

Cohb%k, MRERANOFEBEEEEL,
BRINB(CL D TEBEXTERNCENBHDET.
CTESIEZ.

RRPICITR & 2 : EOFUHDS|=HE

> BEETR, RRCEOTRABDETS AT ANBEFEZ

URLKRBRBBENSBDET.
TORIE, BATEGRZTS (ROWHZSIETH)
BENBDET.

10

EEBROSIHEE D
WBERGE
(Bix)

12
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Bl
(B) RRBA (T, KWFH) CLB3EHFR

13

ERPCIBTE3: PO — MAETEDL

15

RBREOERICHK>T, UTOHEMICHEZ TS,

il : BT TOE BT L0 CEHFY SHEDIZETR TEFTH?
I |
I |
EFMTEBLY EBSTERN FRECTFATES

Ff : SR EINF TOR(CHNT, CoOEBBRE LORERD(CTEASLBOEIN?

| |

I 1
F<EDICTERLY EBSTHERLY FECHEDICTES

P : SER S ORMBEC LT, TNETIERURT LOBVETEETS >TEREI
ETIHELDTEBNETH?

| |
T 1
2 EIBOLLY EBSTERL FELCESES

Y - AN (YL T, SUREBOEMETRELOREESTEFIM?
I |
E<EHLTEL EBSTERLY FECEMLTLS

ZRNCITRT &4 P —NARTO3

EREOBRICHSOT, UTOHEMICHEITE.

17

EEGEEE S R T AT RO (F=y72—2 220 TFEW)

1 (useful) 3> BIAA (useless)

2 (pleasant) RUASRV  _ _ _ _ _ FMRIRTHS (unpleasant)
3 (bad) B AL (good)

4 (nice) FEHLV _ _ _ _ _ ALY (annoying)

5 (effective) ZRAHS _ _ _ _  _ FdYITHS (superfluous)
6 (imtating) Lo<ic&HB _ _ _ _ _ GFELL (likeable)

7 (assisting) Byifices _ BhiicZe 6780y (worthless)
8 (undesirable) ¥ L < 7224 @E LV (desirable)

9 (rising alertness) RN EWHS MR % 5 (sleep-inducing)
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B2

(B)) BEEES X7 LAOBHE : E>Y—EN
PR (O8NS

14

ERNcIBTE4: PO —bRETD2
EREOWRCHST, UFOEMICHEIFEL.

WL : BEEDOLS, FRICERUT < SHHNFEUBES(CSLBETSNSEDOL SBEE
LETh?

1. BHYRELTARICESRLTIFMEAMNS. 2. AHHERRICHRTETS

W2 : KEFLEDS S, FFCESRLT K SPHFELLIESIC, BB THNL LDS S
BEEUTELLTIA?

1. BHECHRELTARICEGR LT IBBEAND. 2. ENEMHERGCHRET IS

16

B ETEBEiEhDTY.

> RRPICARZRBURED, TEANVBEL B EBAIICE,
WO TERIE GEFTPTHOTE) UTHVWTHEHETY.

> TOBEICE, FEERBHNSOBTHHSE T,

> RREPIEUECTEICEST, THRHAEOHICFAEHEE
BRBITERE—BOLEEA.

18



APPENDIX E TRUST QUESTIONNAIRE FOR STUDY II

HENEEE A TAICEAT 2705 — k

BEZ
SMEES  #
EME : EBREE / SEETER / AET 1R/ RETIHR /) AETNE / KETIVE

1. BHEEECOEBHEENEDL S ICBETINEDEBETFATEEIN?

FERICTHCES

0 100
|
|

LCTFRTERY

2. HBREFINFTOBRICEVNT, COEPELRZEOERERYICTESLRVETM?

0 100

LY ITTERN

3. HUEIFZOEBBEZICHLT, CAETITBRBRLEILDBVETBSE CH>THLRRBITETT S L
EDEERWNETM?

|0 100

£ %5 Bbln

4 BAMICHELT, HELEIOBEBHEGREEDEBEEETEETIMN?

EJEHEL TR FTERIEHMLTND

0 100
|
!
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L HOMREEL TABRICEH LT DHfZ AND.

[FLWwTImn?

L B EEEEAEGE L CARICA L T 2l 2 ARD.

B BB Y X7 Arwtd AFAOHBHX -

HUEIFCOBBMEGZEEBLTLETMN?

HEFEHREL OEHEREFE N NTIM?

RIFEDELS%, KRITERL T PENFELE

RIFEDL S, KRTERL T HELNFELEHZAIS,

BIZHLHEETHNEEDKL S TEBRELETM?

2. BADERRICHRELET D

BREGZTHNIEEDL > L EHRELT

2. HENEESAERICEREE T2

FBELTWS / FEHLTH 2N

vy /=L Zen

(Frygde—d ol TFEL)

1 (useful) &S

BeLT= 720N (useless)

(pleasant) & U23E U

k¢ 5 (unpleasant)

(bad) HE\>

B (good)

(nice) HMEH LW

JEH LV (annoying)

(effective) ZhHn & 5

Ri#EY)CTd 5 (superfluous)

i £ Ly (likeable)

(assisting) BhiF 12725

Bz 72 720y (worthless)

(undesirable) #FE L < 72\

FE LV (desirable)

2
3
4
5
6 (imritating) L <IZ&H 5
;
8
9

(raising alertness) JFE %@ H

iR& %75 9 (sleep-inducing)
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APPENDIX F INSTRUCTION SHEET OF EXPERIMENTAL SESSION
FOR STUDY III

A FEHR

I SAADIRERE TROI 2L —Z Oz To T2 & £ 3. 80 [BIK D
L2l —TarOfillE{ToTWEEEET. £, Aoyl al K THIZT V7 —bh~Di
AEBLLBREWLET.

Fiz, TIUNNOIEBEORMBEIZEY, NAT VLSV OENRHY, FohE-i3H B
IO RB D72 72D GEBHET .

ERPIIERBEINEILOBRERIRBIDICEREL TSN
A B DTEEIIH S00L (CHEF CEXBIICHEBL TLFFEN

FALT NI, AEBREFIRLET.
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APPENDIX G TRUST QUESTIONNAIRE FOR STUDY III

Bt :

B5Z

EMEES
NTH&—T R : %

1. RUTREDEREBYICHEZRZLTLETH,?

0 100
A< HERE L TR SEEICHIELTWS

2. RUTOBEBHEZOLELEICEVTEDEETRTEETN?

0 100
| |
|

2<TFRL TR FERILTHTED

3. CORVITEEERTICHIY ENBREBYICTEIENTEETA?

0 100
| I
|

2V ITTER D S=AICHE D ICTE D

4 CORVTHERFERT LIS 5 BB E EOBRERLTVETH?
0 100

I I

|

S BizL TR FEEICRZLTWS

5. BZINBLO-THIRALLSHKRTHNIE, CORYTERAMKICHELETM?

0 100
| |
| i
<1%;) %i‘:m&f&)é
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6.

FE, CORVININFETRRLEZEDLBN S RATLAREICH L TEDERERGTESEBLET
m?
0 100
| |
£ TERY ELILTED
1. CORVIDNERICHETDHEEDREREEBELTLVETM?
0 100
2 EEL Tl
8. RUTORTIEEZLZ EDEBEEFBELTLETM?
0
|
EEHL TR

FEEIFHML TN D

IOi)

FERIEHLTVD

9. 2RELTHLHRIFICORYTEEOERERFBELTLETMN?
0

|
EFEHLTRY

10. HEE=AIFERY TOBREFTREELLLLSM?

100
|
FERIMEHMLTND
FERE / AEHERE
1. BUEEFIORYTEEBELTVET,?

BFEELTWS / BFHLTRY
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12. B =EFCORVTOLEAEEDEEERL TS EBNETM?

100

0
|
EEFTE TR

13. HHEEECDRZMIRATLOLEAZ EOREEBL TS EBVETHI?

SEAICERE L TWD

100

0
|
< EETE TRY

14. B, HE-0ORY TREENCEDEEREEH >TLETH?

SEAITIMRE L TV D

0
|
|

2 BESRZ2N

15. HEE HLEE-OBRZMIAT LRERNCEDEREREEZH >THEIMN?

0

100

|
!
f

< BE®RZY

TEIZAR H D

O HLHEENRTOEMEANEBRTELLEBVELEDL, FIvIEANTIESL.

O HLHLBEARTMIRTLAOGMEANERTELLBVELEL, FIvIZEANTIESL.
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Questionnaire for first impression

o HEED IRUT)ITHT ZM4 A=DE?
Re7x0bo / AR 7 / 2075+ (PASTEURIZER) Hik

o LORVITERRAERTIEENHYFETH?
AEH2 / ARV

o HERUITEMoILE, FHRELVBIVA DA —TUANERTEDLLBVETH?
EUNAANAY-3

o ThhoHLBEHRUIITHYEWERBWNETM?
= ARV A4

o ChhLILEBHRUIICEYLVWERSEREIMTIN?
ST = AER [ FERMEL VERIEND / T ofl

o BUWTA—IUREERTELLDL, RYTOLMMANEBRTELRTHIRYTEEETEFETH?
v/ Wiz

o HEBRUIAFHEELUYBLVATA—IUREERTETH, BHRY TOLEANTRICERTE
BWERVTEEBETERVERVETH?

vy / vz

o LUTOH, HAE-0ORYFITHT HEERICKYEETI0E? (BREEFRHOTILEELY)
RIF—< R | VAT LA~OHR /| Ol
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Questionnaire about system failures during experimental sessions
o HEEIE ZOTTUrORVTICHENH>EBLVETH? EOAWARAAY-S
3L, HHLBVFELEGHEAH - EBDNEIBRICFT v EANTLE S EHISER)
O R 7OFRFHEE
O KRUr7oORERE

Ff, Frv I ZANEEEORETEDNK S GEENERTEELEN?
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AEERERTET 27— b (Final)

SMEES
o bEtlE, NRAF¥SA4HY— (UIal—Yay) FEBEVATLEEBVNVETM?
ZH5R8>5 / 5BV
FOBHEIX?
o HEF RUTVATFLEHBESRATLEEBNETM?
I3RS / EHRDRW
FOHHIT?
o BElX TUOT4ITRXMURATLFIERHIELRATLEERNETM?
EH5HH / &S5 Bblwn

FOHBEIT?

o ROTORBRMEDHR, EZICRENELEEADLEIZELTEHEHMBHTIN?
Ny TRREE | R T IERE

FOEHAT?
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o NRAFYSAY—HFIHOHSGEELEZLIZELN.
HELL ARV /B

o NAF¥FIAY—IZEFNTWVWHIS—FKRIEFELEN?
KW [ KRAOTRhoi-

DWHE, ECICEDESIBIS—MNEFNTVINERBTELLBVETM?

e R
EHBS GERICHEMTER) / 2BV (bEVKBTE RN -72)
PASTEURIZER 1
Pump System Mode = Manual
INFLOW = 14.1 GFLOW =
INTEMP = 27.6 GTEMP = ==
STEAMFLOW = 350 ‘ JFLOW = 350
STEAMTEMP = 100 | JTEMP = 99.2
3WAY
DFLOW =20 VALVES
VATVOL = 420.7 DTEMP = 74.9
TEMP = 57.3 o EFLOW =
) CFLOW =20 HFLOW = |
p - CTEMP =57.3 HTEMP =
TOTAL WASTE
AFLOW =20 =0
RFLOW =0 ATEMP =57.3
BFLOW =20 IFLOW =
PUMPRATE = 20 BTEMP =57.3 ITEMP =
TOTAL OUTPUT
LEVEL GOING HIGH *RUN OVER*
RELIEF VALVE OPEN \I;iYI'EELM(;?'I‘:\‘g;:SV:: %RAW MILK
PUMP AT MAXIMUM PAST = NaN%
VAT OVERFLOW 0 ITERATION
BESNTLET.

IS5—IC&kBRUTIVRTFLOLENY - THAYFBEIET
EROT I MEN 20 TIEHEL 80 THoFH, EDRBEICEDLSBIS—MNEF

nTuhbdmhbhrYrghosfzLBUOETHM?
ZO2B5 / BBV (RoTHRNESGNBRW)
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