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Abstract The purpose of this paper is for the first time to provide a careful and
accessible exposition of the study of the existence of positive solutions of semilinear
Neumann problems for diffusive logistic equations with discontinuous coefficients,
which models population dynamics in environments with spatial heterogeneity.
A biological interpretation of our main result is that when the environment has
an impassable boundary and is on the average unfavorable, then high diffusion
rates have the same effect (that is, the ultimate extinction of the population) as
they always have when the boundary is deadly; but if the boundary is impassable
and the environment is on the average neutral or favorable, then the population
can persist, no matter what its rate of diffusion. The approach here is based on
explicit representation formulas for the solutions of the Neumann problem and also
on the Lp boundedness of Calderón–Zygmund singular integral operators appearing
in those representation formulas. That is why we consider the case where the space
dimension is greater than 2. Moreover, we make use of an Lp variant of an estimate
for the Green operator of the Neumann problem introduced in the study of Feller
semigroups.
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1 Introduction and main results

Let Ω be a bounded domain of RN , N ≥ 3, with boundary ∂Ω of class C1,1. In
this paper we consider a second-order, uniformly elliptic differential operator with
discontinuous coefficients in non-divergence form

Lu := −
N∑

i,j=1

aij(x)
∂2u

∂xi∂xj
+

N∑
i=1

bi(x)
∂u

∂xi
. (1.1)

Here:

(1) aij(x) ∈ VMO∩L∞(RN ), aij(x) = aji(x) for almost all x ∈ Ω, and there exists
a constant a0 > 0 such that

1

a0
|ξ|2 ≤

N∑
i,j=1

aij(x)ξiξj ≤ a0|ξ|2 for almost all x ∈ Ω and all ξ ∈ RN .

(2) bi(x) ∈ L∞(Ω) for 1 ≤ i ≤ N .

In the case of continuous coefficients aij(x), an Lp Schauder theory has been
elaborated for second-order, uniformly elliptic differential operators of the form
(1.1) (see [4], [25]). However, the situation becomes rather difficult if we try to allow
discontinuity on the aij(x). In fact, it is known (see [36], [37], [57]) that arbitrary
discontinuity of the aij(x) breaks down as the Lp Schauder theory, except for the
two-dimensional case (N = 2). In order to handle with the case N ≥ 3, additional
conditions on the coefficients aij(x) should be required. Here we assume that the
coefficients aij(x) belong to the Sarason class VMO of functions with vanishing
mean oscillation. We recall that VMO consists of the John–Nirenberg class BMO
of functions with bounded mean oscillation whose integral oscillation over balls
shrinking to a point converge uniformly to zero (see Section 2).

This paper is devoted to the study of the existence of positive solutions of
the following diffusive logistic Neumann problem with an indefinite weight and a
positive parameter: Lu = λ

(
m(x)u− h(x)u2

)
in Ω,

∂u

∂n
= 0 on ∂Ω.

(1.2)

Here:

(3) λ is a positive parameter.
(4) m(x) ∈ C(Ω) and m(x) may change sign in Ω.
(5) h(x) ∈ C(Ω) and h(x) ≥ 0 on Ω.
(6) n is the unit outward normal to the boundary ∂Ω.
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We discuss our motivation and some of the modeling process leading to the
logistic Neumann problem (1.2) (see Tables 1.1 and 1.2). The basic interpretation
of the various terms in the logistic Neumann problem (1.2) is that the solution
u(x) represents the population density of a species inhabiting the terrain Ω. The
members of the population are assumed to move about Ω via the type of random
walks occurring in Markovian motion that is modeled by the diffusive term (1/λ)L;
hence 1/λ represents the rate of diffusive dispersal, so large values of 1/λ the
population spreads more rapidly than for small values of 1/λ. The local rate of
change in the population density is described by the density dependent termm(x)−
h(x)u. In this term, m(x) describes the rate at which the population would grow or
decline at the location x in the absence of crowding or limitations on the availability
of resources. The sign of m(x) will be positive on favorable habitats for population
growth and negative on unfavorable ones. Specifically,m(x) may be considered as a
food source or any resource that will be good in some areas and bad in others. The
term −h(x)u describes the effects of crowding on the growth rate of the population
at the location x; these effects are assumed to be independent of those determining
the growth rate. The size of h(x) describes the strength of the effects of crowding
within the population.

On the other hand, in terms of biology, the homogeneous Dirichlet condition
represents that Ω is surrounded by a completely hostile exterior such that any
member of the population which reaches the boundary dies immediately; in other
words, the exterior of the domain is deadly to the population. The logistic Dirichlet
problem with VMO coefficients is studied in the previous paper [50] (see also [49]
for L = −∆).

If the boundary acts as a barrier, so that individuals reaching the boundary
simply return to the interior, a Neumann boundary condition results (see [47],
[52] for L = −∆). However, the analysis is somewhat different from the Dirichlet
case, since the operator L with homogeneous Neumann condition has zero as an
eigenvalue (see [42], [12], [3] for L = −∆).

The logistic Neumann problem may be treated just as in Senn [45] if we make
use of the material of Senn and Hess [46], Maugeri and Palagachev [34] and Lieber-
man [33]. In this paper we introduce the closed realization L of L with homogeneous
Neumann condition in the Banach space C(Ω) as in Senn and Hess [46] and Senn
[45]. However, because of discontinuity of the aij(x) we re-work and expand in a
different spirit the spectral analysis of the closed operator L in the framework of
the ordered Banach spaces X = D(L) and Y = C(Ω) adapted to the VMO case. In
fact, we generalize Senn and Hess [46, Theorems 2 and 3] and Senn [45, Theorem
2.4] (Theorems 1.1, 1.2 and 1.3), by using a generation theorem for Feller semi-
groups with oblique derivative condition proved in the recent paper [56, Theorem
1.2].

The present paper is amply illustrated; 3 tables and 18 figures are provided
with appropriate captions in such a fashion that a broad spectrum of readers could
understand our problem and main results.

1.1 Neumann eigenvalue problems with indefinite weights

The first purpose of this paper is to generalize Senn–Hess [46, Theorems 2 and
3] and Senn [45, Theorem 2.4] to the VMO case. More precisely, we discuss the
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Term Biological interpretation

Ω Terrain

u Population density of a species inhabiting the terrain

L A member of the population moves about the terrain
via the type of random walks occurring in Markovian motion

1/λ Rate of diffusive dispersal

m(x) Intrinsic growth rate

h(x) Coefficient of intraspecific competition

Table 1.1 A biological meaning of each term in the diffusive logistic Neumann problem (1.2)

Boundary Condition Biological interpretation

Dirichlet case Completely hostile (deadly) exterior

Neumann case Barrier

Table 1.2 A biological meaning of boundary conditions

changes that occur in the global structure of positive solutions as a parameter λ
varies from the principal eigenvalue λ1(m) of the linearized homogeneous Neumann
problem with an indefinite weight function{

Lu = λm(x)u in Ω,
∂u
∂n = 0 on ∂Ω.

(1.3)

The next theorem plays an essential role in the study of the Neumann eigen-
value problem (1.3) with the indefinite weight function m(x) (see [56, Theorem 1.2
and the Hille–Yosida theorem (Theorem 3.1)]):

Theorem 1.1 Let N ≥ 3 and N < p <∞. We define a linear operator

L : C(Ω) −→ C(Ω)
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as follows:

(a) The domain D(L) of definition is the set

D(L) =

{
u ∈W 2,p(Ω) : Lu ∈ C(Ω),

∂u

∂n
= 0 on ∂Ω

}
.

(b) Lu = Lu for every u ∈ D(L).

Here Lu and ∂u/∂n are taken in the sense of distributions.
Then we have the following two assertions:

(i) The operator L is densely defined and closed.
(ii) For any constant α > 0, the operator L + αI : D(L) → C(Ω) is an algebraic and

topological isomorphism, where the domain D(L) is equipped with the graph norm.

Remark 1.1 It is easy to verify that the domain D(L) is independent of p, for all
N < p <∞ (see [56, Section 9]).

1.2 Logistic Neumann problems

To study the logistic Neumann problem (1.2), we introduce two ordered Banach
spaces and their positive cones associated with the operator L in the following
way: We work in the real Banach space

Y := C(Ω)

endowed with the maximum norm

∥u∥Y := max
x∈Ω

|u(x)|,

and provided with the natural ordering given by the positive cone

PY :=
{
v ∈ C(Ω) : v ≥ 0 in Ω

}
.

Moreover, we use also the real Banach space

X := D(L) =

{
u ∈W 2,p(Ω) : Lu ∈ C(Ω),

∂u

∂n
= 0 on ∂Ω

}
for N < p <∞

endowed with the graph norm

∥u∥X = ∥u∥Y + ∥Lu∥Y ,

and provided with the natural ordering given by the positive cone

PX := {u ∈ D(L) : u ≥ 0 in Ω}

=

{
u ∈W 2,p(Ω) : Lu ∈ C(Ω),

∂u

∂n
= 0 on ∂Ω, u ≥ 0 in Ω

}
.

Here it should be noticed that we have, by Sobolev’s imbedding theorem (see [2,
Theorem 5.4], [23, Part I, Theorem 10.2], [54, Theorems 4.17 and 4.19]),

X = D(L) ⊂ C1(Ω),
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since N < p <∞ and so 2−N/p > 1.
Moreover, it follows from an application of the Ascoli–Arzelà theorem (see [25,

Lemma 6.36]) that the injection

X −→ Y (1.4)

is compact.
The ordered Banach spaces X and Y and the operator L can be visualized as

in Figure 1.1.

Y = C(Ω)x
C1(Ω)x

X = D(L) L−−−−−→ Y = C(Ω)

Fig. 1.1 The ordered Banach spaces X and Y and the operator L

Let M : Y → Y be the multiplication operator by a function m(x) ∈ C(Ω). A
function u ∈ X \ {0} is called an eigenfunction of the Neumann problem (1.3) if it
satisfies the equation

Lu = λMu in Y . (1.5)

We are interested in the existence of non-zero eigenvalues having a positive eigen-
function. It should be emphasized that if the weight function m(x) does not change
sign in Ω, then there is no non-zero eigenvalue having a positive eigenfunction (see
Claim 5.1 in Section 5). In this paper we study the logistic Neumann problem
(1.2) under the condition that (see Remark 5.1 in Section 5):

(M) The weight function m(x) ∈ C(Ω) changes sign in Ω, that is, it takes both
positive and negative values in Ω.

To formulate our results, we need the following proposition (see Figure 3.4 in
Subsection 3.4):

Proposition 1.1 Since 1 ∈ N (L), it follows from an application of the Krĕın–Rutman

theorem (Theorem 2.1) that the Banach space adjoint operator

L∗ : Y ∗ −→ Y ∗

with domain D(L∗) has a one-dimensional null space N (L∗) spanned by an element

ψ ∈ Y ∗ with ψ > 0. Moreover, we can identify ψ with a positive function in Lq(Ω) for

q = p/(p− 1), with N < p <∞:
ψ ∈ Lq(Ω) for q = p/(p− 1),

L∗ψ = 0 in Ω,

ψ > 0 in Ω.

(1.6)
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Our first purpose is to generalize Senn–Hess [46, Theorems 2 and 3] to the
VMO case:

Theorem 1.2 Let N ≥ 3. Assume that condition (M) is satisfied. Then the Neumann

eigenvalue problem (1.5) admits a unique non-zero, eigenvalue λ1(m) having a positive

eigenfunction. More precisely, we have the following three assertions:

(i) If
∫
Ωm(x)ψ(x) dx < 0, then the Neumann eigenvalue problem (1.5) admits a

unique, positive eigenvalue λ1(m) with a positive eigenfunction in Int (PX). More-

over, the eigenvalue λ1(m) has the following two properties:

(a) The eigenvalue λ1(m) is an M-simple eigenvalues of the operator L (see con-

ditions (H.1) and (H.2) below).

(b) If λ̂ ∈ C is an eigenvalue of the equation

L̂v = λ̂ M̂v in Ŷ for λ̂ ∈ C (1.7)

obtained by the complexification of the operator equation (1.5) and if Re λ̂ > 0,
then it follows that

Re λ̂ ≥ λ1(m).

The eigenvalue 0 is M-simple and has the positive eigenfunction ϕ1(x) ≡ 1 in Ω.

(ii) If
∫
Ωm(x)ψ(x) dx > 0, then the Neumann eigenvalue problem (1.5) admits a

unique, negative eigenvalue λ1(m) with a positive eigenfunction in Int (PX). More-

over, the eigenvalue λ1(m) has the following two properties:

(c) The eigenvalue λ1(m) and 0 are M-simple eigenvalues of the operator L.

(d) If λ̂ ∈ C is an eigenvalue of the equation (1.7) in the complexification Ŷ of Y

and if Re λ̂ < 0, then it follows that

Re λ̂ ≤ λ1(m).

The eigenvalue 0 is M-simple and has the positive eigenfunction ϕ1(x) ≡ 1 in Ω.

(iii) If
∫
Ωm(x)ψ(x) dx = 0, then the eigenvalue 0 of the Neumann eigenvalue problem

(1.5) is the only eigenvalue having the positive eigenfunction ϕ1(x) ≡ 1 in Ω.

Here we recall that λ ∈ R is called an M-simple eigenvalue of L if it satisfies
the following two conditions:

(H.1) dimN (L− λM) = codim R(L− λM) = 1.
(H.2) If N (L− λM) = span [u0], then Mu0 ̸∈ R(L− λM).

This notion is an extension of the concept of algebraic simplicity (see [20, Definition
1.2]).

A pair (λ, u) ∈ R × X is called a positive solution of the logistic Neumann
problem (1.2) if λ > 0 and u ∈ PX \ {0} and if the pair (λ, u) satisfies the operator
equation

Lu = λF (u) in Y , (1.8)

where F (u) is the Nemytskii operator associated with the nonlinear term m(x)u −
h(x)u2:

F (u)(x) = m(x)u(x)− h(x)u(x)2 for x ∈ Ω.

Our second purpose is for the first time to prove the existence of positive solu-
tions of the logistic Neumann problem (1.2) with VMO coefficients, generalizing
Senn [45, Theorem 2.4]:
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Theorem 1.3 Let N ≥ 3. Assume that condition (M) is satisfied and further that

h(x) > 0 on Ω. (1.9)

Then we have the following four assertions:

(i) The case
∫
Ωm(x)ψ(x) dx < 0: There is an unbounded curve C of positive solu-

tions (λ, u(λ)) of the logistic Neumann problem (1.2) emanating from the point

(λ1(m), 0), with λ > λ1(m). Moreover, the point (λ1(m), 0) is the only bifurcation

point for positive solutions from the line R × {0} of trivial solutions (see Figure

1.2).

(ii) The case
∫
Ωm(x)ψ(x) dx > 0: There is an unbounded curve C of positive solutions

(λ, u(λ)) of the logistic Neumann problem (1.2) emanating from the point (0, c),
with

c =

∫
Ωm(x)ψ(x) dx∫
Ω h(x)ψ(x) dx

. (1.10)

In other words, there is a secondary bifurcation from the line {0} × R of trivial

solutions, and non-constant solutions exist for arbitrarily small λ > 0 (see Figure

1.3).

(iii) The case
∫
Ω m(x)ψ(x) dx = 0: There are two unbounded curves bifurcating at the

point (0, 0) from the line R × {0} of trivial solutions; namely, the line {0} × R

of trivial solutions and the positive solution curve C = {(λ, u(λ)) : λ > 0}. In

particular, non-constant solutions exist for arbitrarily small λ > 0 (see Figure 1.4).

(iv) The positive solutions u(λ) are uniformly bounded (see Figures 1.5 through 1.7):

max
Ω

|u(λ)| ≤
maxΩm

minΩ h
. (1.11)

Remark 1.2 Some important remarks are in order:

1◦ Condition (1.9) is supposed to correspond to the competition for existence among
living things in the terrain Ω. See [51, Theorem 1.3] for L = −∆.

2◦ By the uniform estimate (1.11), we find that the quantity

ℓ :=
maxΩm

minΩ h

is the carrying capacity of the environment under the competition condition
(1.9) (see Figures 1.5, 1.6 and 1.7). This idea is generally credited to the Belgian
mathematical biologist P. F. Verhulst (1804–1849) around 1840.

Rephrased, Theorem 1.3 asserts that, in the case where
∫
Ωm(x)ψ(x) dx < 0,

the models we consider predict persistence for a population if its diffusion rate
1/λ is below the critical value 1/λ1(m) depending on the coefficient m(x) which
describes the growth rate. On the other hand, if

∫
Ωm(x)ψ(x) dx ≥ 0, then the

models predict persistence for a population for any diffusion rate 1/λ.
A biological interpretation of our main result (Theorem 1.3) is that when the

environment has an impassable boundary and is on the average unfavorable, then
high diffusion rates have the same effect (that is, the ultimate extinction of the
population) as they always have when the boundary is deadly (see [50, Theorem
1.3]); but if the boundary is impassable and the environment is on the average
neutral or favorable, then the population can persist, no matter what its rate of
diffusion. Our situation may be represented schematically by the six bifurcation
diagrams, Figures 1.2 through 1.7.
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Fig. 1.2 A biological interpretation of part (i) of Theorem 1.3
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Fig. 1.3 A biological interpretation of part (ii) of Theorem 1.3
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0
• λ

u

C

∫
Ω

m(x)ψ(x) dx = 0

.........................................................................................................................................................................................................................................................................................................................................................................

Fig. 1.4 A biological interpretation of part (iii) of Theorem 1.3

1.3 An outline of the paper

Our approach here is based on the Calderón–Zygmund theory of singular integral
operators with non-smooth (i. e., non-infinitely differentiable) kernels. It should be
emphasized that singular integral operators with non-smooth kernels provide a tool
to deal with smoothness of solutions of partial differential equations, with minimal
assumptions of regularity on the coefficients such as Miranda [37] and Talenti [57].
The theory of singular integrals continues to be one of the most influential works
in modern history of analysis ([14], [58, Chapter 2]). Several recent developments
in the theory of singular integrals have made possible further progress in the study
of elliptic boundary value problems with discontinuous coefficients and hence in
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m(x)ψ(x) dx < 0

0 λ1(m)
• λ

u

u(λ)

•ℓ =
max

Ω
m

min
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Fig. 1.5 A biological interpretation of part (iv) of Theorem 1.3 under condition (1.9)
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Fig. 1.6 A biological interpretation of part (iv) of Theorem 1.3 under condition (1.9)
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Fig. 1.7 A biological interpretation of part (iv) of Theorem 1.3 under condition (1.9)

the study of Markov processes. The presentation of these new results is the main
purpose of this paper.

The rest of this paper is organized as follows.

In Section 2 we summarize some important topics from real analysis and nonlin-
ear analysis such as VMO functions (Proposition 2.1), the Krĕın–Rutman theorem
(Theorem 2.1) and local static bifurcation theory from a simple eigenvalue (The-
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orem 2.2). These topics form a necessary background for the proof of Theorems
1.1, 1.2 and 1.3.

Section 3 is devoted to the proof of Theorem 1.1 and Proposition 1.1. We make
essential use of an existence and uniqueness theorem for the Neumann problem
with VMO coefficients (Theorem 3.2), which is proved in the pioneering papers
Chiarenza–Frasca–Longo [16] and [17] by using the ideas and techniques charac-
teristic of the theory of singular integral operators, and then extensively applied
in the papers [11], [39] and [40]. It should be emphasized that the uniqueness
result follows from an application of the Bakel’man–Aleksandrov maximum prin-
ciple (Theorem 3.3). Moreover, the proof of the density of the domain D(L) is
based on an Lp variant of an estimate for the Green operator of the Neumann
problem proved in the papers [53], [55] and [56] in the study of Feller semigroups
(see assertion (3.6) and estimate (3.9)).

In Section 4 the proof of parts (i) and (ii) of Theorem 1.2 may be carried out
just as in Senn–Hess [46] by using Theorem 1.1 and the Krĕın–Rutman theorem
(Theorem 2.1). Compared with the Dirichlet case, the difficulty in the proof lies
in the fact that the operator L is not invertible. This section is the heart of the
subject.

The proof of part (iii) of Theorem 1.2 is given in Section 5 due to its length.
The essential step in the proof is Theorem 5.1, similar to Theorem 4.1, just as in
Senn–Hess [46, Theorem 3].

In Section 6 we consider a general class of semilinear Neumann eigenvalue prob-
lems. By applying the super-subsolution method just as in [48], we prove existence
and uniqueness theorems of positive solutions (Theorems 6.1 and 6.2). The proof
of the existence result is based on Schauder’s fixed point theorem (Theorem 6.3),
and the proof of the uniqueness result is based on a uniqueness theorem of fixed
points of strongly increasing and strongly sublinear mappings in ordered Banach
spaces (Theorem 6.4).

The last Section 7 is devoted to the proof of Theorem 1.3. The proof of Theorem
1.3 may be carried out by constructing explicitly supersolutions and subsolutions
to the logistic Neumann problem (1.2) (the sub-super-solution method).

Finally, for existence theorems of positive solutions for diffusive logistic equa-
tions with boundary conditions we give an overview of the classical Schauder
theory versus the Calderón–Zygmund theory of singular integrals (see Table 1.3).

2 Preliminaries

This section is devoted to a review of some important topics from real analysis and
nonlinear analysis that form a necessary background for the proofs of Theorems
1.1, 1.2 and 1.3. This makes the present paper fairly self-contained.

2.1 The Spaces BMO and VMO

In this subsection we recall some basic definitions and results concerning BMO
and VMO functions on RN . For more thorough treatments of this subject, the
reader might be referred to Garnett [24] and Torchinsky [59].
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Diffusive logistic Classical Calderón–Zygmund
equations Schauder theory theory

Regularity of the Hölder continuous VMO functions
leading coefficients functions

Dirichlet case [28, Theorem 2] [50, Theorem 1.3]
[27, Theorem 27.1]

Neumann case [46, Theorems 2 and 3] Theorem 1.2

Table 1.3 An overview of the classical Schauder theory versus the Calderón–Zygmund theory
of singular integrals for diffusive logistic equations in non-divergence form

A function f(x) ∈ L1
loc(R

N ) is said to be of bounded mean oscillation, f(x) ∈
BMO, if it satisfies the condition (see [29])

∥f∥∗ := sup
B

1

|B|

∫
B
|f(x)− fB | dx <∞,

where the supremum is taken over all balls B in RN and fB is the average of f
over B

fB :=
1

|B|

∫
B
f(x) dx.

It should be noticed that the quantity ∥f∥∗ defines a norm on the quotient space
BMO /R.

Next we introduce a subspace of BMO functions whose BMO norm over a ball
vanishes as the radius of the ball tends to zero. More precisely, if f(x) ∈ BMO and
r > 0, then we let

η(r) := sup
ρ≤r

1

|B|

∫
B
|f(x)− fB | dx,

where the supremum is taken over all balls B with radius ρ ≤ r.
A function f(x) ∈ BMO has vanishing mean oscillation, f(x) ∈ VMO, if it

satisfies the condition (see [41])

lim
r↓0

η(r) = 0.

The function η(r) is called the VMO modulus of f .
The assumption aij(x) ∈ VMO means a kind of continuity in the average

sense, not in the pointwise sense. This property implies that VMO functions may
be approximated by smooth functions.

The relationship between BMO and its subspace VMO is quite similar to the
relationship between L∞ and its subspace BUC of bounded uniformly continuous
functions (see Figure 2.1).

The next proposition collects some important results concerning VMO func-
tions (see [24, Chapter VI, Theorem 5.1], [59, Chapter VIII]):
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L∞ −−−−−→ BMOx x
BUC −−−−−→ VMO

Fig. 2.1 The spaces L∞, BMO, BUC and VMO

Proposition 2.1 (i) If f(x) ∈ VMO, then, for any ε > 0 there exists a uniformly

continuous function gε(x) on RN such that ∥f − gε∥∗ < ε.

(ii) Uniformly continuous functions that belong to BMO are VMO functions.

(iii) VMO is a closed subspace of BMO.

(iv) VMO functions are invariant under C1,1-diffeomorphisms ([1, Proposition

1.3]).

(v) For example, W θ,N/θ(RN ) ⊂ VMO for all 0 < θ ≤ 1.

2.2 The Krĕın and Rutman theorem

In this subsection we recall some basic definitions and results concerning ordered
Banach spaces. For more thorough treatments of this subject, the reader might be
referred to Amann [5], Brown [13, Chapter 18], Chang [15, Chapter 3] and Drábek
and Milota [22, Chapter 6].

LetX be a non-empty set. An ordering ≤ inX is a relation inX that is reflexive,
transitive and antisymmetric. A non-empty set together with an ordering is called
an ordered set.

Let V be a real vector space. An ordering ≤ in V is said to be linear if the
following two conditions are satisfied:

(i) If x, y ∈ V and x ≤ y, then we have x+ z ≤ y + z for all z ∈ V .
(ii) If x, y ∈ V and x ≤ y, then we have αx ≤ αy for all α ≥ 0.

A real vector space together with a linear ordering is called an ordered vector

space.
If x, y ∈ V and x ≤ y, then the set [x, y] = {z ∈ X : x ≤ z ≤ y} is called an

order interval.
If we let

Q = {x ∈ V : x ≥ 0} ,

then it is easy to verify that the set Q satisfies the following two conditions:

(iii) If x, y ∈ Q, then αx+ βy ∈ Q for all α, β ≥ 0.
(iv) If x ̸= 0, then at least one of x and −x does not belong to Q, or equivalently,

Q ∩ (−Q) = {0}.

The set Q is called the positive cone of the ordering ≤.
Let E be a Banach space E with a linear ordering ≤. The Banach space E

is called an ordered Banach space if the positive cone P is closed in E. It is to
be expected that the topology and the ordering of an ordered Banach space are
closely related if the norm is monotone: If 0 ≤ x ≤ y, then ∥x∥ ≤ ∥y∥.

For x, y ∈ E, we write

x ≥ y if x− y ∈ P ,
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x > y if x− y ∈ P \ {0}.

If the interior Int (P ) is non-empty, then we write

x≫ y if x− y ∈ Int (P ).

Example 2.1 Let Y := C(Ω). For two functions u, v ∈ Y , we write u ≤ v if u(x) ≤
v(x) for all x ∈ Ω. Then it is easy to verify that the space Y is an ordered Banach
space with the linear ordering ≤ and the positive cone

PY =
{
u ∈ C(Ω) : u ≥ 0 on Ω

}
,

with non-empty interior

Int (PY ) =
{
u ∈ C(Ω) : u > 0 on Ω

}
.

A linear operator A : E → E is said to be strongly positive if Ax is an interior
point of P for every x ∈ P \ {0}:

x > 0 =⇒ Ax≫ 0.

Then the Krĕın and Rutman theorem reads as follows (see Krĕın and Rutman
[32, Theorem 6.3]):

Theorem 2.1 (Krĕın–Rutman) Let (E,P ) be an ordered Banach space with non-

empty interior Int (P ). Assume that

K : E −→ E

is a strongly positive and compact operator. Then we have the following three assertions:

(i) The spectral radius

r = spr (K) := lim
n→∞

∥Kn∥1/n

is positive, and r is a unique eigenvalue of K having positive eigenfunction x ∈
Int (P ). The eigenvalue r is algebraically simple.

(ii) Moreover, r is also an algebraically simple eigenvalue of the adjoint operator

K∗ : E∗ −→ E∗,

with positive eigenfunction x∗ ∈ Int (P ∗). Here

P ∗ =
{
x∗ ∈ E∗ :

⟨
x∗, x

⟩
≥ 0 for all x ∈ P

}
.

(iii) Finally, we have |λ| < r for all λ ∈ σ(K) with λ ̸= r, where σ(K) is the spectrum

of K.

The eigenvalue r is called the principal eigenvalue of K.



Logistic Neumann problems with discontinuous coefficients 15

2.3 Local bifurcation theory

This subsection is devoted to local static bifurcation theory from a simple eigen-
value essentially due to Crandall and Rabinowitz [19]. For detailed studies of bifur-
cation theory, the reader is referred to Ambrosetti and Malchiodi [7], Ambrosetti
and Prodi [8], Brown [13], Chang [15], Chow and Hale [18], Drábek and Milota
[22] and Nirenberg [38].

Let F (t, x) be a mapping of a neighborhood of (0, 0) in a Banach space R×X

into a Banach space Y . Assume that there is a curve Γ in the space R×X given
by Γ = {w(t) : t ∈ I}, where I is an interval, such that F (w) = 0 for all w ∈ Γ . If
there is a number τ0 ∈ I such that every neighborhood of w(τ0) contains zeros of
F not lying on Γ , then the point w(τ0) is called a bifurcation point for the equation
F (w) = 0 with respect to the curve Γ . In many situations the curve Γ is of the
form {(t, 0) : t ∈ R, 0 ∈ X}. The basic problem of bifurcation theory is that of
finding the bifurcation points for the equation F (t, x) = 0 with respect to Γ and
studying the structure of F−1{0} near such points.

The next theorem, due to Crandall and Rabinowitz [19], gives sufficient condi-
tions in order that the point (0, 0) is a bifurcation point for the equation F (t, x) = 0
(see [19, Theorem 1.7]):

Theorem 2.2 (Crandall–Rabinowitz) Let X, Y be Banach spaces, and let V be a

neighborhood of 0 in X. Assume that the map

F : (−1, 1)× V −→ Y

enjoys the following four properties:

(1) F (t, 0) = 0 for |t| < 1.
(2) The partial Fréchet derivatives Ft, Fx and Ftx of F exist and are continuous.

(3) dimN (Fx(0, 0)) = codim R (Fx(0, 0)) = 1.
(4) If N (Fx(0, 0)) = span [x0], then Ftx(0, 0)x0 ̸∈ R (Fx(0, 0)).

If Z is a complement of N (Fx(0, 0)) in X, that is, if it is a closed subspace of X

such that

X = N (Fx(0, 0))⊕ Z,

then there exist a neighborhood U of the point (0, 0) in R × X and an open interval

(−a, a) such that the set of solutions of the nonlinear operator equation F (t, x) = 0 in

U consists precisely of two continuous curves Γ1 and Γ2 which may be parametrized by

t and α as follows:

Γ1 = {(t, 0) : (t, 0) ∈ U} ,
Γ2 = {(φ(α), αx0 + αψ(α)) : |α| < a} .

Here

φ : (−a, a) −→ R, φ(0) = 0,

ψ : (−a, a) −→ Z, ψ(0) = 0.

If, in addition, the partial Fréchet derivative Fxx is also continuous, then the functions

φ and ψ are once continuously differentiable.
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3 Proof of Theorem 1.1

This section is devoted to the proof of Theorem 1.1. Our proof is based on an ex-
istence and uniqueness theorem for the Neumann problem with VMO coefficients.
To prove the density of the domain D(L), we make use of an Lp variant of an
estimate for the Green operator of the Neumann problem proved by the recent
paper [56, Theorem 1.2] in the study of Feller semigroups (see assertion (3.6) and
estimate (3.9)).

3.1 The Neumann problem

In this subsection we consider the Neumann problem in the framework of Sobolev
spaces of Lp style.

If 1 < p <∞ and k is a positive integer, we define the Sobolev space

W k,p(Ω) = the space of (equivalence classes of) functions

u ∈ Lp(Ω) whose derivatives Dαu, |α| ≤ k, in the

sense of distributions are in Lp(Ω).

If 1 < p <∞, we define the boundary space

B1−1/p,p(∂Ω) = the space of the boundary values u|∂Ω
of functions u ∈W 1,p(Ω),

with a norm

|φ|B1−1/p,p(∂Ω) = inf
{
∥u∥W 1,p(Ω) : u ∈W 1,p(Ω), u|∂Ω = φ

}
.

More precisely, the space B1−1/p,p(∂Ω) is a Besov space (see [2], [9], [60]).
Our starting point is the following existence and uniqueness theorem for the

Neumann problem with VMO coefficients (see [34, Theorem 4.1], [35, Theorem
2.3.5], [56, Theorem 5.1]):

Theorem 3.1 Let N < p < ∞ and α > 0. Then the non-homogeneous Neumann

problem {
(L+ α)u = f in Ω,

Bu = φ on ∂Ω
(3.1)

has a unique solution u ∈ W 2,p(Ω) for any f ∈ Lp(Ω) and any φ ∈ B1−1/p,p(∂Ω).
Here

Bu :=
∂u

∂n
.

Moreover, we have the a priori estimate

∥u∥W 2,p(Ω) ≤ C
(
∥(L+ α)u∥Lp(Ω) + |Bu|B1−1/p,p(∂Ω)

)
, (3.2)

with a constant C > 0, independent of u.
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If we associate with the Neumann problem (3.1) a continuous linear operator

A(α) = (L+ α,B) : W 2,p(Ω) −→ Lp(Ω)⊕B1−1/p,p(∂Ω)

then Theorem 3.1 asserts that the mapping A(α) is an algebraic and topological
isomorphism with the a priori estimate (3.2). Indeed, the continuity of the inverse
of A follows immediately from an application of Banach’s closed graph theorem
(see [43, Theorem 3.10], [62, Chapter II, Section 6, Theorem 1]).

3.2 Proof of Theorem 3.1

Step 1: Our proof is based on the following existence and uniqueness theorem for
the homogeneous Neumann problem due to Di Fazio and Palagachev [21]:

Theorem 3.2 Let 1 < p <∞ and

L0u := −
N∑

i,j=1

aij(x)
∂2u

∂xi∂xj
.

Then there exists a constant α0 > 0 such that the homogeneous Neumann problem{
(L0 + α0)u = f in Ω,

Bu = 0 on ∂Ω
(3.3)

has a unique solution u ∈W 2,p(Ω) for any f ∈ Lp(Ω).

The proof of Theorem 3.2 is given in detail in Di Fazio and Palagachev [21,
Theorem 1.2 and Remark 1.1] (see also Maugeri–Palagachev–Softova [35, pp. 138-
139]).

(1) The proof is based on some interior and boundary estimates for the solutions
of the Neumann problem 3.3. From these estimates, an a priori estimate follows.
Since VMO functions can be approximated by smooth functions, we can prove the
existence result of the Neumann problem (3.3) in a standard way if we approximate
the operator L0 with similar operators with smooth coefficients. Both the interior
and boundary estimates are consequences of explicit representation formulas for
the solutions of the Neumann problem (3.3) (see [21, Lemma 3.1]) and also of
the Lp-boundedness of Calderón–Zygmund singular integral operators appearing in
those representation formulas (see [21, Lemma 4.2]).

(2) For the uniqueness result of the Neumann problem (3.3), we make essential
use of the Bakel’man and Aleksandrov maximum principle that requires the VMO
assumption on the coefficients.

Now, for any φ ∈ B1−1/p,p(∂Ω) we can find a function v ∈ W 2,p(Ω) such that
Bv = φ. Hence we have the following existence and uniqueness theorem for the
non-homogeneous Neumann problem:

Corollary 3.1 Let 1 < p <∞. For any f ∈ Lp(Ω) and any φ ∈ B1−1/p,p(∂Ω), there
exists a unique solution u ∈W 2,p(Ω) of the non-homogeneous Neumann problem{

(L0 + α0)u = f in Ω,

Bu = φ on ∂Ω.
(3.4)
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If we associate with the Neumann problem (3.4) a continuous linear operator

A(α0) = (L0 + α0, B) : W 2,p(Ω) −→ Lp(Ω)⊕B1−1/p,p(∂Ω),

then Corollary 3.1 asserts that the mapping A(α0) is an algebraic and topological
isomorphism. In particular, we have the formula

ind A(α0) = 0. (3.5)

Step 2: If we let

B (α− α0)u :=
N∑
i=1

bi(x)
∂u

∂xi
+ (α− α0)u,

then it is clear that the operator

B (α− α0) : W
2,p(Ω) −→W 1,p(Ω)

is continuous. Moreover, it follows from an application of the Rellich–Kondrachov
theorem (see [2, Theorem 6.3], Friedman [23, Part I, Theorem 11.2], [25, Section
7.12, Theorem 7.26]) that the injection

W 1,p(Ω) −→ Lp(Ω) for 1 < p <∞

is compact. Hence, we find that the mapping

B (α− α0) : W
2,p(Ω) −→ Lp(Ω)

is compact for 1 < p <∞. It should be noticed that

A(α) = (L+ α,B) = (L0 + α0, B) + (B (α− α0) , 0) = A(α0) + (B (α− α0) , 0) .

However, we know (see [26, Theorem 2.6], [43, Theorem 5.10]) that the index is
stable under compact perturbations.

Therefore, we obtain that the mapping

A(α) = A(α0) + (B (α− α0) , 0) : W
2,p(Ω) −→ Lp(Ω)⊕B1−1/p,p(∂Ω)

is a Fredholm operator with index zero, since we have, by formula (3.5),

ind A(α) = ind A(α0) = 0 for 1 < p <∞.

Step 3: On the other hand, the uniqueness result in Theorem 3.1 follows from
an application of the Bakel’man and Aleksandrov maximum principle (see [10,
Théorème 2]; [25, Theorem 9.1]; [33, Corollary 2.5]; [61, p. 187, Section 3.7]):

Theorem 3.3 (the strong maximum principle) Let α > 0 and assume that
u ∈ C1(Ω) ∩W 2,N

loc (Ω),

(L+ α)u ≥ 0 almost everywhere in Ω,

Bu ≥ 0 on ∂Ω,

minΩ u ≤ 0.

Then it follows that u(x) = 0 in Ω.
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However, we have, by Sobolev’s imbedding theorem (see [2, Theorem 5.4], [23,
Part I, Theorem 10.2], [54, Theorems 4.17 and 4.19]),

W 2,p(Ω) ⊂ C1(Ω) ∩W 2,N (Ω) for N < p <∞,

since 2−N/p > 1.
Therefore, by applying Theorem 3.3 to the functions ±u(x) we find that{

(L+ α)u = 0 almost everywhere in Ω,

Bu = 0 on ∂Ω
=⇒ u = 0 in Ω.

This proves that the mapping

A(α) = (L+ α,B) : W 2,p(Ω) −→ Lp(Ω)⊕B1−1/p,p(∂Ω)

is injective for N < p <∞. Hence it is also surjective for N < p <∞, since we have
the assertion

ind A(α) = 0.

Step 4: Summing up, we have proved that the mapping

A(α) = (L+ α,B) : W 2,p(Ω) −→ Lp(Ω)⊕B1−1/p,p(∂Ω)

is an algebraic and topological isomorphism for N < p <∞.
The proof of Theorem 3.1 is complete. ⊓⊔

3.3 Proof of Theorem 1.1

The proof is divided into five steps.
Step 1: First, we prove that, for each α > 0, the equation (αI +L)u = f has a

unique solution u ∈ D(L) for any f ∈ C(Ω).
By applying Theorem 3.1, we obtain that the Neumann problem{

(α+ L)u = f almost everywhere in Ω,
∂u
∂n = 0 on ∂Ω

has a unique solution u ∈ W 2,p(Ω) for any f ∈ Lp(Ω) with N < p < ∞. In
particular, for any f ∈ C(Ω) there exists a function u ∈W 2,p(Ω) such that

(α+ L)u = f in Ω.

Hence, we have the assertion

Lu = f − αu ∈ C(Ω).

This proves that {
u ∈ D(L),

(αI + L)u = f.

Step 2: Secondly, we prove that, for each α > 0, the Green operator

GN
α = (αI + L)−1 : C(Ω) −→ C(Ω)
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is non-negative (see [56, Theorem 1.2]):

f ∈ C(Ω), f(x) ≥ 0 in Ω =⇒ u(x) = GN
α f(x) ≥ 0 in Ω.

More precisely, we have the following assertion:

f ∈ C(Ω), f(x) ≥ 0, f(x) ̸≡ 0 in Ω =⇒ GN
α f(x) > 0 on Ω. (3.6)

In other words, the operator GN
α : C(Ω) → C(Ω) is strongly positive.

If we let

u(x) := GN
α f(x),

then we obtain that
u ∈W 2,p(Ω) for N < p <∞,

(L+ α)u = f ≥ 0 almost everywhere in Ω,
∂u
∂n = 0 on ∂Ω.

It follows from an application of Theorem 3.3 that

min
Ω

u ≤ 0 =⇒ u(x) ≡ 0 in Ω.

This implies a contradiction that

f(x) = (L+ α)u(x) ≡ 0 in Ω.

Therefore, we have proved that

min
Ω

u > 0,

that is,

GN
α f(x) > 0 on Ω.

Step 3: Thirdly, we prove that, for each α > 0, the Green operator GN
α =

(αI + L)−1 is bounded on the space C(Ω) with norm 1/α:

∥GN
α ∥ ≤ 1

α
.

By assertion (3.6), it suffices to show that

αGN
α 1(x) ≤ 1 on Ω.

If we let

v(x) := αGN
α 1(x)− 1,

then we have the assertion

max
Ω

v ≤ 0,

that is,

αGN
α 1(x) ≤ 1 on Ω.
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Indeed, since we have the assertions
v ∈W 2,p(Ω) for N < p <∞,

(L+ α) v = 0 in Ω,
∂v
∂n = 0 on ∂Ω,

it follows from an application of Theorem 3.3 with u(x) := −v(x) that

max
Ω

v = −min
Ω

u > 0 =⇒ v(x) = −u(x) ≡ 0 in Ω.

This contradiction proves that
max
Ω

v ≤ 0.

Step 4: The closedness of L is an immediate consequence of the boundedness
of GN

α = (αI + L)−1. Indeed, it suffices to note the formula

L =
(
GN

α

)−1
− αI.

Step 5: Finally, we prove that the domain D(L) is dense in C(Ω). More pre-
cisely, we prove that, for each u ∈ C(Ω), we have the assertion

lim
α→+∞

∥αGN
α u− u∥C(Ω) = 0. (3.7)

It suffices to prove assertion (3.7) for all v ∈ C2(Ω) such that

∂v

∂n
= 0 on ∂Ω.

In fact, we have the following density lemma in the space C(Ω) (see [6, Lemma
3.2], [53, Lemma 4.4]):

Lemma 3.1 Let ε > 0 be arbitrary. For any given function u ∈ C(Ω), there exists a

function v ∈ C2(Ω) such that {
∥u− v∥C(Ω) < ε,
∂v
∂n = 0 on ∂Ω.

(3.8)

Lp(Ω)
gGN

α

−−−−→ C(Ω)x
y

C(Ω)
G

N

α

−−−−→ D(L)

Fig. 3.1 The extension G̃N
α of the Green operator GN

α to Lp(Ω)

To prove assertion (3.7) for all v ∈ C2(Ω) such that

∂v

∂n
= 0 on ∂Ω,



22 K. Taira

we introduce an extension G̃N
α of the Green operator GN

α to the space Lp(Ω) for
N < p <∞ (see Figure 3.1). By Theorem 3.1, we find that the Neumann problem{

(α+ L)u = f almost everywhere in Ω,
∂u
∂n = 0 on ∂Ω

has a unique solution u ∈W 2,p(Ω) ∩ C1(Ω) for any f ∈ Lp(Ω). If we let

u := G̃N
α f,

then it is easy to verify that the operator G̃N
α is an extension of GN

α to Lp(Ω).
Moreover, just as in Steps 2 and 3, we can prove the following two assertions:

(A) The operator G̃N
α : Lp(Ω) → C(Ω) is non-negative.

(B) The operator G̃N
α : L∞(Ω) → C(Ω) is bounded with norm 1/α:

∥G̃N
α ∥ ≤ 1

α
.

First, since aij , bi ∈ L∞(Ω) and v ∈ C2(Ω), it follows that

Lv = −
N∑

i,j=1

aij(x)
∂2v

∂xi∂xj
+

N∑
i=1

bi(x)
∂v

∂xi
∈ L∞(Ω).

Hence, if we let

w := αGN
α v + G̃N

α (Lv),

then we have the assertions
w ∈W 2,p(Ω) ∩ C1(Ω) for N < p <∞,

(L+ α)w = (L+ α) v almost everywhere in Ω,
∂w
∂n = 0 on ∂Ω,

and so 
w − v ∈W 2,p(Ω) ∩ C(Ω) for N < p <∞,

(L+ α) (w − v) = 0 almost everywhere in Ω,
∂(w−v)

∂n = 0 on ∂Ω.

By applying Theorem 3.1 to the function w(x)− v(x), we obtain that

w − v = 0 in Ω,

that is,

v = w = αGN
α v + G̃N

α (Lv).

Therefore, the desired assertion (3.7) follows from an application of assertion (B),
since we have the inequality

∥v − αGN
α v∥C(Ω) = ∥G̃N

α (Lv)∥C(Ω) ≤
1

α
∥Lv∥L∞(Ω) for all α > 0. (3.9)

Now the proof of Theorem 1.1 is complete. ⊓⊔
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3.4 Proof of Proposition 1.1

The proof is divided into two steps (see [46, p. 461]).

Step 1: First, since N (L) = span [1], we have the formula

1 = (L+ I)−1 1.

On the other hand, by Theorem 1.1 and assertion (3.6) with α := 1 it follows that
the resolvent

R := (L+ I)−1 : Y −→ Y

is compact and strongly positive. Hence, by applying the Krĕın–Rutman theorem
(Theorem 2.1) we obtain the following three assertions:

(1) 1 = spr (R).
(2) dimN (L) = 1; so dimN (I −R) = 1.
(3) 1 is a simple eigenvalue of the Banach space adjoint operator

R∗ : Y ∗ −→ Y ∗

having a positive eigenfunction ψ ∈ Y ∗: R∗ψ = ψ.

Indeed, it suffices to note that

ψ = R∗ψ =
(
(L+ I)−1

)∗
ψ =

(
L∗ + I

)−1
ψ (3.10)

⇐⇒
(
L∗ + I

)
ψ = ψ

⇐⇒ L∗ψ = 0.

Therefore, we have proved that{
dimN (L∗) = 1,

N (L∗) = span [ψ].
(3.11)

Step 2: Secondly, we prove that ψ ∈ Y ∗ can be identified with a positive
function in Lq(Ω) for q = p/(p− 1) with N < p <∞.

To do this, we introduce a densely defined, closed linear operator

L′ : Lp(Ω) −→ Lp(Ω) for N < p <∞

as follows:

(a) The domain D(L′) of definition is the set

D(L′) =

{
u ∈W 2,p(Ω) :

∂u

∂n
= 0 on ∂Ω

}
.

(b) L′u = Lu for every u ∈ D(L′).
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Lp(Ω)x
Y = C(Ω)x
D(L′)

L′
−−−−−→ Lp(Ω)x x

D(L) −−−−−→
L

Y = C(Ω)

Fig. 3.2 The extension L′ of L to Lp(Ω)

Lp(Ω)x
Y = C(Ω)x
D(L′)

R′=(L′+I)−1

←−−−−−−−−−− Lp(Ω)x x
D(L) ←−−−−−−−−−

R=(L+I)−1
Y = C(Ω)

Fig. 3.3 The extension R′ of R to Lp(Ω)

Then it is easy to see that the operator L′ is an extension of L and that the
resolvent R′ =

(
L′ + I

)−1
is an extension of R = (L+ I)−1, respectively (see

Figures 3.2 and 3.3).
Moreover, it follows from an application of the strong maximum principle (The-

orem 3.3) that

R′ :=
(
L′ + I

)−1
: Lp(Ω) −→ Lp(Ω)

is compact and strongly positive. Hence, by applying the Krĕın–Rutman theorem
(Theorem 2.1) we obtain the following two assertions:

(4) 1 = spr (R′).
(5) 1 is a simple eigenvalue of the Banach space adjoint operator(

R′)∗ =
((
L′)∗ + I

)−1
: Lq(Ω) −→ Lq(Ω) for q =

p

p− 1
,

having a positive eigenfunction ψ′ ∈ Lq(Ω):

(R′)∗ψ′ = ψ′.

Then we have the assertion

ψ′ =
(
R′)∗ ψ′ =

((
L′ + I

)−1
)∗
ψ′ =

((
L′)∗ + I

)−1
ψ′
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⇐⇒((
L′)∗ + I

)
ψ′ = ψ′

⇐⇒(
L′)∗ ψ′ = 0.

On the other hand, since R ⊂ R′, it follows that(
R′)∗ ⊂ R∗.

Indeed, it suffices to note two Figures 3.4 and 3.5.

Y ∗ = C(Ω)∗x
Lq(Ω)x

Y ∗ = C(Ω)∗
L∗

←−−−−− D(L∗)y x
Lq(Ω)

(L′)∗
←−−−−− D((L′)∗)

Fig. 3.4 The operators L∗ and (L′)∗ with q = p/(p− 1)

Y ∗ = C(Ω)∗x
Lq(Ω)x
D(L∗)

R∗=(L′+I)−1

−−−−−−−−−−→ Y ∗ = C(Ω)∗x x
D((L′)∗) −−−−−−−−−−−−−−→

(R′)∗=((L′)∗+I)−1
Lq(Ω)

Fig. 3.5 The operators R∗ and (R′)∗ with q = p/(p− 1)

Hence we have the formula

R∗ψ′ =
(
R′)∗ ψ′ = ψ′.

By assertion (3.10), this proves that

ψ′ ∈ N (L∗). (3.12)
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Therefore, by combining assertions (3.11) and (3.12) we can find a constant
c > 0 such that

ψ′ = c ψ,

since ψ and ψ′ are both positive. This proves that

ψ =
1

c
ψ′ ∈ Lq(Ω).

Now the proof of Proposition 1.1 is complete. ⊓⊔

4 Proof of parts (i) and (ii) of Theorem 1.2

The proof of parts (i) and (ii) of Theorem 1.2 is divided into two subsections, due
to its length. This section is the heart of the subject.

4.1 Spectrum of the Neumann eigenvalue problem

We look at the equation

L̂v = λ̂ M̂v in Ŷ for λ̂ ∈ C, (1.7)

which is obtained by the complexification of the operator equation (1.5). Here and
in the following the objects L̂, M̂ , X̂ and Ŷ are defined as complexifications of L,
M , X := D(L) and Y := C(Ω), respectively.

The purpose of this subsection is to study the spectrum σ(L̂, M̂) of L̂ with
respect to M̂ under condition (M):

(M) The weight function m(x) ∈ C(Ω) changes sign in Ω, that is, it takes both
positive and negative values in Ω.

We begin with the following:

Lemma 4.1 Under condition (M), for any λ̂0 ∈ C the bounded operator

L̂− λ̂0 M̂ : X̂ −→ Ŷ

is a Fredholm operator with index zero.

Proof We can write the operator L̂− λ̂0 M̂ in the form

L̂− λ̂0 M̂ = (L̂+ Î)− (λ̂0 M̂ + Î).

However, it follows from an application of assertion (1.4) that the operator

λ̂0 M̂ + Î : X̂ −→ Ŷ

is compact, since m ∈ C(Ω).
On the other hand, by Theorem 1.1 with α := 1 we obtain that the operator

L̂+ Î : X̂ −→ Ŷ

is an isomorphism. Hence we have, by the perturbation theory for Fredholm oper-
ators (see [26, Theorem 2.6], [43, Theorem 5.10]),

ind (L̂− λ̂0 M̂) = ind (L̂+ Î) = 0.

The proof of Lemma 4.1 is complete. ⊓⊔
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Now we consider the case where∫
Ω
m(x)ψ(x) dx < 0. (4.1)

Then we have the following lemma:

Lemma 4.2 Under conditions (M) and (4.1), the eigenvalue 0 is not an accumulation

point of the spectrum σ(L̂, M̂). More precisely, every neighborhood of zero in C contains

points of the resolvent set ρ(L̂, M̂) of L̂ with respect to M̂ .

Proof The proof is based on a reduction to absurdity. Assume, to the contrary,
that there exists a sequence {λ̂j} ⊂ σ(L̂, M̂) such that

λ̂j −→ 0 as j → ∞.

Then we can find a sequence {uj} in X̂ such that{
L̂uj = λ̂j M̂uj ,

∥uj∥Ŷ = 1.

Indeed, by using Lemma 4.1 and the closed graph theorem (see [43, Theorem 3.10],
[62, Chapter II, Section 6, Theorem 1]) we obtain that if the operator L̂− λ̂jM̂ is

injective, then λ̂j ∈ ρ(L̂, M̂). Since we have the assertion

∥L̂uj∥Ŷ = ∥λ̂jM̂uj∥Ŷ ≤
∣∣∣λ̂j∣∣∣ ∥∥∥M̂∥∥∥

Ŷ
−→ 0 as j → ∞,

it follows that, for some constant C1 > 0 independent of j,

∥(L̂+ Î)uj∥Ŷ ≤ ∥L̂uj∥Ŷ + ∥uj∥Ŷ ≤ C1 + 1. (4.2)

Moreover, since the operator

L̂+ Î : X̂ −→ Ŷ

is an isomorphism, we have, by inequality (4.2),

∥uj∥X̂ ≤ C2,

where C2 > 0 is a constant independent of j.
Since the injection

Î : X̂ −→ Ŷ

is compact, we can choose a subsequence {uj′} of {uj} that converges to some

function u in Ŷ . It should be noticed that

∥u∥
Ŷ
= lim

j′→∞
∥uj′∥Ŷ = 1. (4.3)

Summing up, we obtain that, as j′ → ∞,

uj′ −→ u in Ŷ ,

L̂uj′ → 0 in Ŷ .
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By the closedness of L̂, this implies that{
u ∈ D(L̂) = X̂,

L̂u = 0,

so that
u ∈ N (L̂) = span [1] . (4.4)

Therefore, by combining assertions (4.3) and (4.4) we conclude that

u(x) = ±1 in Ω.

(A) The case u(x) = 1 in Ω: In this case, we have the assertion⟨
ψ, M̂uj′

⟩
−→ ⟨ψ,M1⟩ =

∫
Ω
m(x)ψ(x) dx < 0,

and so ⟨
ψ, M̂uj′

⟩
̸= 0 for j′ sufficiently large. (4.5)

However, it follows that

0 =
⟨
L̂∗ψ, uj′

⟩
=

⟨
ψ, L̂uj′

⟩
= λ̂j′

⟨
ψ, M̂uj′

⟩
for λ̂j′ ̸= 0,

so that ⟨
ψ, M̂uj′

⟩
= 0 for all j′.

This contradicts assertion (4.5).
(B) The case u(x) = −1 in Ω: The proof is essentially the same as that of case

(A), since we have the formula⟨
ψ, M̂uj′

⟩
−→ −⟨ψ,M1⟩ = −

∫
Ω
m(x)ψ(x) dx > 0 as j′ → ∞.

The proof of Lemma 4.2 is complete. ⊓⊔

Now we can prove the main result of this subsection:

Theorem 4.1 Under conditions (M) and (4.1), the spectrum σ(L̂, M̂) is a countable

set with no finite accumulation point.

Proof By Lemma 4.2, we can take a point λ̂0 of ρ(L̂, M̂). If we let

T̂ = (L̂− λ̂0M̂)−1M̂ : Ŷ −→ X̂,

then we obtain that the operator

T̂ : Ŷ −→ Ŷ

is compact, since the injection X̂ → Ŷ is compact. Moreover, it is easy to see that
we have, for any λ̂ ̸= λ̂0,

(L̂− λ̂ M̂)u = 0 for u ∈ X̂,

⇐⇒

(Î − (λ̂− λ̂0 T̂ )u = 0 for u ∈ Ŷ ,



Logistic Neumann problems with discontinuous coefficients 29

⇐⇒

T̂ u =

(
1

λ̂− λ̂0

)
u for u ∈ Ŷ .

This proves that

λ̂ ∈ σ(L̂, M̂) ⇐⇒ 1

λ̂− λ̂0
∈ σ(T̂ ) for λ̂0 ∈ ρ(L̂, M̂). (4.6)

However, since T̂ is compact, it follows from an application of the Riesz–Schauder
theory (see [62, Chapter X, Section 5, Theorem 3]) that the spectrum σ(T̂ ) is a
countable set accumulating only at the zero. Therefore, we obtain from assertion
(4.6) that the spectrum σ(L̂, M̂) is a countable set with no finite accumulation
point.

The proof of Theorem 4.1 is complete. ⊓⊔

4.2 Proof of part (i) of Theorem 1.2

In this subsection we prove part (i) of Theorem 1.2. The proof may be carried out
just as in Senn–Hess [46, Theorem 2], by using Theorem 1.1 and the Krĕın–Rutman
theorem (Theorem 2.1).

By rescaling, we may assume that

|m(x)| < 1 on Ω. (4.7)

The proof is divided into five steps.
Step 1: First, we prove the following fundamental lemma (cf. [28, Lemma 2]):

Lemma 4.3 If the function m(x) ∈ C(Ω) satisfies condition (M), then there exist a

constant α0 > 0 and a function w0 ∈ PY \ {0} which satisfy the condition

α0Kα0w0 − w0 ∈ PY , (4.8)

where

Kα0 := (α0I + L)−1 (M + I). (4.9)

The proof of Lemma 4.3 is essentially the same as that of [50, Lemma 4.1] if
we make use of Theorem 1.1 and the following Bakel’man and Aleksandrov weak
maximum principle (cf. [10, Théorème 2], [25, Theorem 9.1], [50, Theorem 3.4]):

Theorem 4.2 (the weak maximum principle) Assume that{
u ∈ C(Ω) ∩W 2,N

loc (Ω),

Lu(x) ≤ 0 for almost all x ∈ Ω.

Then it follows that

sup
Ω

u ≤ sup
∂Ω

u+,

where

u+(x) = max{u(x), 0} for x ∈ Ω.
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Step 2: The next lemma asserts that condition (4.8) implies the existence of
a positive eigenvalue of the operator equation

Lu = λMu. (1.5)

Lemma 4.4 Assume that the function m(x) ∈ C(Ω) satisfies conditions (M) and

(4.1). If a constant α0 > 0 and a function w0 ∈ PX \ {0} satisfy the condition

α0Kα0w0 − w0 ∈ PY , (4.8)

then we can find a constant λ ∈ (0, α0] and a function u ∈ PX \ {0} such that the

operator equation (1.5) holds true.

Moreover, if we have the assertion

α0Kα0w0 − w0 ∈ Int (PY ),

then it follows that 0 < λ < α0.

The proof of Lemma 4.4 is essentially the same as that of Senn–Hess [46,
Lemma 4] if we make use of Theorem 1.1 and the Krĕın–Rutman theorem (Theo-
rem 2.1).

Step 3: By Lemmas 4.3 and 4.4, we find that the set

Λ(m)

= {λ > 0 : λ is an eigenvalue of the equation (1.5) with a positive eigenfunction}

is non-empty. If we let

λ1(m) := inf Λ(m),

then, by Theorem 4.1 we have the following lemma:

Lemma 4.5 Assume that conditions (M) and (4.1) are satisfied. Then the infimum

in Λ(m) is attained. Namely, λ1(m) is a positive eigenvalue of the operator equation

(1.5) with a positive eigenfunction.

Proof Indeed, since we have the assertion

Λ(m) ⊂ σ(L̂, M̂)

and since the spectrum σ(L̂, M̂) is a countable set with no finite accumulation
point, it follows that

λ1(m) ∈ Λ(m).

The proof of Lemma 4.5 is complete. ⊓⊔

Step 4: Now we look at the operator equation

L̂v = λ̂ M̂v in Ŷ for λ̂ ∈ C, (1.7)

which is obtained by the complexification of the operator equation (1.5).
Substep 4-1: The next lemma plays a fundamental role in the proof of part

(i) of Theorem 1.2 (cf. [46, Lemma 7]):
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Lemma 4.6 Assume that condition (M) is satisfied. Let λ̂ be an eigenvalue of the

operator equation (1.7) with Re λ̂ > 0, and let v(x) be its associated eigenfunction.

Then we have the inequality

|v| ≤
(
Re λ̂

)
K

Re λ̂
|v|, (4.10)

where

K
Re λ̂

=
((

Re λ̂
)
I + L

)−1
(M + I).

Proof The proof of Lemma 4.6 is divided into three steps.
(1) If u(x) is a complex-valued function in W 2,p(Ω) with N < p < ∞ and if

ε > 0, then we define a function uε ∈W 2,p(Ω) by the formula

uε(x) =
√

|u(x)|2 + ε2.

First, we prove (see Kato [30, Lemma 3]) that

Luε ≤ Re

[
u

uε
· Lu

]
. (4.11)

It should be noticed that inequality (4.11) asserts the difference of the both sides
is a non-negative distribution.

Since the matrix (aij) is positive definite and

u2ε = u · u+ ε2 for ε > 0,

it follows that

N∑
i,j=1

aij(x)
∂uε
∂xi

∂uε
∂xj

≤ |u|2

u2ε

 N∑
i,j=1

aij(x)
∂u

∂xi

∂u

∂xj

 (4.12)

≤
N∑

i,j=1

aij(x)
∂u

∂xi

∂u

∂xj
.

Moreover, we have the formulas

L(u2ε) = 2uε · Luε − 2
N∑

i,j=1

aij(x)
∂uε
∂xi

∂uε
∂xj

= Lu · u+ u · Lu− 2
N∑

i,j=1

aij(x)
∂u

∂xi

∂u

∂xj

= 2Re [Lu · u]− 2
N∑

i,j=1

aij(x)
∂u

∂xi

∂u

∂xj
.

By dividing the both sides by 2uε > 0, we obtain that

Re

[
Lu · u
uε

]
− 1

uε

 N∑
i,j=1

aij(x)
∂u

∂xi

∂u

∂xj

 (4.13)
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= Luε −
1

uε

 N∑
i,j=1

aij(x)
∂uε
∂xi

∂uε
∂xj

 .

Therefore, the desire inequality (4.11) follows by combining formula (4.13) and
inequality (4.12). Indeed, we have the inequality

Re

[
Lu · u
uε

]
− Luε =

1

uε

 N∑
i,j=1

aij(x)
∂u

∂xi

∂u

∂xj
−

N∑
i,j=1

aij(x)
∂uε
∂xi

∂uε
∂xj


≥ 0.

(2) If λ̂ is an eigenvalue of the operator equation (1.7) and if v(x) is its associ-
ated eigenfunction, then it follows that v ∈ W 2,p(Ω) with N < p < ∞. Hence, by
applying inequality (4.11) to the function v(x) we obtain that

Lvε ≤ Re

[
v

vε
· Lv

]
= Re

[
v

vε
· λ̂m(x)v

]
=

(
Re λ̂

)
m(x)

(
|v|2

vε

)
,

so that (
L+Re λ̂

)
vε ≤ (Re λ̂)

(
m(x) · |v|

2

vε
+ vε

)
. (4.14)

However, we have the assertions

∂vε
∂n

=
∂

∂n

(√
|v|2 + ε2

)
= 0,

and

m(x) · |v|
2

vε
+ vε ∈ C(Ω).

(3) By assertion (3.6) with α := Re λ̂ (see Figure 3.1), we find that the Green
operator

G̃N
Re λ̂

=
(
(Re λ̂)I + L

)−1
: Lp(Ω) −→ C(Ω)

is non-negative, for N < p < ∞. Thus, by applying the Green operator G̃N
Re λ̂

to

the both sides of inequality (4.14) we obtain that

vε ≤
(
Re λ̂

)(
(Re λ̂)I + L

)−1
(
m(x) · |v|

2

vε
+ vε

)
. (4.15)

Therefore, the desired inequality (4.10) follows by passing to the limit ε ↓ 0 in
inequality (4.15), since we have the assertions

vε −→ |v| in C(Ω),

|v|2

vε
−→ |v| in C(Ω).

The proof of Lemma 4.6 is complete. ⊓⊔
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Substep 4-2: By combining Lemmas 4.4 and 4.6, we obtain that if λ̂ is an
eigenvalue of the operator equation (1.7) and if Re λ̂ > 0, then we have the in-
equality

Re λ̂ ≥ λ1(m).

Indeed, if v(x) is an eigenfunction of the operator equation (1.7), then we have,
by Lemma 4.6,

|v| ≤
(
Re λ̂

)
K

Re λ̂
|v|.

Therefore, by applying Lemma 4.4 with

α0 := Re λ̂, w0 := |v|,

we can find a constant λ ∈ (0,Re λ̂] and a function u ∈ PX \ {0} such that

Lu = λMu in Y . (1.5)

This implies that λ ∈ Λ(m), so that

λ1(m) ≤ λ ≤ Re λ̂.

The proof of property (b) of part (i) of Theorem 1.2 is complete.
Step 5: The difficulty in the proof of the rest of part (i) of Theorem 1.2 lies in

the fact that the operator L is not invertible. In the case where∫
Ω
m(x)ψ(x) dx < 0, (4.1)

we can reduce the operator equation (1.5) to an equivalent one. Indeed, if λ′ is a
number such that 0 < λ′ < λ1(m), we let

Lλ′ := L− λ′M.

Then it is easy to see that

Lu = λMu in Y ⇐⇒

{
Lλ′u = µMu in Y ,

µ = λ− λ′.
(4.16)

The proof of property (a) of part (i) of Theorem 1.2 can be accomplished in
a series of lemmas, just as in Senn–Hess [46]. In fact, we can prove the following
three Lemmas 4.7, 4.8 and 4.9 (see [46, Lemmas 8, 9 and 10]):

Lemma 4.7 Assume that conditions (M) and (4.1) are satisfied. If 0 < λ′ < λ1(m),
then, for any ε ≥ 0 there exists an inverse (Lλ′ + εI)−1 : Y → Y , and it is strongly
positive and compact.

Proof The proof of Lemma 4.7 is divided into three steps.
(1) By rescaling, we may assume that

|m(x)| < 1 on Ω. (4.7)

Since λ′ > 0, we can define an operator

Hε :=
(
L+ (ε+ λ′)I

)−1
(M + I) = GN

ε+λ′(M + I) : Y −→ Y.
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Hε : Y
M+I−→ Y

GN
ε+λ′
−→ X ↪→↪→

compactly
Y.

Fig. 4.1 The mapping property of the operator Hε

Then it follows that Hε is compact and strongly positive and further that

spr (Hε) := lim
n→∞

∥Hn
ε ∥1/n > 0.

The situation can be visualized as in Figure 4.1.
(2) We let

α(ε) :=
1

spr (Hε)
,

and show that
λ′ < α(ε) for all ε ≥ 0. (4.17)

The proof is based on a reduction to absurdity. Assume, to the contrary, that

λ′ ≥ α(ε0) for some ε0 ≥ 0. (4.18)

Then it follows from an application of the Krĕın–Rutman theorem (Theorem 2.1)
that there exists a function w ∈ PY \ {0} such that

Hε0w =
1

α(ε0)
w in Y ,

that is, (
L+ (ε0 + λ′)I

)−1
(M + I)w =

1

α(ε0)
w in Y .

Hence we have, by inequality (4.18),

(L+ α(ε0)I)w ≤
(
L+ (ε0 + λ′)I

)
w = α(ε0)(M + I)w in Y .

This proves that

w ≤ α(ε0) (L+ α(ε0)I)
−1 (M + I)w = α(ε0)Kα(ε0)w in Y .

Therefore, by applying Lemma 4.4 with

α0 := α(ε0), w0 := w,

we can find an element λ of Λ(m) such that

λ ∈ (0, α(ε0)].

By inequality (4.18), this implies a contradiction that

λ1(m) ≤ λ ≤ α(ε0) ≤ λ′ < λ1(m).

(3) For any ε ≥ 0, it is easy to see that the equation

(Lλ′ + εI)u = h in Y
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is equivalent to the equation

(I − λ′Hε)u =
(
L+ (ε+ λ′)I

)−1
h in Y .

Hence, if there exists an inverse (I − λ′Hε)
−1, we have the formula

u = (Lλ′ + εI)−1
h =

(
I − λ′Hε

)−1 (
L+ (ε+ λ′)I

)−1
h in Y .

However, by assertion (4.17) it follows that

spr
(
λ′Hε

)
= λ′ spr (Hε) =

λ′

α(ε)
< 1.

Therefore, we obtain that the inverse(
I − λ′Hε

)−1

exists and can be represented as a C. Neumann series(
I − λ′Hε

)−1
=

∞∑
n=0

(
λ′Hε

)n
.

This implies that the operator(
I − λ′Hε

)−1
: Y → Y

is bounded and strongly positive, since the operator Hε : Y → Y is compact and
strongly positive.

Summing up, we have proved that, for any ε ≥ 0, the inverse

(Lλ′ + εI)−1 = (I − λ′Hε)
−1GN

ε+λ′ : Y −→ Y

exists, and is strongly positive and compact.
The proof of Lemma 4.7 is complete. ⊓⊔

Now we consider the operator equation
Lλ′u = µMu,

µ = λ− λ′,

0 < λ′ < λ1(m),

(4.19)

which is equivalent to the operator equation (1.5). Then, just as in [46, Lemma 9]
we can prove the following lemma:

Lemma 4.8 Under conditions (M) and (4.1), the operator equation (4.19) has pre-

cisely two eigenvalues

µ1(m) = λ1(m)− λ′ > 0,

and

µ−1(m) = −λ′ < 0,

having positive eigenfunctions in Int (PX). Moreover, the eigenvalues 1/µ1(m) and

1/µ−1(m) are eigenvalues of the operator

L−1
λ′ M : Y −→ Y

with algebraic multiplicity one.



36 K. Taira

Proof The proof of Lemma 4.8 may be carried out just as in the proof of Hess–Kato
[28, Corollary 1 and Lemma 8] if we make use the following two assertions:

(i) For any ε ≥ 0, the inverse (Lλ′ + εI)−1 exists, and is a strongly positive and
compact operator in Y (guaranteed by Lemma 4.7).

(ii) If µ̂ ∈ C is an eigenvalue of the equation

L̂λ′v = µ̂ M̂v in Ŷ for µ̂ ∈ C (4.20)

obtained by the complexification of equation (4.19) in Y and if Re µ̂ > 0, then
we have the inequality

|v| ≤ (Re µ̂) (Lλ′ + (Re µ̂)I)
−1 (M + I)|v| in Y . (4.21)

The proof of inequality (4.21) is essentially the same as that of inequality (4.10)
in Lemma 4.6, with L replaced by Lλ′ = L− λ′M .

The proof of Lemma 4.8 is complete. ⊓⊔

Since we have the formula

λ = µ+ λ′,

we find from Lemma 4.8 that

0 = µ−1(m) + λ′,

and

λ1(m) = µ1(m) + λ′

are the only eigenvalues of the operator equation (1.5) having positive eigenfunc-
tions in Int (PX). Moreover, we can prove the following lemma (see [46, Lemma
10]):

Lemma 4.9 Assume that the function m(x) ∈ C(Ω) satisfies conditions (M) and

(4.1). Then the eigenvalues 0 and λ1(m) are M-simple eigenvalues of L (see conditions

(H.1) and (H.2) in Subsection 1.2):

(i) dimN (L) = codim R(L) = 1.
(ii) If N (L) = span [u1], then Mu1 ̸∈ R(L).
(iii) dimN (L− λ1(m)M) = codim R (L− λ1(m)M) = 1.
(iv) If N (L− λ1(m)M) = span [u2], then Mu2 ̸∈ R (L− λ1(m)M).

Proof The proof is divided into four steps.
Step 1 (Proof of assertion (i)): By assertion (ii) of Theorem 1.1, we find (see

the proof of Lemma 4.1) that

L : X −→ Y

is a Fredholm operator with index zero, that is,

dimN (L) = codim R(L). (4.22)

If we let

Lλ′ := L− λ′M for 0 < λ′ < λ1(m),
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then we have, for µ−1(m) = −λ′,

Lu = 0 ⇐⇒ Lλ′u = −λ′Mu ⇐⇒
(
L−1
λ′ M

)
u =

1

µ−1(m)
u. (4.23)

By Lemma 4.8, this proves that

dimN (L) = 1, (4.24)

since 1/µ−1(m) is a simple eigenvalue of L−1
λ′ M .

Therefore, by combining assertions (4.22) and (4.24) we obtain that

codim R(L) = 1.

Step 2 (Proof of assertion (ii)): Now we assume that

N (L) = span [u1].

Then we have, by formula (4.23) with u := u1,(
L−1
λ′ M

)
u1 =

1

µ−1(m)
u1.

The simplicity of the eigenvalue 1/µ−1(m) implies that

u1 ̸∈ R
(
L−1
λ′ M − 1

µ−1(m)
I

)
,

so that

Mu1 =
1

µ−1(m)
Lλ′u1 ̸∈ R (Lλ′ − µ−1(m)M) = R(L).

Step 3 (Proof of assertion (iii)): Similarly, since the operator

λ1(m)M : X −→ Y

is compact, we obtain that L − λ1(m)M is a Fredholm operator with index zero,
that is,

dimN (L− λ1(m)M) = codim R (L− λ1(m)M) . (4.25)

However, we have, by the Krĕın–Rutman theorem (Theorem 2.1),

dimN (L− λ1(m)M) = 1. (4.26)

Indeed, it suffices to note that

(L− λ1(m)M)u = 0 ⇐⇒ Kλ1(m)u =
1

λ1(m)
u,

and that
1

λ1(m)
= spr

(
Kλ1(m)

)
is a simple eigenvalue of Kλ1(m), since λ1(m) is an eigenvalue of the operator
equation (1.5) having a positive eigenfunction in Int (PX).

Therefore, by combining assertions (4.25) and (4.26) we obtain that

codim R (L− λ1(m)M) = 1.
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Step 4 (Proof of assertion (iv)): Now we assume that

N (L− λ1(m)M) = span [u2] .

Then we have, for µ1(m) = λ1(m)− λ′,

(L− λ1(m)M)u2 = 0 ⇐⇒ Lλ′u2 = µ1(m)Mu2

⇐⇒
(
L−1
λ′ M

)
u2 =

1

µ1(m)
u2.

However, by Lemma 4.8 it follows that 1/µ1(m) is an eigenvalue of L−1
λ′ M with

algebraic multiplicity one. This implies that

u2 ̸∈ R
(
L−1
λ′ M − 1

µ1(m)
I

)
,

so that

Mu2 =
1

µ1(m)
Lλ′u2 ̸∈ R (Lλ′ − µ1(m)M) = R (L− λ1(m)M) .

The proof of Lemma 4.9 is complete. ⊓⊔

The last Lemma 4.9 proves the rest of part (i) of Theorem 1.2. ⊓⊔

4.3 Proof of part (ii) of Theorem 1.2

Now we consider the case where∫
Ω
m(x)ψ(x) dx > 0. (4.27)

However, the proof of part (ii) of Theorem 1.2 may be reduced to the case where∫
Ω
m(x)ψ(x) dx < 0. (4.1)

Indeed, it suffices to note that if
∫
Ωm(x)ψ(x) dx > 0, then we have the assertions{

Lu = λMu = (−λ) (−M)u = µ (−M)u in Y ,

µ = −λ

under the condition that∫
Ω
(−m(x))ψ(x) dx = −

∫
Ω
m(x)ψ(x) dx < 0.

Hence, it follows that{
Lu = µ1(−m) (−M)u = −µ1(−m)Mu in Y ,

µ1(−m) > 0.

This proves that
λ1(m) = −µ1(−m) < 0.

The proof of part (ii) of Theorem 1.2 is complete. ⊓⊔
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5 Proof of part (iii) of Theorem 1.2

In this section we consider the case where∫
Ω
m(x)ψ(x) dx = 0, (5.1)

and prove part (iii) of Theorem 1.2 just as in Senn–Hess [46, Theorem 3].
Throughout this section, by rescaling, we may assume that

|m(x)| < 1 on Ω. (4.7)

We remark that condition (5.1) implies that the function m(x) ∈ C(Ω) satisfies
automatically condition (M), since ψ(x) > 0 in Ω.

First, it should be noticed that 0 is not an M-simple eigenvalue of L. Indeed,
it suffices to note that condition (5.1) implies that

M1 = m ∈ R(L),

since N (L∗) = span [ψ].
The proof of part (iii) of Theorem 1.2 is divided into two subsections, due to

its length.

5.1 Spectrum of the Neumann eigenvalue problem

The essential step in the proof is the following result, similar to Theorem 4.1:

Theorem 5.1 Under condition (5.1), the spectrum σ(L̂, M̂) is a countable set with

no finite accumulation point. In particular, the eigenvalue 0 is an isolated point of

σ(L̂, M̂).

Proof The proof is divided into four steps.

Step 1: First, we let
t := max

x∈Ω
m+(x),

where
m+(x) = max{m(x), 0},

and consider the eigenvalue problem

Lu = λ (M − tI)u in Y for 0 < t < t. (1.5)t

Since the function m(x)− t changes sign in Ω for 0 < t < t and∫
Ω
(m(x)− t)ψ(x) dx = −t

∫
Ω
ψ(x) dx < 0 for 0 < t < t,

by applying part (i) of Theorem 1.2 with m(x) := m(x) − t we obtain that the
eigenvalue problem (1.5)t admits a unique positive eigenvalue

λt := λ1(m− t) for 0 < t < t,

with a positive eigenfunction ut ∈ Int (PX).
Moreover, it is strictly monotone increasing in t ∈ I. Indeed, it suffices to note

the following comparison result for indefinite weight functions (see [46, Proposition
4]):
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Proposition 5.1 Let m1(x) and m2(x) be two weight functions in the ordered Banach

space Y = C(Ω) such that

m2 < m1 in Y .

Assume that both m1(x) and m2(x) change sign in Ω and that∫
Ω
m1(x)ψ(x) dx < 0.

Then it follows that

0 < λ1(m1) < λ1(m2).

Proof By rescaling, we may assume that

|m1(x)| < 1, |m2(x)| < 1 on Ω.

Now let u2(x) be a positive eigenfunction corresponding to the eigenvalue λ1(m2):

Lu2 = λ1(m2)M2u2,

u2 > 0.

Then we have the formula

(L+ λ1(m2)I)u2 = λ1(m2) (M2 + I)u2,

and so
u2 = λ1(m2) (L+ λ1(m2)I)

−1
((M2 + I)u2) , (5.2)

since λ1(m2) > 0. However, by assertion (3.6) with α := λ1(m2) we find that the
operator

(L+ λ1(m2)I)
−1 (M2 + I) : Y −→ Y

is strongly positive. Thus it follows from formula (5.2) that

u2 ∈ Int (PY ),

so that
(m2 + 1)u2 < (m1 + 1)u2.

Hence we have, by the strong positivity of (L+ λ1(m2)I)
−1,

λ1(m2)Kλ1(m2)u2 := λ1(m2) (L+ λ1(m2)I)
−1

((M1 + I)u2)

≫ λ1(m2) (L+ λ1(m2)I)
−1

((M2 + I)u2)

= u2,

and so
λ1(m2)Kλ1(m2)u2 − u2 ∈ Int (PY ).

Therefore, by applying Lemma 4.4 with

m(x) := m1(x), α0 := λ1(m2), w0 := u2,

we can find an eigenvalue λ ∈ (0, λ1(m2)) and an eigenfunction u ∈ PX \ {0} such
that

Lu = λM1u.

This proves that λ ∈ Λ(m1), so that

λ1(m1) ≤ λ < λ1(m2).

The proof of Proposition 5.1 is complete. ⊓⊔
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We remark that the function λt is continuous except at at most countably many
points. Moreover, by using analytic perturbation theory due to Kato [31] just as
in Hess–Kato [28, Lemma 4] (cf. [50, Lemma 5.2]), we can prove that the function
λt = λ1(m− t) is a continuous function in t ∈ I := (0, t) (see Figure 5.1).
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Fig. 5.1 The function λt = λ1(m− t) is strictly monotone increasing and continuous

Step 2: Secondly, we prove that

lim
t↑t

λt = +∞. (5.3)

(1) In order to prove assertion (5.3), we need the following:

Claim 5.1 There is no eigenvalue λ ̸= 0 of the operator equation (1.5)t having a

positive eigenfunction for all t ≥ t.

Proof The proof is based on a reduction to absurdity. Assume, to the contrary,
that there exists an eigenfunction u ∈ PX \ {0} such that

Lu = λ (M − tI)u in Y for some λ ̸= 0.

Then it follows that{
(L−M + tI)u = (1− λ) (tI −M)u in Y for 0 < t < t,

u ∈ PX \ {0}.
(5.4)

However, since t−m(x) ≥ 0 in Ω for all t ≥ t, where

t = max
x∈Ω

m+(x),

we obtain that the inverse

(L−M + tI)−1 : Y −→ Y
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exists and is strongly positive and compact (see the proof of formula (7.5)). By
applying the Krĕın–Rutman theorem (Theorem 2.1), we can find an eigenvalue
γt > 0 such that{

(L−M + tI) vt = γt (tI −M) vt in Y for 0 < t < t,

vt ∈ PX \ {0}.
(5.5)

On the other hand, it is clear that{
(L−M + tI) 1 = 1 (tI −M) 1 in Y for 0 < t < t,

1 ∈ PX \ {0}.
(5.6)

Therefore, by the uniqueness of principal eigenvalues it follows from formulas
(5.4), (5.5) and (5.6) that

1− λ = γt = 1,

so that
λ = 0.

This contradiction proves Claim 5.1. ⊓⊔

Remark 5.1 From the proof of Claim 5.1, we find that if the weight functionm(x) ∈
C(Ω) does not change sign in Ω, then there is no eigenvalue λ ̸= 0 of the operator
equation

Lu = λMu in Y (1.5)

having a positive eigenfunction (see [46, p. 460]).

(2) Now the proof of the desired assertion (5.3) is based on a reduction to
absurdity. Assume, to the contrary, that (see Figure 5.1)

0 < λ := lim
t↑t

λt < +∞.

By applying part (i) of Theorem 1.2 with m(x) := m(x) − t for 0 < t < t we can
find a function ut ∈ PX \ {0} such that{

Lut = λt (M − tI)ut in Y for 0 < t < t,

∥ut∥Y = 1

⇐⇒{
(L+ λtI)ut = λt (M + I − tI)ut in Y for 0 < t < t,

∥ut∥Y = 1.

Moreover, since λt > λ0 > 0, we have the formula{
ut = λt (L+ λtI)

−1 (M + I − tI)ut in Y for 0 < t < t,

∥ut∥Y = 1.
(5.7)

However, it is easy to verify the following three assertions:

(1) λt −→ λ as t ↑ t.
(2) (L+ λtI)

−1 −→
(
L+ λI

)−1
in B(Y, Y ) as t ↑ t.
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(3)
(
L+ λI

)−1
(M + I) : Y −→ Y is strongly positive and compact.

Here B(Y, Y ) is the Banach space of bounded (continuous) linear operators on Y .
Hence we can find an increasing sequence tn ↑ t and an element v ∈ Y such

that

(a) λtn −→ λ as tn ↑ t.
(b) (L+ λtnI)

−1 −→
(
L+ λI

)−1
in B(Y, Y ) as tn ↑ t.

(c)
(
L+ λI

)−1
(M + I)utn −→ v in Y as tn ↑ t.

If we let

ut := λ v ∈ Y,

then we have, by formula (5.7) with t := tn and assertions (a), (b) and (c),

utn − ut = λtn (L+ λtnI)
−1 (M + I − tnI)utn − λ v

= λtn

(
(L+ λtnI)

−1 −
(
L+ λI

)−1
)
(M + I − tn)utn

+ λtn
(
L+ λI

)−1
(M + I − tn)utn − λ v

−→ 0 in Y as tn ↑ t.

Therefore, by passing to the limit tn ↑ t in formula (5.7) we find that
ut = λ

(
L+ λI

)−1
(M + I − t)ut in Y ,

ut ∈ PX \ {0},
∥ut∥Y = 1

⇐⇒
Lut = λ (M − tI)ut in Y ,

ut ∈ PX \ {0},
∥ut∥Y = 1.

However, we have, by Claim 5.1 with t := t and λ := λ,

λ = 0.

This contradiction proves the desired assertion (5.3).
(3) Summing up, we have proved (see Figure 5.1) that the function λt :=

λ1(m− t) is strictly monotone increasing and continuous in t ∈ I := (0, t), and

lim
t↑t

λt = +∞,

λ0 := lim
t↓0

λt ≥ 0.

Step 3: Moreover, we have the following lemma:

Lemma 5.1 Under condition (5.1), there exists a function u0 ∈ PX \ {0} such that

Lu0 = λ0Mu0 in Y . (5.8)



44 K. Taira

Proof (1) If λ0 = 0, we can take

u0 = 1.

(2) If λ0 > 0, then we can find a function ut ∈ PX \ {0}, 0 < t < t, such that{
Lut = λt (M − tI)ut in Y ,

∥ut∥Y = 1.

Hence we have the formula

(L+ λtI)ut = λt (M + I − tI)ut in Y for 0 < t < t,

and so {
ut = λt (L+ λtI)

−1 (M + I − tI)ut in Y for 0 < t < t,

∥ut∥Y = 1.
(5.9)

since λt > λ0 > 0 (see Figure 5.1).
However, it is easy to verify the following three assertions:

(1) λt −→ λ0 as t ↓ 0.
(2) (L+ λtI)

−1 −→ (L+ λ0I)
−1 in B(Y, Y ) as t ↓ 0.

(3) (L+ λ0I)
−1 (M + I) : Y −→ Y is strongly positive and compact.

Hence we can find an increasing sequence tn ↓ 0 and an element v ∈ Y such that

(a) λtn −→ λ0 as tn ↓ 0.
(b) (L+ λtnI)

−1 −→ (L+ λ0I)
−1 in B(Y, Y ) as tn ↓ 0.

(c) (L+ λ0I)
−1 (M + I)utn −→ v in Y as tn ↓ 0.

If we let

u0 := λ0 v ∈ Y,

then we have, by formula (5.9) with t := tn and assertions (a), (b) and (c),

utn − u0 −→ 0 in Y as tn ↓ 0,

just as in Step 2.
Therefore, by passing to the limit t ↓ 0 in formula (5.9) we can find that

u0 = λ0 (L+ λ0I)
−1 (M + I)u0 in Y ,

u0 ∈ PX \ {0},
∥u0∥Y = 1

⇐⇒
Lu0 = λ0Mu0 in Y ,

u0 ∈ PX \ {0},
∥u0∥Y = 1.

This proves the desired equation (5.8).
The proof of Lemma 5.1 is complete. ⊓⊔

Step 4: The next lemma proves Theorem 5.1:
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Lemma 5.2 Under condition (5.1), the spectrum σ(L̂, M̂) does not coincide with the

whole C.

Proof The proof of Lemma 5.2 is divided into two steps.
(1) First, we show that all real numbers λ in a neighborhood of λ0 admit

positive eigenfunctions of the Neumann eigenvalue problem (1.5).
The proof is based on a reduction to absurdity. Assume, to the contrary, that

there exist a sequence {λj} in R and a sequence {uj} in X such that

λj −→ λ0 as j → ∞,

and further that {
Luj = λj Muj in Y ,

∥uj∥Y = 1.

(A) The case where λ0 = 0: In this case, we may assume that

uj −→ 1 in Y . (5.10)

Indeed, since we have, by condition (4.7),

∥Luj∥Y = ∥λjMuj∥Y ≤ |λj |∥M∥Y ≤ |λj | −→ 0 as j → ∞.

it follows that, for some constant C1 > 0 independent of j,

∥ (L+ I)uj∥Y ≤ ∥Luj∥Y + ∥uj∥Y ≤ C1 + 1. (5.11)

However, since the operator

L+ I : X −→ Y

is an isomorphism, we have, by inequality (5.11),

∥uj∥X ≤ C2,

where C2 > 0 is a constant independent of j. Moreover, since the injection X → Y

is compact, we can choose a subsequence {uj′} which converges to some function
u in Y . We remark that

∥u∥Y = lim
j′→∞

∥uj′∥Y = 1. (5.12)

Summing up, we obtain that

uj′ → u in Y ,

Luj′ → 0 in Y .

By the closedness of L, this implies that{
u ∈ D(L) = X,

Lu = 0,

so that

u ∈ N (L) = span [1]. (5.13)
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Therefore, by combining assertions (5.12) and (5.13) we conclude (if necessary
by changing sign in uj′) that

u(x) = 1 in Ω.

This proves the desired assertion (5.10).
By assertion (5.10), we may assume that, for j′ sufficiently large,

uj′ ∈ Int (PY ).

(B) The case where λ0 > 0: In this case, there exists a function u0 ∈ Int (PY )
such that

uj −→ u0 in Y . (5.14)

Indeed, we have the formulas

(L+ λjI)uj = λj(M + I)uj in Y ,

and so
uj = λj (L+ λjI)

−1 (M + I)uj = λjKλj
uj in Y , (5.15)

since λj > 0.
However, it is easy to verify the following two assertions:

(a) Kλj
= (L+ λjI)

−1 (M + I) −→ Kλ0
= (L+ λ0I)

−1 (M + I) in B(Y, Y ) as
j → ∞.

(b) Kλ0
= GN

λ0
(M + I) : Y → Y is compact.

Therefore, since ∥uj∥Y = 1, we can choose a subsequence {uj′} that converges
to some function ũ0 in Y :

uj′ −→ ũ0 in Y as j′ → ∞.

Since λj → λ0 as j → ∞, by passing to the limit j′ → ∞ in formula (5.15) we
obtain that

ũ0 = λ0Kλ0
ũ0 = ũ0 (L+ λ0I)

−1 (M + I)ũ0 in Y ,

so that {
Lũ0 = λ0Mũ0 in Y ,

∥ũ0∥Y = 1.
(5.16)

On the other hand, by Lemma 5.1 it follows that there exists a function u0 ∈
PX \ {0} such that

Lu0 = λ0Mu0 in Y , (5.8)

or equivalently,

u0 = λ0 (L+ λ0I)
−1 (M + I)u0 = λ0Kλ0

u0 in Y .

However, we have, by the Krĕın–Rutman theorem (Theorem 2.1),

dimN (L− λ0M) = 1. (5.17)

Indeed, it suffices to note that

(L− λ0M)u = 0 ⇐⇒ Kλ0
u =

1

λ0
u,
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and that 1/λ0 = spr (Kλ0
) is a simple eigenvalue of Kλ0

.
Therefore, by combining assertions (5.16), and (5.8) and (5.17) we conclude (if

necessary by changing sign in uj′) that

ũ0 = u0 ∈ Int (PY ).

This proves the desired assertion (5.14).
By assertion (5.14), we may assume that, for j′ sufficiently large,

uj′ ∈ Int (PY ).

(2) By Step (1), if λ̃ > λ0 is sufficiently close to λ0, then there exists a function
ũ ∈ Int (PY ) such that

Lũ = λ̃Mũ in Y .

It should be noticed (see Figure 5.2) that λ̃ = λ1(m− t) for some t ∈ (0, t). Hence
it follows that there exists a function ut ∈ Int (PY ) such that

Lut = λ̃(M − tI)ut in Y .
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Fig. 5.2 λ̃ = λ1(m− t) for some t ∈ (0, t)

Since ũ, ut ∈ Int (PY ), we can find a constant σ > 0 such that

ũ− σut ∈ ∂PY . (5.18)

Then we have the inequality(
L+ λ̃I

)
(ũ− σut) = λ̃Mũ− σλ̃(M − tI)ut + λ̃ũ− σλ̃ut

= λ̃(M + I)ũ− σλ̃(M + I)ut + σλ̃ t ut

= λ̃(M + I)(ũ− σλ̃ut) + σλ̃ t ut

≥ σλ̃ t ut in Y .
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However, by the strong positivity of GN
λ̃

=
(
L+ λ̃I

)−1
it follows that

ũ− σut ∈ Int (PY ).

This contradicts condition (5.18).
The proof of Lemma 5.2 and hence that of Theorem 5.1 is complete. ⊓⊔

5.2 End of proof of part (iii) of Theorem 1.2

The proof of part (iii) of Theorem 1.2 is based on a reduction to absurdity. As-
sume, to the contrary, that the operator equation (1.5) admits non-zero eigenvalues
having positive eigenfunctions. By Theorem 5.1, we can find the smallest one λ∗

among positive eigenvalues. If λ′ is a number such that 0 < λ′ < λ∗, we let

Lλ′ := L− λ′M.

Step 1: First, we have the following lemma (cf. [46, Lemma 13]), similar to
Lemma 4.7:

Lemma 5.3 For any ε ≥ 0, there exists an inverse

(Lλ′ + εI)−1 : Y −→ Y,

and it is strongly positive and compact for 0 < λ′ < λ∗.

Proof By using assertion (3.6), for each ε ≥ 0 we can define a compact and strongly
positive operator (see Figure 4.1)

Hε :=
(
L+ (ε+ λ′)I

)−1
(M + I) = GN

ε+λ′(M + I) : Y −→ Y.

Then we let

α(ε) :=
1

spr (Hε)
. (5.19)

Since the Krĕın–Rutman theorem (Theorem 2.1) guarantees uniqueness of the
positive eigenvalues having positive eigenfunctions for compact strongly positive
operators, we find that α(ε) is a continuous function of ε.

The proof of Lemma 5.3 is divided into two steps.
(1) First, we show that

λ′ < α(ε) for all ε ≥ 0. (5.20)

The proof is based on a reduction to absurdity. Assume, to the contrary, that

λ′ ≥ α(ε0) for some ε0 > 0. (5.21)

Then it follows from an application of the Krĕın–Rutman theorem that there exists
a function w ∈ PY \ {0} such that

Hε0w =
1

α(ε0)
w in Y ,

that is, (
L+ (ε0 + λ′)I

)−1
(M + I)w =

1

α(ε0)
w in Y .



Logistic Neumann problems with discontinuous coefficients 49

Hence we have, by inequality (5.21),

(L+ (ε0 + α(ε0)) I)w ≤
(
L+ (ε0 + λ′)I

)
w = α(ε0)(M + I)w in Y .

This proves that

w ≤ α(ε0) ((L+ (ε0 + α(ε0)) I))
−1 (M + I)w in Y .

Therefore, by applying Lemma 4.4 with

L := L+ ε0I, α0 := α(ε0), w0 := w,

we can find an eigenvalue λ1,ε0(m) ∈ (0, α(ε0)] and an eigenfunction u ∈ PX \ {0}
such that

(L+ ε0I)u = λ1,ε0(m)Mu in Y . (5.22)

However, by inequality (5.21) it follows that

α(ε0) ≤ λ′ < λ∗,

Hence we have the inequality

λ1,ε0(m) ≤ α(ε0) < λ∗. (5.23)

On the other hand, if v ∈ PX \ {0} is a positive eigenfunction of the eigenvalue
problem

Lv = λ∗Mv in Y ,

then it follows that

(L+ ε0I) v = λ∗
(
M +

ε0
λ∗
I
)
v in Y . (5.24)

Therefore, by applying Proposition 5.1 with

m1(x) := m(x) +
ε0
λ∗
,

m2(x) := m(x),

we obtain from equations (5.22) and (5.24) that

λ∗ = λ1,ε0

(
m+

ε0
λ∗

)
< λ1,ε0(m).

This contradicts assertion (5.23).
Summing up, we have proved that

λ′ < α(ε) for all ε > 0. (5.25)

By passing to the limit ε ↓ 0 in assertion (5.25), we obtain that

λ′ ≤ α(0).

However, we have the assertion

λ′ < α(0). (5.26)
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Indeed, if λ′ = α(0), then it follows from formula (5.19) with ε := 0 that there
exists an eigenfunction w ∈ PX \ {0} such that(

L+ λ′I
)−1

(M + I)w =
1

α(0)
w in Y ,

so that (
L+ λ′I

)
w = α(0)(M + I)w = λ′Mw + λ′w in Y .

In particular, we have the assertions{
Lw = λ′Mw in Y ,

w ∈ PX \ {0}.

This contradicts the choice of λ′, since 0 < λ′ < λ∗ and λ∗ is the smallest one
among positive eigenvalues of the Neumann eigenvalue problem (1.5) having pos-
itive eigenfunctions.

Therefore, the desired assertion (5.20) follows by combining assertions (5.25)
and (5.26).

(2) Secondly, for any ε ≥ 0 it is easy to see that the equation

(Lλ′ + εI)u = h in Y

is equivalent to the equation(
I − λ′Hε

)
u =

(
L+ (ε+ λ′)I

)−1
h in Y .

Hence, if there exists an inverse (I − λ′Hε)
−1, we have formula

u = (Lλ′ + εI)−1 =
(
I − λ′Hε

)−1 (
L+ (ε+ λ′)I

)−1
h.

However, by assertion (5.20) it follows that

spr
(
λ′Hε

)
= λ′ spr (Hε) =

λ′

α(ε)
< 1 for ε ≥ 0.

Therefore, we obtain that the inverse (I − λ′Hε)
−1 exists and can be represented

as a C. Neumann series

(
I − λ′Hε

)−1
=

∞∑
n=0

(
λ′Hε

)n
for ε ≥ 0.

This implies that the operator(
I − λ′Hε

)−1
: Y −→ Y

is bounded and strongly positive, since Hε : Y → Y is strongly positive.
Summing up, we have proved that, for any ε ≥ 0 the inverse

(Lλ′ + εI)−1 =
(
I − λ′Hε

)−1
GN

ε+λ′ : Y −→ Y

exists, and is strongly positive and compact.
The proof of Lemma 5.3 is now complete. ⊓⊔
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Step 2: Therefore, we can prove the following two assertions:

(a) Lemma 4.8 remains valid under condition (5.1) if we use Lemma 4.6 and Lemma
5.3.

(b) Lemma 4.9 remains valid under condition (5.1) if we use Lemmas 4.1 and 4.6
and Lemma 5.3.

In this way, we arrive at a contradiction that 0 is an M-simple eigenvalue of L.
Now the proof of part (iii) of Theorem 1.2 is complete. ⊓⊔

6 Existence and uniqueness theorems for semilinear eigenvalue problems

In this section we study the following general semilinear Neumann problem: Given
function f(x, ξ) defined on Ω× [0,∞), find a positive function u(x) in Ω such thatLu = λf(x, u) in Ω,

∂u

∂n
= 0 on ∂Ω.

(6.1)

(1) In order to state our existence theorem of positive solutions of the semilin-
ear problem (6.1), we introduce a fundamental condition (slope condition) on the
nonlinear term f(x, ξ):

For a positive number σ, there exists a constant ω = ω(σ) > 0, independent of
x ∈ Ω, such that

f(x, ξ)− f(x, η) > −ω · (ξ − η) for x ∈ Ω and 0 ≤ η < ξ ≤ σ. (R)σ

A non-negative function ψ(x) ∈ W 2,p(Ω), N < p < ∞, is said to be a superso-

lution of the semilinear problem (6.1) if it satisfies the conditionsLψ − λf(x, ψ) ≥ 0 in Ω,
∂ψ

∂n
≥ 0 on ∂Ω.

Similarly, a non-negative function ϕ(x) ∈ W 2,p(Ω), N < p < ∞ is said to be a
subsolution of the semilinear problem (6.1) if it satisfies the conditionsLϕ− λf(x, ϕ) ≤ 0 in Ω,

∂ϕ

∂n
≤ 0 on ∂Ω.

Now we can state our existence theorem for the semilinear problem (6.1), which
is a generalization of the sub-super-solution method due to [5, Theorem 9.4] to
the VMO case:

Theorem 6.1 Assume that the function f(x, ξ) belongs to C(Ω× [0, σ]), and satisfies

the slope condition (R)σ for some σ > 0. If ψ(x) and ϕ(x) are respectively super- and

subsolutions of the semilinear problem (6.1) satisfying the condition

0 ≤ ϕ(x) ≤ ψ(x) ≤ σ on Ω,

then there exists a solution u ∈ X of the semilinear problem (6.1) such that

ϕ(x) ≤ u(x) ≤ ψ(x) on Ω.
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Theorem 6.1 is proved in Subsection 6.1, by using the Green operator GN
α

introduced in Subsection 3.3.
(2) In order to state our uniqueness theorem of positive solutions of the semi-

linear problem (6.1), we introduce another fundamental condition (sublinearity) on
the nonlinear term f(x, ξ):

We have, for all 0 < τ < 1,

f(x, τξ) ≥ τf(x, ξ), x ∈ Ω, ξ > 0, (S1)

and

f(x, 0) ≥ 0, x ∈ Ω. (S2)

Our uniqueness theorem for the semilinear problem (6.1) is stated as follows:

Theorem 6.2 Assume that the function f(x, ξ) belongs to C(Ω× [0, σ]), and satisfies

the slope condition (R)σ for every σ > 0, and also satisfies the sublinear conditions

(S1) and (S2). Then the semilinear problem (6.1) has at most one positive solution.

Theorem 6.2 is proved in Subsection 6.2, due to its length.

6.1 Proof of Theorem 6.1

The proof of Theorem 6.1 is divided into three steps.
Step 1: First, we consider instead of the semilinear problem (6.1) the following

problem: (L+ (λω)I)u = λ (ωu+ F (u)) in Ω,
∂u

∂n
= 0 on ∂Ω,

(6.2)

where ω > 0 is the same constant as in the slope condition (R)σ, and F (u) is the
Nemytskii operator of f(x, ξ) defined by the formula

Fu(x) = f(x, u(x)) for x ∈ Ω.

It is clear that the original semilinear problem (6.1) is equivalent to the semilinear
problem (6.2).

Furthermore, since f(x, ξ) ∈ C(Ω×[0, σ]), it is easy to verify that the semilinear
problem (6.2) is equivalent to an operator equation

u = λ (L+ (λω)I)
−1

(ωu+ F (u)) in Y . (6.3)

Here

GN
λω = (L+ (λω) I)−1 : C(Ω) −→ C1(Ω)

is the Green operator GN
α with α := λω.

Step 2: We let

H(λ, u) := λ (L+ (λω)I)
−1

(ωu+ F (u)) for u ∈ C(Ω).

Then we have the following lemma:
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Lemma 6.1 The operator H(λ, ·) : [ϕ, ψ] → C(Ω) is increasing. Here [ϕ, ψ] is the

order interval defined by the formula

[ϕ, ψ] =
{
u ∈ C(Ω) : ϕ(x) ≤ u(x) ≤ ψ(x) on Ω

}
.

Proof Let u(x) and v(x) be arbitrary functions in C(Ω) satisfying the condition

ϕ(x) ≤ u(x) ≤ v(x) ≤ ψ(x) on Ω.

Then we have the assertions

ω (v(x)− u(x)) + (Fv(x)− Fu(x))

=

0 if v(x) = u(x),(
ω +

Fv(x)− Fu(x)

v(x)− u(x)

)
(v(x)− u(x)) if v(x) > u(x),

and so, by the slope condition (R)σ,

ω(v − u) + (Fu− Fv) ≥ 0 on Ω.

However, it follows from an application of assertion (3.6) with α := λω that the
Green operator

GN
λω = (L+ (λω) I)−1 : Y −→ Y

is positive. Thus it follows that

H(λ, v)−H(λ, u) = λ (L+ (λω)I)
−1

(ω(v − u) + (F (v)− F (u))) ≥ 0 on Ω,

or equivalently

H(λ, u) ≤ H(λ, v) on Ω.

This proves that H(λ, ·) is increasing.
The proof of Lemma 6.1 is complete. ⊓⊔

Moreover, we have the following lemma:

Lemma 6.2 The operator H(λ, ·) maps the order interval [ϕ, ψ] into itself.

Proof Let u(x) be an arbitrary function C(Ω) satisfying the condition

ϕ(x) ≤ u(x) ≤ ψ(x) on Ω.

Then it follows from an application of Lemma 6.1 that

H(λ, ϕ) ≤ H(λ, u) ≤ H(λ, ψ) on Ω.

Hence, in order to prove the lemma it suffices to show that

ϕ ≤ H(λ, ϕ), H(λ, ψ) ≤ ψ on Ω.

If we let

v := H(λ, ψ) = λ (L+ (λω)I)
−1

(ωψ + F (ψ)) ,
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then we have the assertions(L+ (λω)I) v = λ (ωψ + F (ψ)) in Ω,
∂v

∂n
= 0 on ∂Ω.

However, since ψ(x) is a supersolution of the semilinear problem (6.1), it follows
that

(L+ (λω)I) (v − ψ) = λ (ωψ + F (ψ))− (L+ (λω)I)ψ = − (Lψ − λF (ψ)) ≤ 0 in Ω,

B(v − ψ) = −Bψ ≤ 0 on ∂Ω.

Thus, by using the strong maximum principle (Theorem 3.3) we find that

H(λ, ψ) = v ≤ ψ on Ω.

Indeed, by applying Theorem 3.3 with

α := λω, u := ψ − v,

we obtain that

min
Ω

(ψ − v) ≤ 0 =⇒ ψ(x) ≡ v(x) on Ω.

This implies that

ψ(x) > v(x) or ψ(x) ≡ v(x) on Ω.

Similarly, we can prove that

ϕ ≤ H(λ, ϕ) on Ω.

The proof of Lemma 6.2 is complete. ⊓⊔

Step 3: Now we need an extension of Brouwer’s fixed point theorem to the
infinite-dimensional case, due to Schauder (see [7, Theorem 3.21], [13, Chapter 4],
[15, p. 95, Corollary 2.3.10], [22, p. 254, Theorem 5.2.5], [44, Proposition 3.60]):

Theorem 6.3 (Schauder’s fixed point theorem) A compact mapping f of a closed

bounded convex set K in a Banach space X into itself has a fixed point x ∈ K:

f(x) = x.

Since H(λ, ·) : C(Ω) → C1(Ω) is compact, it follows from an application of
Lemma 6.2 that the mapping H(λ, ·) : [ϕ, ψ] → [ϕ, ψ] is compact. Furthermore, the
order interval [ϕ, ψ] is bounded, closed and convex in the space C(Ω). Therefore,
by applying Schauder’s fixed point theorem we can find a function u ∈ [ϕ, ψ] such
that

u = H(λ, u) = λ (L+ (λω)I)
−1

(ωu+ F (u)) in Y .

Now the proof of Theorem 6.1 is complete. ⊓⊔
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6.2 Proof of Theorem 6.2

The proof of Theorem 6.2 is divided into three steps.
Step 1: First, the proof is essentially based on the following theorem ([5, p. 694,

Theorem 24.2]):

Theorem 6.4 Let (E,P ) be an ordered Banach space having the positive cone P with

non-empty interior Int (P ). If σ is a positive number, we let

Pσ = {u ∈ P : ∥u∥ ≤ σ} .

Assume that a mapping

f : Pσ −→ E

satisfies the following two conditions:

(A) f is strongly increasing, that is, if u, v ∈ Pσ and if u ≤ v and v ̸= u, then

f(v)− f(u) is a point of Int (P ).
(B) f is strongly sublinear, that is, f(0) ≥ 0 and if u ∈ Pσ and u ̸= 0, then f(τu)−

τf(u) is a point of Int (P ) for every 0 < τ < 1.

Then the mapping f has at most one positive fixed point.

Step 2: In the proof of Theorem 6.2, we shall apply Theorem 6.4 with

E := Y = C(Ω),

P := PY =
{
u ∈ C(Ω) : u ≥ 0 on Ω

}
,

f(·) := H(λ, ·).

Substep 2-1: If σ is a positive number, we let(
PY

)
σ
=

{
u ∈ PY : u ≤ σ on Ω

}
.

We have only to prove Theorem 6.2 in the space
(
PY

)
σ
for every σ > 0. Indeed, if

u1 and u2 are two positive solutions of problem (6.1), then we can find a constant
σ > 0 such that u1, u2 ≤ σ on Ω, so that

u1, u2 ∈
(
PY

)
σ
.

If we take a constant ω = ω(σ) > 0 given in the slope condition (R)σ, then we
have the following lemma:

Lemma 6.3 The operator H(λ, ·) maps
(
PY

)
σ
into PY .

Proof Let u(x) be an arbitrary function in
(
PY

)
σ
. Then we have, by the slope

condition (R)σ with ξ := u and η := 0 and condition (S2),

F (u) ≥ F (0)− ωu ≥ −ωu on Ω,

so that
ωu+ F (u) ≥ 0 on Ω.

Hence it follows from an application of assertion (3.6) with α := λω that

H(λ, u) = λ (L+ (λω) I)−1 (ωu+ F (u)) ∈ PY .

The proof of Lemma 6.3 is complete. ⊓⊔
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Substep 2-2: Moreover, we have the following two lemmas:

Lemma 6.4 The operator H(λ, ·) :
(
PY

)
σ
→ PY is strongly increasing.

Proof Lemma 6.4 follows by combining Lemma 6.1 and assertion (3.6) with α :=
λω. ⊓⊔

Lemma 6.5 The operator H(λ, ·) :
(
PY

)
σ
→ PY is strongly sublinear.

Proof Let u(x) be an arbitrary function in
(
PY

)
σ
but u(x) ̸= 0. Then we have, by

the sublinear conditions (S1) and (S2),{
f(x, τu(x)) ≥ τf(x, u(x)) if u(x) > 0,

f(x, τu(x)) = f(x, 0) ≥ 0 if u(x) = 0.

This implies that

ωτu+ F (τu)− τ (ωu+ F (u)) = F (τu)− τF (u) ≥ 0 and ̸≡ 0 on Ω.

Hence it follows from an application of assertion (3.6) with α := λω that

H(λ, τu)− τH(λ, u) = λ (L+ (λω)I)
−1

(ωτu+ F (τu)− τ (ωu+ F (u)))

= λGN
λω (ωτu+ F (τu)− τ (ωu+ F (u))) ∈ Int (PY ).

The proof of Lemma 6.5 is complete. ⊓⊔

Step 3: By combining Lemmas 6.3, 6.4 and 6.5, we have proved that the
mapping

H(λ, ·) :
(
PY

)
σ
−→ PY

satisfies conditions (A) and (B) of Theorem 6.4 with E := Y = C(Ω) and Q := PY .
Therefore, Theorem 6.2 follows from an application of the same theorem.

The proof of Theorem 6.2 is complete. ⊓⊔

7 Proof of Theorem 1.3

In this last section, the proof of Theorem 1.3 may be carried out by using Theorems
6.1 and 6.2. The proof is divided into five steps.

Step 1: First, if we let

f(x, ξ) = m(x)ξ − h(x)ξ2 for x ∈ Ω and ξ ≥ 0,

then it is easy to verify that the function f(x, ξ) satisfies the slope condition (R)σ
for every σ > 0.

Indeed, we have, for all x ∈ Ω and 0 ≤ η < ξ ≤ σ,

f(x, ξ)− f(x, η) = m(x)(ξ − η)− h(x)
(
ξ2 − η2

)
= (ξ − η) ((m(x)− h(x)(ξ + η))

> (ξ − η)(m(x)− 2h(x)ξ)

≥ −(ξ − η) · max
x∈Ω

0≤ξ≤σ

(2h(x)ξ −m(x)) .
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Thus, if we take a positive constant

ω = ω(σ) := max
x∈Ω

0≤ξ≤σ

(2h(x)ξ −m(x)) ,

then the slope condition (R)σ is satisfied.
Step 2: Secondly, we show that the function f(x, ξ) satisfies the sublinear con-

ditions (S1) and (S2).
It is clear that f(x, 0) = 0 on Ω, which verifies condition (S2). Furthermore,

since h(x) ≥ 0 on Ω, we have, for all x ∈ Ω, ξ > 0 and 0 < τ < 1,

f(x, τξ) = τm(x)ξ − h(x)(τξ)2 ≥ τ
(
m(x)ξ − h(x)ξ2

)
= τf(x, ξ).

This verifies condition (S1).
Step 3: Thirdly, we assume that∫

Ω
m(x)ψ(x) dx < 0, (4.1)

and prove that if a pair (λ, u) ∈ R × X is a positive solution of the operator
equation (1.8), then it follows that (see Figure 1.2)

λ > λ1(m). (7.1)

By rescaling, we may assume that

|m(x)| < 1 on Ω. (4.7)

Now assume that a pair (λ, u) with λ > 0 and u ∈ PX \{0} satisfies the operator
equation (1.8). Then, by the strong positivity of the Green operator it follows that

u ∈ Int (PY ).

Indeed, if we let
d := max

x∈Ω
0≤s≤∥u∥C(Ω)

|m(x)− h(x)s|+ 1,

then we have the inequality

((λd)I + L)u = λ (du+ F (u))

= λu (m(x)− h(x)u+ d) > 0 almost everywhere in Ω.

Hence it follows from assertion (3.6) with α := λd and f := λ (du+ F (u)) that

u = λ ((λd)I + L)
−1

(F (u) + du) ∈ Int (PY ).

Moreover, we have, by the operator equation (1.8),

(λI + L)u = λ (m(x) + 1)u− λh(x)u2

< λ (m(x) + 1)u = λ (M + I)u almost everywhere in Ω.

By formula (4.9) with α0 := λ, this implies that

λKλu− u = (λI + L)−1 (λ(M + I)u− (λI + L)u) ∈ Int (PY ).
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Therefore, the desired assertion (7.1) follows by applying Lemma 4.4 with

α0 := λ, w0 := u, λ := λ1(m).

Step 4: Finally, we prove the existence of a positive solution u(λ) of the oper-
ator equation (1.8) for every λ > λ1(m), by constructing explicitly supersolutions
and subsolutions to the logistic Neumann problem (1.2). It should be noticed that
the uniqueness of positive solutions of the operator equation (1.8) is an immediate
consequence of Theorem 6.2.

Substep 4-1: First, to construct subsolutions of the logistic Neumann problem
(1.2) we consider the following Neumann eigenvalue problem:

(L − λm(x)) v = γ(λ) v in Ω,

v > 0 in Ω,
∂v
∂n = 0 on ∂Ω.

(7.2)

Then we have the following fundamental result (cf. [45, p. 1205]):

Proposition 7.1 (i) Assume that∫
Ω
m(x)ψ(x) dx < 0 (4.1)

If the Neumann eigenvalue problem (7.2) has a solution v = v(λ) ∈ PX \ {0}, then we

have the assertion (see Figure 7.1)

γ(λ)


> 0 for 0 < λ < λ1(m),

= 0 for λ = λ1(m),

< 0 for λ > λ1(m).

(ii) Assume that ∫
Ω
m(x)ψ(x) dx ≥ 0. (7.3)

If the Neumann eigenvalue problem (7.2) has a solution v = v(λ) ∈ PX \ {0}, then we

have the assertion (see Figure 7.2)

γ(λ) < 0 for λ > 0.

Proof The proof is divided into three steps.
(1) It is easy to see that the Neumann eigenvalue problem (7.2) is equivalent

to the problem
(L+ λ (1−m(x))) v(λ) = (γ(λ) + λ) v(λ) in Ω,

v(λ) > 0 in Ω,
∂v(λ)

∂n
= 0 on ∂Ω.

(7.4)

However, since we have, by condition (4.7),

1−m(x) > 0 on Ω,



Logistic Neumann problems with discontinuous coefficients 59

........................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................

.....
....
...
..
.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

..

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

0 λ1(m)
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γ(λ)

∫
Ω

m(x)ψ(x) dx < 0
...................................................................................................................................................................................................................................................................................................................................................................................................................................................................................

Fig. 7.1 The function γ(λ) in part (i) of Proposition 7.1
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0

• λ

γ

γ(λ)

∫
Ω

m(x)ψ(x) dx ≥ 0

....................................................................................................................................................................................................................................................................................................................................................................

Fig. 7.2 The function γ(λ) in part (ii) of Proposition 7.1

we find from the proof of assertion (3.6) that the inverse

(L+ λ (1−m(x)) I)
−1 : Y −→ Y

exists, and is strongly positive and compact. Indeed, it suffices to note that the
proof of assertion (3.6) remains valid if we replace the positive constant α by the
strictly positive function λ(1−m(x)) in Ω.

Therefore, by applying the Krĕın–Rutman theorem (Theorem 2.1) to our sit-
uation we can find a constant µ(λ) > 0 and a function v(λ) ∈ PX \ {0} such
that

(L+ λ (1−m(x)) I) v(λ) = µ(λ) v(λ). (7.5)

Since we have, by formulas (7.4) and (7.5),

µ(λ) = γ(λ) + λ,
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then we can rewrite the operator equation (7.5) in the form
Lv(λ) = λ

(
m(x) +

γ(λ)

λ

)
v(λ) in Ω,

v(λ) > 0 in Ω,
∂v(λ)

∂n
= 0 on ∂Ω.

Since λ > 0, by applying part (i) of Theorem 1.2 with

m(x) := m(x) +
γ(λ)

λ
,

we find that

λ = λ1

(
m(x) +

γ(λ)

λ

)
> 0, (7.6)∫

Ω

(
m(x) +

γ(λ)

λ

)
ψ(x) dx < 0. (7.7)

Here it should be noticed (see Remark 5.1) that the weight function m(x) + γ(λ)
λ

satisfies automatically condition (M).
(2) If condition (7.2) is satisfied and if 0 < λ < λ1(m), then it follows from

assertion (7.6) that

0 < λ = λ1

(
m(x) +

γ(λ)

λ

)
< λ1(m).

Therefore, by applying Proposition 5.1 with

m1(x) := m(x) +
γ(λ)

λ
,

m2(x) := m(x),

we find that
γ(λ) > 0 for 0 < λ < λ1(m).

Secondly, if λ = λ1(m), then we obtain from part (i) of Theorem 1.2 that the
operator equation (1.5) admits a positive eigenfunction v ∈ PX \ {0}, that is,

(L− λ1(m)m(x)) v(λ) = 0 · v(λ) in Ω,

v(λ) > 0 in Ω,
∂v(λ)

∂n
= 0 on ∂Ω.

This implies that γ (λ1(m)) = 0.
Finally, if λ > λ1(m), it follows from assertion (7.7) that

λ1

(
m(x) +

γ(λ)

λ

)
= λ > λ1(m).

By applying Proposition 5.1 with

m1(x) := m(x),
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m2(x) := m(x) +
γ(λ)

λ
,

we find that
γ(λ) < 0 for λ > λ1(m).

(3) If condition (7.3) is satisfied, then it follows from assertion (7.7) that∫
Ω
m(x)ψ(x) dx+

γ(λ)

λ

(∫
Ω
ψ(x) dx

)
=

∫
Ω

(
m(x) +

γ(λ)

λ

)
ψ(x) dx < 0,

so that

γ(λ) < −λ
∫
Ωm(x)ψ(x) dx∫

Ω ψ(x) dx
≤ 0.

This proves that
γ(λ) < 0 for λ > 0.

The proof of Proposition 7.1 is complete. ⊓⊔

Substep 4-2: In the case where∫
Ω
m(x)ψ(x) dx < 0, (4.1)

it follows from an application of part (i) of Proposition 7.1 that, for every λ >

λ1(m) we can find a constant γ(λ) < 0 and a positive function v(λ) ∈ PX \ {0}
such that

(L− λm(x)) v(λ) = γ(λ) v(λ).

Then we obtain that the function ε v(λ) is a subsolution of the logistic Neumann
problem (1.2) if ε = ε(λ) is so small that

0 < ε ≤ −
(
γ(λ)

λ

)
1

maxΩ h ·maxΩ v(λ)
.

Indeed, we have the assertions

L (εv(λ))− λm(x) (εv(λ)) + λh(x) (εv(λ))
2 = εv(λ) (γ(λ) + λεh(x)v(λ))

≤ 0 in Ω

and
∂

∂n
(ε v(λ)) = ε

∂v(λ)

∂n
= 0 on ∂Ω.

Furthermore, it follows that the constant function

w(x) ≡ ℓ :=
maxΩm

minΩ h

is a supersolution of the logistic Neumann problem (1.2) for all λ > 0, since we have
the assertions

Lw − λm(x)w + λh(x)w2 = −λm(x)ℓ+ λh(x)ℓ2 = λℓ (h(x)ℓ−m(x))

≥ 0 in Ω
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and
∂w

∂n
= 0 on ∂Ω.

Therefore, by applying Theorem 6.1 (the sub-super-solution method) to our
situation we can find a positive solution u(λ) ∈ PX \ {0} of the operator equation
(1.8) such that

0 < ε(λ)v(λ) ≤ u(λ) ≤ ℓ in Ω.

This proves that the operator equation (1.8) has a unique positive solution u(λ) ∈
Int (PY ) for every λ > λ1(m) with the desired uniform estimate (1.11) as in Figure
1.5.

Step 5: In the case where ∫
Ω
m(x)ψ(x) dx ≥ 0, (7.3)

the proof of Theorem 1.3 may be carried out, just as in the case
∫
Ωm(x)ψ(x) dx <

0, if we make use of part (ii) of Proposition 7.1.
Indeed, since we have the assertion

γ(λ) < 0 for λ > 0 under condition (7.5),

we can prove that the operator equation (1.8) has a unique positive solution u(λ) ∈
Int (PY ) for every λ > 0 just as in the proof of Step 4.

Substep 5-1: If
∫
Ωm(x)ψ(x) dx > 0, then we can show that there is a secondary

bifurcation from the line {0} ×R of trivial solutions (see Figure 1.3).
To do this, it suffices to prove the following lemma (cf. [27, Example 28.6]):

Lemma 7.1 Assume that ∫
Ω
m(x)ψ(x) dx > 0. (4.27)

Then the solution u(λ) converges to the constant

c =

∫
Ωm(x)ψ(x) dx∫
Ω h(x)ψ(x) dx

(1.10)

in C(Ω) as λ ↓ 0.

Proof Since we have the uniform estimate (1.11) for all λ > 0, it follows that

∥Lu(λ)∥C(Ω) = λ
∥∥∥m(x)u(λ)− h(x)u(λ)2

∥∥∥
C(Ω)

≤ λ
(
ℓ∥m∥C(Ω) + ℓ2∥h∥C(Ω)

)
.

This implies that

∥u(λ)∥X = ∥u(λ)∥C(Ω) + ∥Lu(λ)∥C(Ω)

≤ ℓ
(
1 + ∥m∥C(Ω)

)
+ ℓ2∥h∥C(Ω) for 0 < λ < 1.

Therefore, by the compactness argument we can choose a sequence (λj , u(λj)),
with 0 < λj < 1 and u(λj) ∈ Int (PY ), and a function v ∈ Y = C(Ω) such that

Lu(λj) = λj

(
m(x)u(λj)− h(x)u(λj)

2
)
, (7.8a)



Logistic Neumann problems with discontinuous coefficients 63

λj → 0, (7.8b)

u(λj) −→ v in C(Ω). (7.8c)

Hence we have, by assertions (7.8),{
Lu(λj) −→ 0 in C(Ω),

u(λj) −→ v in C(Ω),

and so, by the closedness of L, {
v ∈ D(L),

Lv = 0.

This proves that we have, for some constant c ≥ 0,

v(x) ≡ c in Ω, (7.9)

since u(λj) ∈ Int (PY ) and N (L) = span [1]. However, it follows from an application
of Lemma 4.9 withm(x) := −m(x) that zero is anM-simple eigenvalue of L. Hence,
by applying Theorem 2.2 due to Crandall–Rabinowitz [19] with

X = Y := C(Ω),

F (λ, u) := Lu− λ(m(x)u− h(x)u2),

Fu(0, 0) := L, Fλu(0, 0) := −M,

x0 := 1,

we conclude that c = 0 is excluded. Indeed, it suffices to note that there are two
lines R× {0} and {0} ×R of trivial solutions bifurcating at the point (0, 0).

Finally, it remains to prove that the positive constant c is given by formula
(1.10). Since ψ ∈ N (L∗), it follows from formula (7.8a) that

λj

(∫
Ω
m(x)u(λj)ψ(x) dx−

∫
Ω
h(x)u(λj)

2 ψ(x) dx

)
=

∫
Ω
Lu(λj) · ψ(x) dx =

∫
Ω
u(λj) · L∗ψ dx

= 0 for 0 < λj < 1,

so that ∫
Ω
m(x)u(λj)ψ(x) dx =

∫
Ω
h(x)u(λj)

2 ψ(x) dx. (7.10)

Therefore, by passing to the limit j → ∞ in formula (7.10) we obtain from asser-
tions (7.8c) and (7.9) that

c

∫
Ω
m(x)ψ(x) dx = c2

∫
Ω
h(x)ψ(x) dx. (7.11)

This proves the desired formula (1.10), since c > 0.
The proof of Lemma 7.1 is complete. ⊓⊔

Substep 5-2: If
∫
Ωm(x)ψ(x) dx = 0, by arguing as in the proof of Lemma 7.1

we can prove the following lemma:
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Lemma 7.2 Assume that ∫
Ω
m(x)ψ(x) dx = 0. (5.1)

Then the solution u(λ) converges to zero in C(Ω) as λ ↓ 0.

Proof Indeed, it suffices to note that formula (7.11) implies c = 0, since we have
the inequality ∫

Ω
h(x)ψ(x) dx ≥ min

Ω
h ·

∫
Ω
ψ(x) dx > 0.

The proof of Lemma 7.2 is complete. ⊓⊔

By virtue of Lemma 7.2, we obtain that there is a positive solution curve
{(λ, u(λ)) : λ > 0} bifurcating at the point (0, 0) from the line R × {0} of trivial
solutions, as is shown in Figure 1.4. Indeed, we may let c := 0 in Figure 1.3.

Now the proof of Theorem 1.3 is complete. ⊓⊔
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