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ABSTRACT
Matrix factorization, which factorizes matrix into low-rank matrices, is a central
task in data analysis, such as finding hidden structure within the matrix, and matrix
completion. Among matrix factorization techniques, non-negative matrix factoriza-
tion (NMF), which factorizes a non-negative matrix into two non-negative matrices,
has been recognized as an effective method of dimensionality reduction over matri-
ces, because of extensibility and model explainability. NMF has been successfully
applied for a wide variety of tasks in different domains, such as text, image, and
audio. Several studies have attempted to give probabilistic interpretation to NMF,
which brings probabilistic properties to the model, for example, the generative pro-
cess of the data, and prior/posterior probability of the matrix. However, these algo-
rithms can only be applied to limited tasks, which decays the extensibility of NMF.

In this thesis, we propose a novel framework for non-negative matrix factor-
ization under probability constraints named probability matrix factorization (PMF),
which is a novel class of matrix factorizations. In PMF, an input matrix and out-
put matrices represent as probability matrix, in which each element represents the
probability value; i.e. non-negative and the sum is 1. In this thesis, we investigate
the optimization scheme for PMF, general forms of PMF, theoretical relationships
between probabilistic topic models, and the applications of PMF. The optimization
scheme is widely applicable to many types the differentiable loss functions such as
multi-tasking problems. For the applications of PMF, we employed a probabilistic
topic modeling task, and multi-tasking clustering task named CAR-clustering for
multi-attributed graphs. For CAR-clustering, this thesis proposes CARPMF which
consists of multiple PMFs for different tasks to ensure mutually complement each
other tasks.

Experimental results showed that the superiority of PMF. Topic modeling us-
ing PMF outperforms than the ordinary NMF and LDA in terms of perplexity and
clustering accuracy without losing the efficiency of NMF. CARPMF outperforms
the ordinary NMF and related works of community detection tasks in terms of clus-
tering accuracy. Moreover, CARPMF achieves better accuracy than that of do not
consider probability constraints, which implies that the effectiveness of probability
constrains for multi-tasking problems. These results indicate that PMF is useful
for probabilistic modeling and multi-tasking problems which are prevalent in many
kinds of research areas, namely data mining, machine learning, and AI researches.
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Chapter 1

Introduction

1.1 Introduction

Matrix is one of the most prevalent data models to represent data that holds rela-
tionships between objects, such as social-graphs, user-item relationships in online
shopping, images, and document-word cooccurrence of document datasets. For the
matrix data, by applying data analysis techniques, we can detect hidden structures
within the matrix or some interesting aspects of the input data.

For well understanding of such matrix, dimension reduction techniques, such as
eigen-decomposition [1,2], singular value decomposition (SVD) [3] or non-negative
matrix factorization (NMF) [4,5], are adapted to compress the large matrix. The ba-
sic idea of the dimension reduction techniques is approximate the input matrix by
the low-dimensional matrices. These techniques enable us to understand the latent
structures within the data which well represent the global tendency. These tech-
niques are used to achieve the visualization of data, link prediction on relational
data, recommendation on online shopping. Also, the low-dimensional representa-
tion of the data is used to feature or classification or clustering.

Among these techniques, NMF is very successful in understanding the latent
structures in the large matrix. NMF is a method that approximates a non-negative
matrix by the product of two low-rank non-negative matrices [4, 5]. Due to its
efficiency and effectiveness, NMF is widely used for different types of data anal-
ysis, such as document clustering [6] and topic detection [7] over document data,
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community detection over graph data [8], audio signal analysis [9], and image pro-
cessing [4]. Moreover, several studies have shown that combining multiple NMF
tasks could contribute to improving output quality [7, 10–13].

It should be noticed that, in many data analysis tasks, the probabilistic interpre-
tation of models plays an important role because probability allows us to explicitly
explain the generative process of the observed data, which could lead to an inter-
pretable model generation as well. In particular, probabilistic interpretation is a
quite powerful tool when combining different tasks, because it allows us to deal
with completely different models in terms of probability. Moreover, by introducing
the Bayesian interpretation for the model, we can define the prior and posterior dis-
tributions of the model. The prior distribution enables us to control the probability
distribution of the model whereby smoothing the output probability or engage the
sparseness. On the other hand, by deriving the posterior distributions of the latent
variables based on the Bayes rule, we can analyze the behavior of latent variables,
that enrich the model interpretability and extensibility.

Several studies have attempted to give a probabilistic interpretation to NMF [14–
17]. However, these studies only focused on specific tasks, i.e. these studies can
not apply to general tasks such as multitasking problems. In fact, several previous
studies, where multiple NMF tasks are combined, have attempted to give an inter-
pretation of the probability of input and output matrices [10, 11, 13]. However, the
optimization methods in these studies do not pay attention to the probabilistic con-
straint in a matrix, i.e., a probability is a non-negative value which is less than 1 and
the sum of all probabilities is equal to 1. Instead, when performing NMF, updated
matrices do not meet probabilistic constraints, which are in turn forced to satisfy
the constraints by applying normalization. As can easily be conjectured, it would
be desirable and beneficial as well if the optimization of multiple NMF tasks can be
performed in such a way that probabilistic constraints are naturally integrated.

1.2 Contributions

In this study, we propose a novel matrix factorization scheme called probability
matrix factorization (PMF), which factorizes the input probability matrix into two
probability matrices. The probability matrix is a matrix of which each element
are interpretable as a probability value, ensuring the sum of the elements always
be 1 without any operations such as normalization. This property of PMF enables
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us to consider the probabilistic aspects of matrix factorization such as prediction
probability, posterior probability distribution, and probabilistic generative process
of the data. It is worth to notice that, the framework of PMF is widely applicable
to many types the differentiable loss functions, which enables us to consider wide
variety of loss measures and complex forms of loss functions such as multitasking
problems. This thesis investigates how to realize PMF, and applicability of PMF to
data mining tasks. This section summarizes contributions of this thesis.

1.2.1 Framework for Probability Matrix Factorization

In this study, we provide a framework for probability matrix factorization (PMF).
PMF is defined as a minimization problem for loss function under constraints. The
loss function measures the difference between the input probability matrix and the
multiplication of the output matrices. Constraints for the output matrices consist
of non-negativity constraints which constrains each element to have non-negative
value and equality constraint enforces that the sum of the elements is 1 to ensure
the element represents the probability.

In this thesis, we investigate the optimization scheme for PMF. We derive iter-
ative updating rules for the output matrices based on Karush-Kuhn-Tucker (KKT)
conditions of non-negativity and equality constraints for probability interpretation
of the output matrices. The derived optimization scheme is applicable to a wide
range of differentiable loss functions. We theoretically prove that the updating rule
monotonically decreases the loss function and the output matrices always meet the
constraints while not sacrificing the calculation cost.

For more general use of PMF, we derive the variation of the PMF. Specifically,
we investigate the patterns of probability constraints and regularization for output
matrices. As for probability constraints, we derive 4 patterns of constraints that
probabilistic interpretation of elements in the input matrix and of multiplication of
the output matrices are consistent. As for the regularization term, we introduce
Dirichlet regularization, which controls the probability distribution of the output
matrices.

Moreover, we investigate the relationships between PMF and probabilistic topic
models by analyzing the optimization problem of PMF and the other topic models.
As a result, we found that the special cases of PMF strongly relates to pLSA and
LDA.
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Experiments using benchmark document datasets revealed that PMF outper-
forms the ordinal NMF and LDA in the viewpoints of perplexity and document
clustering while the calculation time is compatible with the ordinal NMF.

1.2.2 Multi-task Probability Matrix Factorization

PMF facilitates to mixture multiple tasks more precisely, because of the probability
values in PMF explicitly describes the probabilistic generative processes of the data.
In this study, we examine the usefulness of PMF for a multi-tasking model.

The task is named CAR-clustering, which is a clustering scheme for multi-
attributed graphs in which the nodes have multiple types of attributes. CAR-clustering
includes Community detection over nodes of graphs, Attribute-cluster detection for
multi-types of attributes and the Relationships detection between communities and
attribute-clusters. By detecting them, the community is characterized by the related
attribute clusters, and the relationships between different communities are also de-
scribed by the related attribute clusters. CAR brings us the global view of large
scale multi-attributed graphs.

For this task, we propose a model for CAR-clustering called CARPMF, where
the loss function consists of multiple types of PMF loss functions to make the loss
functions mutually complement each other. The basic idea of CARNMF is that
communities and the attribute clusters are strongly related to each other. This as-
sumption is supported by the property of graphs called homophily effects [18].

Experiments using real-world bibliographic datasets show that CARNMF per-
forms better than the ordinary NMF, related works, and CARPMF that do not con-
sider the probabilistic constraints, in the viewpoint of the accuracy of community
detection and attribute cluster detection. Moreover, CARPMF detects reasonable
communities, attribute clusters and the relationships between communities and the
attribute clusters.

1.3 Overview of the Thesis

In the previous section, we discuss background, motivations and main contributions.
This section summarizes the overview of the thesis:
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Chapter 2: Background and Survey. In this chapter, we discuss the position
of this thesis by thoroughly reviewing the related works. This chapter summarizes
relationships between PMF and traditional matrix factorization techniques, appli-
cations of NMF which is the range of the applications of PMF, related works of
CARPMF, relationships between optimization schemes for PMF and NMF.

Chapter 3: A Framework of Probability Matrix Factorization. This chap-
ter provides a framework for PMF. We formally define the optimization problem
for PMF and derive an optimization scheme for PMF and give a generalized form
of PMF. This chapter also describes the relationships between PMF and the prob-
abilistic topic models. The experiments using benchmark datasets show that PMF
outperforms ordinary NMF and LDA in the viewpoint of perplexity and clustering
accuracy.

Chapter 4: A Multi-tasking Probability Matrix Factorization. In this chap-
ter, we investigate the usefulness of PMF for a multi-tasking model. This chapter
formally defines the multi-attributed graphs, CAR-clustering. Then, CARPMF is
proposed as a mixture of multiple PMFs for CAR-clustering. Experimental results
using real-world bibliographic datasets show that CARPMF outperforms ordinary
NMF and related works.

Chapter 5: Conclusions. This chapter concludes the thesis and outlines some
directions for future advances in this research.
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Chapter 2

Background and Survey

As mentioned in chapter 1, in this thesis, we investigate non-negative matrix factor-
ization under probability constraints which is called probability matrix factorization
(PMF) of which the input and output matrices are interpreted as probability matrix.
This chapter, we discuss the position of this research by thoroughly reviewing the
related works. Section 2.1 discusses relationships between NMF and another ma-
trix factorization techniques. Section 2.2 reviews the possible applications of NMF.
Section 2.3 gives related algorithms for optimizing the loss function of NMF. Sec-
tion 2.4 reviews the related works that attempted to give probabilistic interpretation
to NMF.

2.1 Matrix Factorization

There are many kinds of studies which decomposes input matrix into low rank ma-
trices. NMF is a special case of the matrix factorization techniques. In the following
subsection, we summarize the variants of the matrix factorizations, namely eigen-
decomposition, singular value decomposition, and non-negative matrix factoriza-
tion, which are the most fundamental techniques in the area of matrix factorization.
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2.1.1 Eigen-decomposition

Eigen-decomposition [1, 2] decomposes input real-valued square matrix into two
eigenvector matrix and eigenvalue matrix. Given a input matrix A ∈ RN×N the
eigen-decomposition is:

A = PΛP−1, (2.1)

where P ∈ RN×N is eigenvector matrix whose column represents eigenvector, and
Λ ∈ RN×N is a diagonal matrix, which is called eigenvalue matrix, whose elements
contains eigenvalues.

Eigen-decomposition have many possible applications: minimum cut in graph
data, graph matching [19], spectral clustering [20] and kernel k-means cluster-
ing [21].

2.1.2 Singular Value Decomposition

One of the most famous method of matrix decomposition technique is singular value
decomposition (SVD) [3], which factorizes the input matrix into two orthogonal
matrices and a singular value matrix. Given a matrix X ∈ RN×M , singular value
decomposition is:

X = UΣV ⊤, (2.2)

where Σ is a diagonal matrix called singular value matrix whose element contains
the singular values, and U ∈ RN×N and V ∈ RM×M are the eigenvector matrix of
XX⊤ and X⊤X , respectively.

SVD enables us to get low rank representation by ignoring the lowest singular
values. It is well known that principal component analysis (PCA) [22] is identical
to SVD. Latent semantic analysis [23] for text data is very famous approach for
dimension reduction based information retrieval. SVD have many potential appli-
cations such as recommender system [24, 25], graph embedding [26, 27], and word
embeddings [28].
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2.1.3 Non-negative Matrix Factorization

Non-negative Matrix Factorization (NMF) [4, 5] decomposes input non-negative
matrix into two non-negative matrices. Given a non-negative matrix X ∈ RM×N

+ ,
NMF is:

X ≈ UV, (2.3)

where U ∈ RM×K
+ and V ∈ RK×N

+ are the output matrices. K is usually set to
K ≪ M,N The output matrices are found by minimizing the loss function which
measures the difference between input matrix and product of the output matrices.
Thanks to the output matrices always satisfy non-negative value, NMF has high
model interpretability than the other matrix factorization techniques. This nature of
NMF enables us to develop many kinds of applications.

2.2 Applications of Non-negative Matrix Factoriza-
tion

Non-negative Matrix Factorization is one of the most famous data mining tech-
niques in the context of data summarization, recommendation and dimension reduc-
tion. In this section, we discuss the applications of NMF and relationships between
our proposals and the other methods. Especially, we focus on the representative
categories below:

1. Topic modeling.

2. Community detection.

3. Recommendation.

4. Audio signal processing.

5. Multi-tasking method.
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2.2.1 Topic Modeling

In this thesis, we evaluate the effectiveness of PMF in the task of topic modeling.
In this section, we review related works on topic modeling. Topic modeling is a
task summarizing documents of natural languages. Typicaly, topic models assume
each document has topic proportions and each topic has the word proportions. By
maximizing the appearance probability words, the model expresses the bird-eye-
view of the documents.

The primal studies on topic modeling are probabilistic latent semantic analysis
(p-LSA) [29] and latent Dirichlet allocation (LDA) [30]. p-LSA parameterize the
topic proportions of each of the input documents and the word proportion of each
of the topics. The parameters are optimized by using the EM algorithm [31]. LDA
is a first full-bayes model for topic modeling, which infers the probability of word
occurrence in each document by integrate out all of the parameters. Note that, by
assuming the prior probability distribution to models in p-LSA, namely the topic
proportion and the wor proportion, the model represents as LDA. For inference,
there are several schemes to maximize the likelihood of the output words, namely
variational bayes inference [30, 32] and gibbs sampling [33, 34].

There are many variants of topic models. CTM [35] models the relationships be-
tween topics via introducing a matrix that represents the relationships between top-
ics. DTM [36] models the chronological change of the topic distributions. HDP [37]
introduces Dirichlet process for the model that can deal with the infinite mixture of
the topics and can determine the proper number of topics. TM-LDA [38] predicts
the future proportion of the topics.

NMF is also used for topic detection, especially in the context of information
summarization. By applying NMF to the document-term relation matrix, we can
detect topics in the document and the topic weight of each document. In this sce-
nario, one output matrix represents the word weight of each topic while another
output matrix represents the topic weights for each of the documents. Several stud-
ies [6,39,40] proposed a mathod that detects topics from documents via NMF. Cao
et al. [41] proposed online NMF which track the change of the latent factors, and
proposed the algorthm that efficiently learns the latent factors. Kasiviswanathan et
al. [42] proposed a method that detects emerging topics from text streams. Vaca et
al. [43] proposed a topic tracking method based on NMF to monitor the evolution
of topics. Choo et al. [44] proposed a NMF based document visualization system
that interactively detect topics and visualize the document. Saha et al. [45] proposed
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a method that detect, track and emergence of topics via a temporal regularization
term. Kim et al. [46] proposed a method that simultaneously detects common topics
and discriminative topics from two document datasets.

For evaluating topic models, perplexity is a major criterion that measures the
prediction likelihood of word appearance on unseen documents. Even though NMF
is useful for document clustering and summarization, NMF can not be applied to
predict word occurrence. It is because of NMF is not a probabilistic model. Our
proposal named probabilistic matrix factorization overcome the shortcomings of
NMF by bringing strict probabilistic interpretation for NMF based modeling.

2.2.2 Community Detection

Community detection is a task that detects densely connected nodes from graphs.
NMF is one of the useful tools for detecting overlapping communities. By applying
NMF to an adjacency matrix of a graph, node-community relation matrices are de-
tected. By interpreting each element of the matrix as membership of a community,
we can achieve community detection.

In this thesis, we propose multi-tasking PMF that contains community detec-
tion. In this section, we summarize the related works that attempted to detect the
communities in graph, and discuss the relationships between the related works.

Community detection in graphs is a current topic of interest in graph analysis
and AI research. Existing works for non-attributed graphs can be categorized ac-
cording to the techniques used: graph separation [47, 48], probabilistic generative
model [49–51], and matrix factorization [52–54]. [47] defined modularity, which
indicates how separated a community is from other nodes. More comprehensive
surveys can be found in [55, 56].

Recently, several works have addressed the problem of detecting communities
and their semantic descriptions on node-attributed graphs. [57] proposed CESNA,
where communities and their attributes are simultaneously detected in an efficient
manner. [58] proposed SCI to detect communities and their semantics using NMF.
[59] proposed a probabilistic generative model called the author-topic model to
model communities and related topics. [60] proposed COMODO to detect commu-
nities with shared properties using subgroup discovery techniques. [61] proposed a
method for detecting communities and their descriptions from an attributed graph
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where detection of communities and induction of description are alternated. [62]
proposed a joint community profiling and detection model which characterizes com-
munities with user published contents and user diffusion links. Likewise, [63] pro-
posed LCTA, where communities and their topics are modeled separately, and then
their relationships are modeled using a probabilistic generative model. A compre-
hensive survey over these works can be found in [64].

The aforementioned works only consider single textual attributes or uniformly
handle multiple attributes without any distinction. In reality, each attribute repre-
sents different aspects of the nodes. In our research, we deal with heterogeneous
attributes individually. In addition to community detection, we perform clustering
over attribute values for each attribute, which, in turn, can be used to improve the
quality of communities detected.

Some works have investigated clustering over networks containing different
types of nodes and/or edges. [65] studied community detection with characteriza-
tion from multidimensional networks, which is defined as a graph consisting of a set
of nodes and multiple types of edges. [66] studied subgraph detection from multi-
layer graphs with edge labels. In contrast, we assume a different model where each
node is characterized by multiple attributes. As we shall see later, we model mul-
tiple attributes using different types of nodes, and community detection as well as
attribute-value clusterings can be described on such a graph consisting of differ-
ent types of nodes (nodes and multiple types of attribute values), and try to detect
communities over the nodes as well as the clusters over other types of attribute
values. [67] proposed a scheme of ranking-based clustering for multi-typed hetero-
geneous networks, where two or more types of nodes are included. Similarly, [11]
proposed an NMF-based method for such networks. These methods differ from ours
in that they define a cluster consisting of all types of nodes. In other words, these
methods cannot handle each attribute in a unique way. In contrast, our work deals
with different attributes individually, but solves community detection and attribute-
value clustering in a unified manner.

More recently, several kinds of network methods are proposed, which can clus-
ter nodes/attributes by applying a vector space based clustering methods for vector
representations of nodes/attributes. Deepwalk [68] achieves vector representation
of nodes by applying skip-gram [69] for the sequences of nodes by sampled short
random walks. LINE [70] learns vector representations of nodes by preserving one-
hop and two-hop adjacency of nodes. node2vec [71] extends DeepWalk with a con-
trolled path sampling process, which captures proximity and structural similarity of
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nodes on a graph. LANE [72] is a method that captures the vector representations of
nodes which consider proximity of nodes, attribute similarity and label similarity.
metapath2vec [73] achieves vector representations of any kinds of nodes in het-
erogeneous information networks, by applying skip-gram for sequences of nodes
which controlled by meta-path schemes [74]. These methods are research aimed at
network embedding, fundamentally different from the purpose of our research.

2.2.3 Recommendation

Recommendation is a task that recommend items to the users in a system. A ba-
sic idea of the recommendation by matrix factorization is matrix completion via
multiplication of low-rank matrices derived by matrix factorization [75,76]. By us-
ing NMF for user-item relationship matrix with missing values, the output matrices
captures the hidden preferences of the users and the hidden properties items, and
by reconstructing the input matrix, the missing values are filled in, i.e. system can
recommend the items to the users. Zhang et al. [77] proposed NMF based recom-
mendation system which fills user rating for items in an incomplete rating matrix.
Luo et al. [78] proposed a fast algorithm for NMF based collaborative filtering.
Yoo et al. [79] proposed weighted non-negative matrix co-tri-factorization which
collaboratively predicts the rating with side information of contents. Li et al. [80]
proposed NMF based privacy preserving recommendation algorithm.

2.2.4 Audio Signal Processing

NMF is also used for signal audio processing. In this scenario, the input matrix
typically represents relationships between frequency bins and time frames. By fac-
torizing the matrix, different sources of the signals are detected. Wilson et al. [81]
proposed NMF based method that separates the input signal into clean sound and
noises by modeling the probability distribution of the sound and the noises. Ci-
chocki et al. [82] proposed an NMF based blind source separation method, that
separates the sound data into sources of sounds. Wang et al. [83] proposed a proce-
dure for the separation of pitched musical instruments and drums from polyphonic
music using NMF. Ozerov et al. [84] proposed a method for detecting sound source
from multi-channel audio data.

13



2.2.5 Multi-Tasking Method

s For more complicated tasks, several studies have shown that concurrent process-
ing of two or more NMF tasks is useful to improve the output performance. Wang
et al. [10] showed that, by solving NMF of community detection and detecting
attributes of communities from an attributed network, the quality of detected com-
munity could be improved. Liu et al. [12] proposed multi-view clustering scheme
based on multiple NMFs for multi-view data. In our previous work, we proposed
an NMF based clustering scheme for multi-attributed graph called CARNMF [13],
which outputs community detection, attribute-value clustering, and derivation of
relationships between communities and attribute-value clusters at the same time.
Notice that all of these researches assume probabilistic interpretation on the output
matrices, thereby enabling integration of different types of data. However, none of
the above studies guarantee that output matrices satisfy the probability constraints
and/or the optimization method is exclusively dedicated for the problem being ad-
dressed in the respective paper and is therefore not applicable to other problems.

2.3 Algorithms for Non-negative Matrix Factoriza-
tion

In this section, we review the algorithms in previous studies for optimizing the
NMF, and discuss the relationships between algorithm for PMF and them.

To realize NMF, we consider the loss function which measures deference be-
tween input matrix and output matrices. NMF is accomplished by minimizing the
loss function under non-negative constraints. Given an input non-negative matrix
X ∈ RM×N

+ , typical example of loss function for NMF is as follows:

U, V = arg min
U,V

L = arg min
U,V

D (X||UV )

subject to U ≥ 0, V ≥ 0. (2.4)

D is any distant metrics for matrices, typical examples are Frobenius norm and
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generalized KL-divergence, where

DFro(X||UV ) = ∥X − UV ∥2F (2.5)

DKL(X||UV ) =
∑
d,w

Xdw log
Xdw

Ud·V·w
−Xdw + Ud·V·w, (2.6)

respectively.

For this optimization problem, there are several researches that attempted to op-
timize the loss function. Lee et al. [5] proposed a optimization algorithm which
consists of alternative updating rules for each of the output matrix. Each of the
updating rules are composed of multiplication of the matrices, which is called mul-
tiplicative updating rules. The updating rules are following:

U ′
dz ← Udz

[∂Udz
L]−

[∂Udz
L]+

, V ′
zw ← Vzw

[∂VzwL]
−

[∂VzwL]
+ ,

where [∂Udz
L]+ and [∂Udz

L]− are the plus part and the minus part of the partial
differential function, respectively. The optimization process is derived by KKT
conditions [85–87] for the optimization problem. Under the algorithm, the loss
function is non-increase, and at the convergence point, it is ensured that the loss
function is the local minimum. The optimization algorithm proposed in chapter 3 is
based on the multiplicative updating rules.

There are variants of optimization algorithms for NMF. Hoyer [88] proposed an
optimization method based on gradient descent. Under the algorithm, the minus
values are projected to 0 to ensure the non-negativity. However, there is a drawback
that the projection of the algorithm makes harder to analyze the convergence of
the loss function. Paatero and Tapper [89] proposed an algorithm based on the
alternative least square (ALS) algorithm. The basic idea of ALS based algorithm
is that alternately find the optimal values of the output matrices. Because of the
loss function of NMF is a convex function when assuming an output matrix is a
constant, when the gradient for the objective matrix is 0, the point would be the
optimal value. So that, by alternately find the optimal value, the loss function for
NMF is gradually decreased.
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2.4 Probabilistic Interpretation for Matrix Factoriza-
tion

This section discusses the related works on probabilistic interpretation of matrix
factorization techniques. Specifically, we discuss in two different viewpoints; (1)
probabilistic interpretation for non-negative matrix factorization, (2) Bayesian mod-
eling for matrix factorization.

2.4.1 Probabilistic Interpretation for Non-negative Matrix Fac-
torization

Several works have studied how NMF can be applied to probabilistic models. Stud-
ies in Ding et al. [14, 15], and Gaussier and Goutte [90] revealed that the loss func-
tion of NMF under KL-divergence is equivalent to the loss function of pLSI. By
contrast, in this thesis, we investigate the optimization scheme for not only the KL-
divergence based but the Frobenius norm, which is more prevalent in NMF based
research. Moreover, the optimization scheme of ours can deal with more general
form of non-negative matrix factorization that has a differentiable loss function.

Luo et al. [16] proposed probabilistic NMF for topic modeling that directly ap-
proximates the input probabilistic matrix by the product of output probabilistic ma-
trices with low rank. However, the proposed optimization algorithm needs iterative
updating for each output matrix in addition to the outer iteration, which makes the
number of calculation much larger than the ordinary NMF. By contrast, as we will
see later, the computational complexity of our proposed optimization scheme the
same to the ordinary NMF and also the learning speed is comparable. Moreover,
our optimization scheme is widely applicable to other problems that exploit proba-
bilistic matrix.

2.4.2 Beyesian Modeling for Matrix Factorization

Several studies have attempted to introduce bayesian interpretation for matrix fac-
torization. Mnih et al. [91] proposed a probabilistic matrix factorization of which
the elements in the output matrix represents the probabilistic random values that
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have prior distributions. By assuming the prior distribution, we can avoid overfit-
ting to the output matrix. The output matrices are estimated by MAP estimation.
Salakhutdinov and Mnih [92] proposed a fully Bayesian treatment for probabilistic
matrix factorization that can deal with the uncertainty of the matrix by integrating
over all parameters and the hyperparameters. It has been revealed that bayesian
matrix factorization is effective to many kinds of data mining tasks such as link
prediction [76, 93], predicting drug-target interaction [94, 95], and recommenda-
tion [93, 96–99]. However, because of these models assume that elements in the
output matrix are random variables of the normal distribution, the elements repre-
sent not only the positive variables but the negative variables.

Schmidt [17] proposed Bayesian non-negative matrix factorization, that of the
elements in the output matrices are assumed to be generated by gamma distribution
as prior distributions. The Bayesian NMF is widely used for data mining tasks [54,
100, 101] because that can avoid overfitting to the input data. However, in these
models, the elements are merely the random variables, that do not represent the
probability value that describes the generative process of the elements. By contrast,
in this study, we investigate the matrix factorization technique of which the matrices
represent the probability matrix; i.e. each element represents the probability value.
So that the probabilistic generative process of the data is expressed in each element
in the matrix, that enrich the model explainability, and enables us to collaborate the
multiple tasks.
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Chapter 3

A Framework for Probability Matrix
Factorization

In this chapter, we propose a novel matrix factorization technique called probabil-
ity matrix factorization (PMF). PMF factorizes the input probability matrix into two
probability matrices. PMF is formulated as a minimization problem of loss-function
under inequality condition (non-negativity) and equality constraints (the sum of the
elements equals 1). For PMF, we develop an iterative updating algorithm that finds
the local minimum of the loss function satisfying the conditions while do not sac-
rifice the efficiency. The algorithm can be applied to a wide range of differentiable
loss-functions of which nature enables us to consider many kinds of tasks. More-
over, theoretical analyses for the loss-function reveal the relationships between PMF
and the probabilistic topic models namely pLSA and LDA. The experiments using
benchmark document datasets show that PMF achieves higher performance than
the related works in topic modeling in the viewpoint of perplexity and topic-based
document clustering. This chapter gives a formal definition of PMF, optimization
algorithm, extensions of PMF, theoretical analysis for loss-function of PMF, and
experiments for topic modeling using PMF.
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3.1 Introduction

In this thesis, we propose a novel matrix factorization scheme called probability ma-
trix factorization (PMF). We develop a novel optimization method for NMF under
probabilistic constraint, which is called probability matrix factorization, whereby
the output matrices are interpretable as probability matrices without any operation
such as normalization. Specifically, we exploit topic modeling as an example of
PMF and derive an optimization scheme for it. The loss function is formulated as
difference between document-term matrix (each element indicates the joint proba-
bility of presence of a document and a term) and multiplication of document-topic
matrix (each element indicates the joint probability of presence of a document and
a topic) and topic-term matrix (each element indicates the conditional probabil-
ity of presence of a term given a topic). We derive iterative updating rules for
the output matrices based on Karush-Kuhn-Tucker (KKT) conditions [85–87] of
non-negativity and equality constraints for probability interpretation of the output
matrices.

For more general use of PMF, we extend PMF to a more flexible formulation.
In this formulation, loss measure between the input and the outputs are generalized,
and regularization terms for the output matrices are taken into account. For proba-
bility constraint, we derived 4 variety of PMFs, which the probability interpretation
of the input matrix and the product of the output matrices are consistent. For the
regularization term, we propose a novel regularization term called Dirichlet regular-
ization term, as a log-likelihood of Dirichlet distribution of the output matrix, which
enables us to control the output matrices to smooth or sparse.

Moreover, we theoretically analyze the loss-function of PMF. Consequently,
we revealed that PMF strongly relates to probabilistic topic models. Specifically,
(1) minimizing the loss-function of PMF of the third variation in generalized KL-
divergence is equivalent to maximizing the log-likelihood of probabilistic latent
semantic analysis (pLSA) , and (2) minimizing the loss-function of PMF of the first
variation in generalized KL-divergence with Dirichlet regularization is equivalent
to MAP estimation of latent Dirichle allocation (LDA) in which the hidden variable
z is marginalized out.

The key contributions of this research can be summarized as follows:

• We propose a novel matrix factorization scheme, probability matrix factor-
ization (PMF), which factorized the input probability matrix into two prob-
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ability matrices.

• We propose a novel optimization scheme for PMF. For the method, we give
theoretical supports for the validity of update rules: (1) our optimization
scheme monotonically decrease the objective function; (2) the output ma-
trices always meet the probability constraints; (3) the time complexity of
the proposed optimization scheme remains the same as the ordinary NMF;
(4) our optimization scheme can apply to many kind of differentiable loss-
functions.

• We propose a novel regularization term for the output matrices, Dirichlet
regularization term, which enables us to control the probability distribution
of the output matrix.

• The theoretical analysis for loss-function of PMF revealed that PMF strongly
relates to probabilistic topic models, namely pLSA [29] and LDA [30].

• The experimental results show that PMF is more accurate than the ordi-
nary NMF regarding clustering and perplexity without sacrificing efficiency
compared with ordinary NMF.

The rest of this chapter is organized as follows. Section 3.2 states the problem
definition of PMF. Section 3.3 describes the derivation process of an optimization
scheme for PMF. In Section 3.4, we extend PMF to more general forms and intro-
duce the Dirichlet regularization. In Section 3.5, we analyze the loss-function of
PMF and derive the relationships between probabilistic topic models. Section 3.6
provides experiments for topic modeling using benchmark document datasets. Fi-
nally, Section 3.7 concludes this chapter.

3.2 Problem Definition

In this study, we propose an optimization scheme for non-negative matrix factoriza-
tion (NMF) under probabilistic constraints where each output matrix is constrained
to be stochastic; i.e., each element is a non-negative real number representing prob-
ability. Hereafter, we call it probability matrix factorization (PMF). In this paper,
we exploit topic modeling over documents as an easy-to-understand example to de-
rive optimization for loss function. However, the proposed scheme is not limited
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to topic modeling and can be applied to other problems as long as it is based on
probabilistic representations of matrices.

First, we give a formulation of loss function for topic modeling under PMF.
Figure 3.1 is an image of probability matrix factorization. Given a set of docu-
ments, we represent them using a document-term matrix X ∈ RN×M , where N
is the number of documents and M is the length of a dictionary. We normalize
X as

∑
d,wXd,w = 1 so that each element Xd,w in matrix X represents the joint

probability p(d, w) of document d and word w in the input document. In the PMF
based topic modeling, the ratio of the topic of the document is represented by a
matrix U ∈ RN×K , where K is the number of topics satisfying K ≪ M . The
rows and columns of matrix U denote documents and topics, respectively. Each
element Ud,z of the matrix represents the joint probability p(d, z) of document d
and topic z. Also, the probability distribution of words in the topic is represented
by a matrix V ∈ RK×M . Similarly, the rows and columns of matrix V denote
topics and words, respectively. Each element Vz,w of the matrix represents the con-
ditional probability p(w|z), i.e., the appearance of word w given topic z. In prob-
ability p(d, z, w), document d has word w through topic z which is represented by
Ud,zVz,w = p(d, z)p(w|z) = p(d, z, w). Furthermore, the joint probability p(d, w),
which is equal to Xd,w, is expressed by

∑
z Ud,zVz,w =

∑
z p(d, z, w) = p(d, w).

By using frobenius norm as a function to evaluate the difference, the optimization
problem is expressed as follows:

U, V = arg min
U,V

∥X − UV ∥2F

subject to U ≥ 0, V ≥ 0,∑
d,z

Udz = 1,
∑
w

Vzw = 1, ∀z.
(3.1)

This optimization problem is formulated as a minimization problem under two
types of the constraints: inequality constraints as non-negativity constraints, equal-
ity constraints as the probability constraints. By solving this problem, the most
reasonable topic model can be estimated, thereby making it possible for us to get an
interpretation of the probability to the output matrices U and V .
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Xdw = p(d,w)
<latexit sha1_base64="UJzlDJYnBtbcozsZanSZ5IDpxxA=">AAACdHichVHLSsNAFD2N7/po1I2gi2KpKEiYqKAIQtGNy1atFlRKko46mCYhSSta+gP+gIuuFIuIn+HGH3DhJ4hLRTcuvEkDoqLeMJkzZ+65c2au7pjC8xl7iElt7R2dXd098d6+/oGEPDi06dkV1+B5wzZtt6BrHjeFxfO+8E1ecFyulXWTb+mHK8H+VpW7nrCtDf/Y4btlbd8Se8LQfKKKcqJQrJWO6smlpDNZmj6aKsopprAwkj+BGoEUosja8hV2UIINAxWUwWHBJ2xCg0ffNlQwOMTtokacS0iE+xx1xElboSxOGRqxh/Tfp9V2xFq0Dmp6odqgU0waLimTSLN7ds2e2R27YY/s/ddatbBG4OWYZr2l5U4xcTqy/vavqkyzj4NP1Z+efexhIfQqyLsTMsEtjJa+enL2vL64lq5NsAv2RP7P2QO7pRtY1RejmeNrDcSpAer35/4JNmcUdVaZyc2lMstRK7oxinFM0nvPI4NVZJEPe9LAJZqxV2lMSknpVqoUizTD+BKS8gFd8Y8Q</latexit>

Udz = p(d, z)
<latexit sha1_base64="Jk2uykTBybuZsGu3PK5i0h7RZzY=">AAACdHichVHLSsNAFD2Nr1ofjboRdFEMlQoSJioogiC6cemrtqClJOlUg3mRpAUb+gP+gAtXiiLiZ7jxB1z4CeJS0Y0Lb9OAqKg3TObMmXvunJmruabhB4w9JISOzq7unmRvqq9/YDAtDg3v+E7N03led0zHK2qqz03D5vnACExedD2uWprJC9rhamu/UOeebzj2dnDk8pKl7ttG1dDVgKiymM6Xw0qjmVnKuLnKdGOqLEpMZlFkfgIlBhLiWHfEK+yhAgc6arDAYSMgbEKFT98uFDC4xJUQEucRMqJ9jiZSpK1RFqcMldhD+u/TajdmbVq3avqRWqdTTBoeKTPIsnt2zZ7ZHbthj+z911phVKPl5Yhmra3lbjl9PLr19q/KojnAwafqT88BqliIvBrk3Y2Y1i30tr7eOHneWtzMhpPsnD2R/zP2wG7pBnb9Rb/c4JunSFEDlO/P/RPszMjKrDyzMSctr8StSGIME8jRe89jGWtYRz7qySkucJl4FcYFSci2U4VErBnBlxDkD2PojxM=</latexit>

Vzw = p(w|z)
<latexit sha1_base64="h8UAOS6ObR60s1WCmrFxu+BtS4Y=">AAACdHichVHLSsNAFD2Nr1ofjboRdBEMlbopUxUUQSi6camtrYJKSOKowTQJSVppa3/AH3DRlWIR8TPc+AMu/ARxqejGhbdpQLSoN0zmzJl77pyZqzmm4fmMPUaEru6e3r5of2xgcGg4Lo6MFjy75Oo8r9um7W5rqsdNw+J53/BNvu24XC1qJt/Sjldb+1tl7nqGbW36FYfvFdVDyzgwdNUnShHjBaVWPalLy5KTPDmtziiizFIsCKkTpEMgI4x1W7zGLvZhQ0cJRXBY8AmbUOHRt4M0GBzi9lAjziVkBPscdcRIW6IsThkqscf0P6TVTshatG7V9AK1TqeYNFxSSkiwB3bDXtg9u2VP7OPXWrWgRstLhWatreWOEj8bz73/qyrS7OPoS/WnZx8HWAy8GuTdCZjWLfS2vlw9f8ktZRO1aXbJnsn/BXtkd3QDq/yqNzd4toEYNSD987k7QWE2lZ5LzW7My5mVsBVRTGAKSXrvBWSwhnXkg540cIVm5E2YFGQh0U4VIqFmDN9CSH0CU7KPig==</latexit>
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<latexit sha1_base64="/NavbF95Tfn6I7YUZlKuY0mEHQQ=">AAACvHichVHLShxBFD22MdGJiaNuBDdNBocZCEONERRBEd249DUzgi1NP0ptpl9018xgt/MD/kAWWSmIhHyDKzf5gSxcZxXUlYFssvB2T4OomNymq06dc8+tW1W6b1uhYOyqT+p/NfD6zeBQ7u3wu/cj+dGxeui1AoPXDM/2gm1dC7ltubwmLGHzbT/gmqPbvKE3VxK90eZBaHnuljj0+a6j7bvWnmVogig13yjW1NhUDNMT3boap0DudGVFyRUXZCVsOWokJylRIkdPFb9kfozKfqlzFJUzJaE6ZTVfYBWWhvwcVDNQQBZrXv4cCkx4MNCCAw4XgrANDSF9O6iCwSduFzFxASEr1Tm6yJG3RVmcMjRimzTu02onY11aJzXD1G3QLjb9ATllTLEf7Cu7Y9/ZN/aL/X2xVpzWSHo5pFnvebmvjhxPbP75r8uhWeDgwfXPngX2MJf2alHvfsokpzB6/nb0+W5zfmMqLrJTdk39n7ArdkkncNu/jbN1vvEFOXqA6tPrfg7q05Xqp8r0+kxhaTl7ikFM4gNKdN+zWMIq1lCjfS/wEze4lRYlU2pKTi9V6ss843gUUvseJb2pBA==</latexit>

X
<latexit sha1_base64="CGT4MiT7gY93e7NhcXXzl4ZHpIc=">AAACZHichVFNSwJBGH7cvswsLQmCICQxOsloQdFJ6tLRj/wAE9ndRltcd5fdVTDpD9S16NCpICL6GV36Ax38A0F0NOjSodd1IUqqd5iZZ555n3eemZEMVbFsxroeYWR0bHzCO+mb8k/PBIKzc3lLb5oyz8m6qptFSbS4qmg8Zyu2youGycWGpPKCVN/p7xda3LQUXduz2wYvN8SaplQVWbSJShcrwQiLMSfCwyDuggjcSOnBW+zjADpkNNEAhwabsAoRFrUS4mAwiCujQ5xJSHH2OY7hI22TsjhliMTWaazRquSyGq37NS1HLdMpKnWTlGFE2RO7Yz32yO7ZC/v4tVbHqdH30qZZGmi5UQmcLGTf/1U1aLZx+KX607ONKjYdrwp5Nxymfwt5oG8dXfSyW5loZ4Vds1fyf8W67IFuoLXe5Js0z1zCRx8Q//ncwyCfiMXXYon0eiS57X6FF4tYxiq99waS2EUKOTqX4xRnOPc8C34hJMwPUgWPqwnhWwhLn7eaidw=</latexit> ≈ U

<latexit sha1_base64="qVuTWHyPsH8+t3sgbaOhiJ+1Eqg=">AAACZHichVFNSwJBGH7cvswsLQmCICQxOsloQdFJ6tLRj/wAE9ndRltcd5fdVTDpD9S16NCpICL6GV36Ax38A0F0NOjSodd1IUqqd5iZZ555n3eemZEMVbFsxroeYWR0bHzCO+mb8k/PBIKzc3lLb5oyz8m6qptFSbS4qmg8Zyu2youGycWGpPKCVN/p7xda3LQUXduz2wYvN8SaplQVWbSJSucqwQiLMSfCwyDuggjcSOnBW+zjADpkNNEAhwabsAoRFrUS4mAwiCujQ5xJSHH2OY7hI22TsjhliMTWaazRquSyGq37NS1HLdMpKnWTlGFE2RO7Yz32yO7ZC/v4tVbHqdH30qZZGmi5UQmcLGTf/1U1aLZx+KX607ONKjYdrwp5Nxymfwt5oG8dXfSyW5loZ4Vds1fyf8W67IFuoLXe5Js0z1zCRx8Q//ncwyCfiMXXYon0eiS57X6FF4tYxiq99waS2EUKOTqX4xRnOPc8C34hJMwPUgWPqwnhWwhLn7Gaidk=</latexit>

V
<latexit sha1_base64="Nm5exm1apqA9q8w9hBxWdE4GLH4=">AAACZHichVFNSwJBGH7cvswsLQmCICQxOsloQdFJ6tLRj/wAE9ndRltcd5fdVTDpD9S16NCpICL6GV36Ax38A0F0NOjSodd1IUqqd5iZZ555n3eemZEMVbFsxroeYWR0bHzCO+mb8k/PBIKzc3lLb5oyz8m6qptFSbS4qmg8Zyu2youGycWGpPKCVN/p7xda3LQUXduz2wYvN8SaplQVWbSJSucrwQiLMSfCwyDuggjcSOnBW+zjADpkNNEAhwabsAoRFrUS4mAwiCujQ5xJSHH2OY7hI22TsjhliMTWaazRquSyGq37NS1HLdMpKnWTlGFE2RO7Yz32yO7ZC/v4tVbHqdH30qZZGmi5UQmcLGTf/1U1aLZx+KX607ONKjYdrwp5Nxymfwt5oG8dXfSyW5loZ4Vds1fyf8W67IFuoLXe5Js0z1zCRx8Q//ncwyCfiMXXYon0eiS57X6FF4tYxiq99waS2EUKOTqX4xRnOPc8C34hJMwPUgWPqwnhWwhLn7Oaido=</latexit>

X

d,w

Xdw = 1

<latexit sha1_base64="bckreEOirxNFf+zePwo+ZaVRr48=">AAACeHichVHLSsNAFD2N7/qquhHcFEt9gJRJFRRBKLpxWVv7gFZKEqcazIskrdTSH/AHXLgQBVHxM9z4Ay76CeKygiAuvE0DokW9IXPPnLnnzpkZ2dJUx2WsGRB6evv6BwaHgsMjo2PjoYnJrGNWbIVnFFMz7bwsOVxTDZ5xVVfjecvmki5rPCcfbbXXc1VuO6pp7Lo1i+/p0oGhllVFcokqhaaKTkUv1feXjhvhPOXjxoZYCkVYjHkR7gaiDyLwI2mGblDEPkwoqEAHhwGXsAYJDn0FiGCwiNtDnTibkOqtczQQJG2FqjhVSMQe0XhAs4LPGjRv93Q8tUK7aPTbpAwjyp7YHWuxR3bPntnHr73qXo+2lxpluaPlVmn8dDr99q9Kp+zi8Ev1p2cXZax5XlXybnlM+xRKR189OWul11PR+hy7Yi/k/5I12QOdwKi+Ktc7PHWOID2A+PO6u0E2HhOXY/GdlUhi03+KQcxgFgt036tIYBtJZGjfGi5wi7vAuxAW5oXFTqkQ8DVT+BZC/BPC05GQ</latexit>

X

d,z

Udz = 1

<latexit sha1_base64="dm0f6bAuONJ9IHNxj3RemHHAh+g=">AAACeHichVHLSsNAFD2N7/po1Y3gpljqA6RMqqAIgujGZWutLVQpSZzW0LxI0kJb+gP+gAsXoiBa/Aw3/oCLfoK4VBDEhbdpQLSoN2TumTP33DkzI1ua6riMtQNCX//A4NDwSHB0bHwiFJ6cOnDMiq3wjGJqpp2TJYdrqsEzrupqPGfZXNJljWfl8k5nPVvltqOaxr5bs/iRLpUMtagqkktUITx96FT0QuN4ud6MZCjXm5tiIRxlceZFpBeIPojCj6QZvsEhjmFCQQU6OAy4hDVIcOjLQwSDRdwRGsTZhFRvnaOJIGkrVMWpQiK2TGOJZnmfNWje6el4aoV20ei3SRlBjD2yFnthD+yOPbGPX3s1vB4dLzXKclfLrULodCb99q9Kp+zi5Ev1p2cXRax7XlXybnlM5xRKV1+tn72kN/ZijXl2xZ7J/yVrs3s6gVF9Va5TfO8cQXoA8ed194KDRFxciSdSq9Gtbf8phjGLOSzSfa9hC7tIIkP71nCBW7QC70JEWBCWuqVCwNdM41sIiU/I5ZGT</latexit>

X

w

Vzw = 1
<latexit sha1_base64="Dtk0DT8h8ZHIUfnYv/OAeTFOijE=">AAACdnichVHLSsNAFD2Nr1pfVTeCIMVSdVVuVFAEQXTj0leroBKSOGowL5K0xYb+gD/gQlwoqIif4cYfcOEniEsFXbjwNg2IinqHmTlz5p47Z2Y01zT8gOghITU1t7S2JdtTHZ1d3T3p3r6i75Q8XRR0x3S8DU31hWnYohAYgSk2XE+olmaKde1gob6/Xhaebzj2WnDoim1L3bONXUNXA6aUdO+WX7KUsFLLFJWwWqnNyko6S3mKIvMTyDHIIo4lJ32FLezAgY4SLAjYCBibUOFz24QMgsvcNkLmPEZGtC9QQ4q1Jc4SnKEye8DjHq82Y9bmdb2mH6l1PsXk7rEygxzd0zU90x3d0CO9/1orjGrUvRzyrDW0wlV6jgZWX/9VWTwH2P9U/ek5wC6mI68Ge3cjpn4LvaEvV4+fV2dWcuEIndMT+z+jB7rlG9jlF/1iWaycIMUfIH9/7p+gOJ6XJ/Ljy5PZufn4K5IYxDDG+L2nMIdFLKHA51ZwiktcJd6kISknjTZSpUSs6ceXkOgDdCSRAA==</latexit>

Xdw = p(d,w)
<latexit sha1_base64="UJzlDJYnBtbcozsZanSZ5IDpxxA=">AAACdHichVHLSsNAFD2N7/po1I2gi2KpKEiYqKAIQtGNy1atFlRKko46mCYhSSta+gP+gIuuFIuIn+HGH3DhJ4hLRTcuvEkDoqLeMJkzZ+65c2au7pjC8xl7iElt7R2dXd098d6+/oGEPDi06dkV1+B5wzZtt6BrHjeFxfO+8E1ecFyulXWTb+mHK8H+VpW7nrCtDf/Y4btlbd8Se8LQfKKKcqJQrJWO6smlpDNZmj6aKsopprAwkj+BGoEUosja8hV2UIINAxWUwWHBJ2xCg0ffNlQwOMTtokacS0iE+xx1xElboSxOGRqxh/Tfp9V2xFq0Dmp6odqgU0waLimTSLN7ds2e2R27YY/s/ddatbBG4OWYZr2l5U4xcTqy/vavqkyzj4NP1Z+efexhIfQqyLsTMsEtjJa+enL2vL64lq5NsAv2RP7P2QO7pRtY1RejmeNrDcSpAer35/4JNmcUdVaZyc2lMstRK7oxinFM0nvPI4NVZJEPe9LAJZqxV2lMSknpVqoUizTD+BKS8gFd8Y8Q</latexit>

Udz = p(d, z)
<latexit sha1_base64="Jk2uykTBybuZsGu3PK5i0h7RZzY=">AAACdHichVHLSsNAFD2Nr1ofjboRdFEMlQoSJioogiC6cemrtqClJOlUg3mRpAUb+gP+gAtXiiLiZ7jxB1z4CeJS0Y0Lb9OAqKg3TObMmXvunJmruabhB4w9JISOzq7unmRvqq9/YDAtDg3v+E7N03led0zHK2qqz03D5vnACExedD2uWprJC9rhamu/UOeebzj2dnDk8pKl7ttG1dDVgKiymM6Xw0qjmVnKuLnKdGOqLEpMZlFkfgIlBhLiWHfEK+yhAgc6arDAYSMgbEKFT98uFDC4xJUQEucRMqJ9jiZSpK1RFqcMldhD+u/TajdmbVq3avqRWqdTTBoeKTPIsnt2zZ7ZHbthj+z911phVKPl5Yhmra3lbjl9PLr19q/KojnAwafqT88BqliIvBrk3Y2Y1i30tr7eOHneWtzMhpPsnD2R/zP2wG7pBnb9Rb/c4JunSFEDlO/P/RPszMjKrDyzMSctr8StSGIME8jRe89jGWtYRz7qySkucJl4FcYFSci2U4VErBnBlxDkD2PojxM=</latexit>

Vzw = p(w|z)
<latexit sha1_base64="h8UAOS6ObR60s1WCmrFxu+BtS4Y=">AAACdHichVHLSsNAFD2Nr1ofjboRdBEMlbopUxUUQSi6camtrYJKSOKowTQJSVppa3/AH3DRlWIR8TPc+AMu/ARxqejGhbdpQLSoN0zmzJl77pyZqzmm4fmMPUaEru6e3r5of2xgcGg4Lo6MFjy75Oo8r9um7W5rqsdNw+J53/BNvu24XC1qJt/Sjldb+1tl7nqGbW36FYfvFdVDyzgwdNUnShHjBaVWPalLy5KTPDmtziiizFIsCKkTpEMgI4x1W7zGLvZhQ0cJRXBY8AmbUOHRt4M0GBzi9lAjziVkBPscdcRIW6IsThkqscf0P6TVTshatG7V9AK1TqeYNFxSSkiwB3bDXtg9u2VP7OPXWrWgRstLhWatreWOEj8bz73/qyrS7OPoS/WnZx8HWAy8GuTdCZjWLfS2vlw9f8ktZRO1aXbJnsn/BXtkd3QDq/yqNzd4toEYNSD987k7QWE2lZ5LzW7My5mVsBVRTGAKSXrvBWSwhnXkg540cIVm5E2YFGQh0U4VIqFmDN9CSH0CU7KPig==</latexit>
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<latexit sha1_base64="/NavbF95Tfn6I7YUZlKuY0mEHQQ=">AAACvHichVHLShxBFD22MdGJiaNuBDdNBocZCEONERRBEd249DUzgi1NP0ptpl9018xgt/MD/kAWWSmIhHyDKzf5gSxcZxXUlYFssvB2T4OomNymq06dc8+tW1W6b1uhYOyqT+p/NfD6zeBQ7u3wu/cj+dGxeui1AoPXDM/2gm1dC7ltubwmLGHzbT/gmqPbvKE3VxK90eZBaHnuljj0+a6j7bvWnmVogig13yjW1NhUDNMT3boap0DudGVFyRUXZCVsOWokJylRIkdPFb9kfozKfqlzFJUzJaE6ZTVfYBWWhvwcVDNQQBZrXv4cCkx4MNCCAw4XgrANDSF9O6iCwSduFzFxASEr1Tm6yJG3RVmcMjRimzTu02onY11aJzXD1G3QLjb9ATllTLEf7Cu7Y9/ZN/aL/X2xVpzWSHo5pFnvebmvjhxPbP75r8uhWeDgwfXPngX2MJf2alHvfsokpzB6/nb0+W5zfmMqLrJTdk39n7ArdkkncNu/jbN1vvEFOXqA6tPrfg7q05Xqp8r0+kxhaTl7ikFM4gNKdN+zWMIq1lCjfS/wEze4lRYlU2pKTi9V6ss843gUUvseJb2pBA==</latexit>

Figure 3.1: An image of probability matrix factorization. Each element of matri-
ces represents the probability value. The sum of the elements in red rectangle is 1.
The probabilistic interpretation of elements in the input matrix and multiplication
of the output matrices is consistent; i.e. both are p(d, w).

3.3 Optimization

In this section, we propose an optimization scheme for the problem described in
the previous section. Similar to the ordinary NMF, the loss function L is convex
with respect to each output matrix (U or V ) but is not when considering both output
matrices at the same time. In this paper, we propose iterative update rules for U and
V whereby the output matrices are alternately adjusted while optimizing the loss
function L. However, unlike the ordinary NMF, our PMF has equality constraints as
the probability constraints on U and V , leading to a more complicated optimization
problem. To tackle this problem, we employ Karush-Kuhn-Tucker (KKT) condition
to derive the update rules for each matrix U and V . In the KKT conditions, the
Lagrange multipliers are introduced for the equality constraints in addition to the
non-negativity constraints, which must be determined. As a result, by determining
the Lagrange multipliers for non-negativity and equality constraints, we derive the
following update rules:
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U ′
dz ← Udz

[∂Udz
L]− + λ−

[∂Udz
L]+ + λ+

, (3.2)

λ− =

1−
∑

d,z

Udz[∂Udz
L]

−

[∂Udz
L]

+
+λ+∑

d,z
Udz

[∂Udz
L]

+
+λ+

, (3.3)

λ+ = max
(
max

(
−∂U·,·L

)
, 0
)
, (3.4)

V ′
zw ← Vzw

[∂VzwL]
− + ψ−

z

[∂VzwL]
+ + ψ+

z

, (3.5)

ψ−
z =

1−
∑

w
Vzw[∂VzwL]

−

[∂VzwL]
++ψ+

z∑
w

Vzw
[∂VzwL]

++ψ+
z

, (3.6)

ψ+
z = max (max (−∂Vz·L) , 0) , (3.7)

where

∂Udz
L = [∂Udz

L]+ − [∂Udz
L]− ,

[∂Udz
L]− = (XV ⊤)dz, [∂Udz

L]+ = (UV V ⊤)dz,

∂VzwL = [∂VzwL]
+ − [∂VzwL]

− ,

[∂VzwL]
− = (U⊤X)zw, [∂VzwL]

+ = (U⊤UV )zw.

These update rules monotonically decrease the loss function under satisfying the
constraints. From the following subsections, we will describe the derivation process
of each update rule and theoretical supports of validity about update rules.

3.3.1 Derivation of update rules

Based on KKT condition, we introduce Lagrange multiplier matrices Θ = (θdz) and
Ξ = (ξzw) for non-negative constraint of Udz and Vzw, respectively, and Lagrange
multipliers λ and Ψ = (ψi) for equality constraint of Udz and Vzw, respectively. We
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have the following equivalent objective functions:

L(Udz) = L+
∑
d,z

θdzUdz + λ

(∑
d,z

Udz − 1

)
, (3.8)

L(Vzw) = L+
∑
z,w

ξzwVzw +
∑
z

ψz

(∑
w

Vzw − 1

)
. (3.9)

KKT conditions are:

U ≥ 0, V ≥ 0,
∑
d,z

Udz = 0,
∑
w

Vzw = 0, ∀k. (Primal feasibility) (3.10)

Θ ≥ 0, Ξ ≥ 0. (Dual feasibility) (3.11)
Udzθdz = 0, ∀d, z, Vzwξzw = 0, ∀z, w. (Complementary slackness) (3.12)

Set derivative of L(Udz) with respect to Udz, and L(Vzw) with respect to Vzw to
0, we have:

∂Udz
L(Udz) = ∂Udz

L+ θdz + λ = 0, (3.13)
∂VzwL(Vzw) = ∂VzwL+ ξzw + ψz = 0. (3.14)

Following the KKT condition for the non-negativity of Udz, and Vzw, we have the
following equations:

Udzθdz = Udz (−∂Udz
L− λ) = 0, (3.15)

Vzwξzw = Vzw (−∂VzwL− ψz) = 0. (3.16)

Let ∂Udz
L = [∂Udz

L]+ − [∂Udz
L]− and λ = λ+ − λ−, where [∂Udz

L]+ ≥ 0,
[∂Udz

L]− ≥ 0, λ+ ≥ 0, and λ− ≥ 0, the equation 3.15 is equivalent to:

Udz
(
[∂Udz

L]+ − [∂Udz
L]− + λ+ − λ−

)
= 0. (3.17)

Similarly, let ∂VzwL = [∂VzwL]
+− [∂VzwL]

− and ψz = ψ+
z −ψ−

z , where [∂VzwL]
+ ≥

0, [∂VzwL]
− ≥ 0, ψ+

z ≥ 0, and ψ−
z ≥ 0, the equation 3.16 is equivalent to:

Vzw
(
[∂VzwL]

+ − [∂VzwL]
− + ψ+

z − ψ−
z

)
= 0. (3.18)
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These are the fixed point equations that the solutions must satisfy at convergence.
Given an initial value of Udz and Vzw, we can get the following update rules:

U ′
dz ← Udz

[∂Udz
L]− + λ−

[∂Udz
L]+ + λ+

, (3.19)

V ′
zw ← Vzw

[∂VzwL]
− + ψ−

z

[∂VzwL]
+ + ψ+

z

. (3.20)

Next, we determine the Lagrange multipliers λ and ψz for equality constraints∑
d,w Udz = 1 and

∑
w Vzw = 1. λ+, λ−, ψ+

i , and ψ−
i must satisfy following

equations:

∑
d,z

U ′
dz =

∑
d,z

Udz
[∂Udz

L]− + λ−

[∂Udz
L]+ + λ+

= 1, (3.21)

∑
w

V ′
zw =

∑
w

Vzw
[∂VzwL]

− + ψ−
z

[∂VzwL]
+ + ψ+

z

= 1 (3.22)

which are equivalent to:

∑
d,z

Udz [∂Udz
L]−

[∂Udz
L]+ + λ+

+ λ−
∑
d,z

Udz

[∂Udz
L]+ + λ+

= 1, (3.23)

∑
w

Vzw [∂VzwL]
−

[∂VzwL]
+ + ψ+

z

+ ψ+
z

∑
w

Vzw

[∂VzwL]
+ + ψ+

z

= 1. (3.24)

From Equations 3.23 and 3.24, let λ+ and ψ+
z be the parameters of λ− and ψ−

z ,
respectively. With the constraints λ+, λ−, ψ+

z , ψ
−
z ≥ 0, we have the following in-

equalities:

λ− =

1−
∑

d,z

Udz[∂Udz
L]

−

[∂Udz
L]

+
+λ+∑

d,z
Udz

[∂Udz
L]

+
+λ+

≥ 0, (3.25)

λ+ ≥ 0, (3.26)

ψ−
z =

1−
∑

w
Vzw[∂VzwL]

−

[∂VzwL]
++ψ+

z∑
w

Vzw
[∂VzwL]

++ψ+
z

≥ 0, (3.27)

ψ+
z ≥ 0. (3.28)

26



Under satisfying inequalities 3.25 and 3.26, the updated U ′
dz satisfies

∑
d,w U

′
dz =

1,U ′
dz ≥ 0; and satisfying inequalities 3.27 and 3.28, the updated V ′

zw satisfies∑
w Vzw = 1,V ′

zw ≥ 0.

Next, we determine λ+ and ψ+
z . First, we derive the condition of λ+ to satisfy

inequality 3.25, which is equivalent to

1−
∑
d,z

Udz [∂Udz
L]−

[∂Udz
L]+ + λ+

=
∑
d,z

Udz −
∑
d,z

Udz [∂Udz
L]−

[∂Udz
L]+ + λ+

=
∑
d,z

[∂Udz
L]+ + λ+

[∂Udz
L]+ + λ+

Udz −
∑
d,z

Udz [∂Udz
L]−

[∂Udz
L]+ + λ+

=
∑
d,z

([∂Udz
L]+ − [∂Udz

L]− + λ+)Udz

[∂Udz
L]+ + λ+

=
∑
d,z

(∂Udz
L+ λ+)Udz

[∂Udz
L]+ + λ+

≥ 0.

Hence, by satisfying

∀d, z, λ+ ≥ −∂Udz
L, (3.29)

inequality 3.25 is satisfied. Likewise, we can ensure

∀z, ψ+
z ≥ −∂VzwL (3.30)

which is the inequality condition for satisfying inequality 3.27.

Next, we determine the optimal values of λ+ and ψ+
z . Update rules 3.19 and

3.20 can be written as the following gradient descent manner:

U ′
dz ← Udz

[∂Udz
L]− + λ−

[∂Udz
L]+ + λ+

= Udz −
Udz

[∂Udz
L]+ + λ+

(∂Udz
L+ λ)

= Udz − η · (∂Udz
L+ λ), (3.31)
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V ′
zw ← Vzw

[∂VzwL]
− + ψ−

z

[∂VzwL]
+ + ψ+

z

= Vzw −
Vzw

[∂VzwL]
+ + ψ+

z

(∂VzwL+ ψz)

= Vzw − δ · (∂VzwL+ ψz), (3.32)

where η and δ indicate the step size parameters for gradient descent. Therefore, the
smaller λ+ and ψ+

z leads to the larger step size. Thus, we can determine λ+ and ψ+
z

as follows:

λ+ = max (max (−∂U··L) , 0) , (3.33)
ψ+
z = max (max (−∂Vz·L) , 0) (3.34)

which are the smallest value of λ+ satisfying inequalities 3.25 and 3.26, and ψ+
z

satisfying inequalities 3.27 and 3.28. Finally, by setting the derivatives of L to be
zero, we can achieve:

[∂Udz
L]+ = (UV V ⊤)dz, (3.35)

[∂Udz
L]− = (XV ⊤)dz, (3.36)

[∂VzwL]
+ = (U⊤UV )zw, (3.37)

[∂VzwL]
− = (U⊤X)zw. (3.38)

3.3.2 Theoretical supports

The validity of update rules of U and V are supported by the following theorems.
Theorem 1 (Satisfaction of equality condition for U ). Under the update rule of U ,∑

d,z Udz = 1.

Proof. Under the update rule, λ+ and λ− satisfy inequalities 3.25 and 3.26. There-
fore, Udz satisfies

∑
d,z Udz = 1. □

Theorem 2 (Satisfaction of equality condition for V ). Under the update rule of V ,∑
w Vzw = 1.

Proof. Under the update rule, ψ+
z and ψ−

z satisfy inequalities 3.27 and 3.28. There-
fore, Vzw satisfies

∑
w Vzw = 1. □
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Theorem 3 (Satisfaction of non-negative constraint for U ). Under the update rule
of U , Udz ≥ 0.

Proof. When λ+ and λ− satisfy inequalities 3.25 and 3.26, Udz, [∂Udz
L]+,[∂Udz

L]−,
λ+ and λ− are all non negative. Thus, updated Udz satisfies Udz ≥ 0. □

Theorem 4 (Satisfaction of non-negative constraint for V ). Under the update rule
of V , Vzw ≥ 0.

Proof. When ψ+
z and ψ−

z satisfy inequalities 3.27 and 3.28, Vzw, [∂VzwL]
+,[∂VzwL]

−,
ψ+
z and ψ−

z are all non negative. Thus, the updated Vzw satisfies Vzw ≥ 0. □

Theorem 5 (Convergence). When Udz and Vzw converges, then the final solutions
satisfy the KKT optimality conditions.

(Proof in Appendix 6.1.)
Theorem 6 (Non increasing of loss function). Loss function L is non-increasing
under the iterative update rules.

(Proof in Appendix 6.2.)

Therefore, under our proposed iterative optimization scheme, the value of loss
function never increases while matrices U and V satisfy the probabilistic con-
straints.

3.3.3 Computational Complexity

In this section, we analyze the computational complexity of the proposed optimiza-
tion algorithm. The update rules in our algorithm have the following complexities:

For update rule for U .

• Calculate [∂Udz
L]+ requires O(NMK).

• Calculate [∂Udz
L]− requires O(NMK).

• Calculate λ requires O(NK).
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For update rule for V .

• Calculate [∂VzwL]
+ requires O(NMK).

• Calculate [∂VzwL]
− requires O(NMK).

• Calculate ψ requires O(MK).

In summary, update rule of our method requires the following time-complexity,
where iter is the number of outer iteration:

O(iterNMK) (3.39)

which is equal to the time complexity of update rule in standard NMF. Conse-
quently, we can say that our optimization algorithm is efficient enough.

3.4 Extensions of PMF

In this section, we give a generalized forms and extensions of PMF. PMF generally
represent as following optimization problem:

U, V =arg min
U,V

D(X||UV ) +R1(U) +R2(V ) (3.40)

subject to Probability Constraints.

,where D(X||UV ) is the loss measure between input matrix X and the product
of output matrices UV , R1(U) and R2(V ) are regularization term for U and V
respectively, probability constraints represents the constraints that determines the
types of normalization.

3.4.1 Loss Measures

For the loss measure, we can consider any differentiable loss measures that rep-
resent the difference between the input matrix and the product of output matrices.
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In this study, we consider two types of loss measures: Frobenius norm loss and
generalized KL-divergence loss. The definitions are:

D(X||UV ) =

{
DFro(X||UV ) = ∥X − UV ∥2F
DKL(X||UV ) =

∑
d,wXdw log

Xdw

Ud·V·w
−Xdw + Ud·V·w

(3.41)

respectively, and their derivatives are:

[∂Udz
DKL(X||UV )]− =

∑
w

Xdw

(UV )dw
Vzw, [∂Udz

DKL(X||UV )]+ =
∑
w

Vzw,

[∂VzwDKL(X||UV )]− =
∑
d

Xdw

(UV )dw
Udz, [∂VzwDKL(X||UV )]+ =

∑
d

Udz,

[∂Udz
DFro(X||UV )]− = (XV ⊤)dz, [∂Udz

DFro(X||UV )]+ = (UV V ⊤)dz,

[∂VzwDFro(X||UV )]− = (U⊤X)zw, [∂VzwDFro(X||UV )]+ = (U⊤UV )zw.

3.4.2 Dirichlet Regularization Term

For regularization terms, we can consider any kinds of regularization terms such as
ℓ2, ℓ1 norm regularization and manifold regularization. In this study, we propose a
new type of regularization terms for output matrices called Dirichlet regularization
term. The basic idea is since the output matrices can be represented as a point on
probability simplex, by introducing regularization term that represents the negative
likelihood of Dirichlet distribution, it enables us to control the tendency of the prob-
ability distribution of output matrix. Dirichlet regularization term is formulated as
the following equation:

RDir(U, α, β) = −β ·
∑
d,z

(α− 1) log(Udz). (3.42)

The regularization term represents the log-likelihood of Dirichlet distribution
given a parameter α which control the probability distribution of Dirichlet distribu-
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tion, namely,

logDir(U ;α) = log
∏
d

Γ(αK)

Γ(α)K

∏
z

Uα−1
dz ∝

∑
d,z

(α− 1) log(Udz). (3.43)

Note that, based on the property of Dirichlet distribution, by changing the parameter
α, we can control the probability distribution of output matrices. If α > 1, then the
matrices become more smooth. If α < 1, then the matrices become more sparse. If
α = 1, then the regularization term does not contribute to restricting the probability
distribution of the matrices. β controls the intensity of regularization.

The derivatives of Dirichlet regularization term are:

[∂Udz
RDir(U, α)]

− = β
α

Udz
, [∂Udz

RDir(U, α)]
+ = β

1

Udz
. (3.44)

3.4.3 Possible Probability Constraints

The probability constraints can represent 4 modes of PMF. Under these modes, the
probability interpretation of the input matrix and the product of the output matrices
are consistent. Each of them is described in Figures 3.2. In these figures, the prob-
ability interpretation of each element in matrices and the probability constraints
are described. The red rectangles represent the probability constraint, the sum of
the elements in the rectangle is constrained to be 1. Note that, PMF described in
section3.2 is PMF mode5. The constraints are as follows:

Mode1 :
∑
w

Xdw = 1,∀d,
∑
z

Udz = 1,∀d,
∑
w

Vzw = 1,∀z. (3.45)

Mode2 :
∑
d

Xdw = 1,∀w,
∑
d

Udz = 1,∀z,
∑
z

Vzw = 1,∀w. (3.46)

Mode3 :
∑
d,w

Xdw = 1,
∑
d,z

Udz = 1,
∑
w

Vzw = 1,∀z. (3.47)

Mode4 :
∑
d,w

Xdw = 1,
∑
d

Udz = 1,∀z
∑
z,w

Vzw = 1. (3.48)
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<latexit sha1_base64="+ra1FJiEHFV5U1rkIxV2qNoO/fs=">AAACvHichVG7ThtBFD1sAnEcHk5oItGssLDsxhqTSImQQCg0lLxsI7FotY8BVt6XdsdG7No/wA9QpAIJIcQ3UKXJD6SgpkJJKpBoUuTueiUECLijmTn33Hvu3JnRfdsKBWMXA9Kr14NDb3Jv8++GR0bHCu8/NEKvHRi8bni2F6zrWshty+V1YQmbr/sB1xzd5k29tZDEmx0ehJbnrok9n2862rZrbVmGJohSC81SXY1NxTA90WuocQrk3Z6sKPnSrKyEbUeN5CQlSsLRw4hfjrpmxS/vdqNKFkkcs6IWiqzKUpMfg1oGishsySucQIEJDwbacMDhQhC2oSGksYEaGHziNhETFxCy0jhHD3nStimLU4ZGbIvWbfI2MtYlP6kZpmqDTrFpBqSUMcV+sVN2zX6yM3bF/j1ZK05rJL3s0a73tdxXx/Y/rt6+qHJoF9i5Uz3bs8AWvqa9WtS7nzLJLYy+vhMdXK/OrEzFJXbEflP/h+yC/aAbuJ0b43iZr3xHnj6g9vC5H4PGdLX2qTq9/Lk4/y37ihwmMIkyvfcXzGMRS6jTuee4xB/8leYkU2pJTj9VGsg047hnUuc/bU6ppA==</latexit>
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e1

X <latexit sha1_base64="CGT4MiT7gY93e7NhcXXzl4ZHpIc=">AAACZHichVFNSwJBGH7cvswsLQmCICQxOsloQdFJ6tLRj/wAE9ndRltcd5fdVTDpD9S16NCpICL6GV36Ax38A0F0NOjSodd1IUqqd5iZZ555n3eemZEMVbFsxroeYWR0bHzCO+mb8k/PBIKzc3lLb5oyz8m6qptFSbS4qmg8Zyu2youGycWGpPKCVN/p7xda3LQUXduz2wYvN8SaplQVWbSJShcrwQiLMSfCwyDuggjcSOnBW+zjADpkNNEAhwabsAoRFrUS4mAwiCujQ5xJSHH2OY7hI22TsjhliMTWaazRquSyGq37NS1HLdMpKnWTlGFE2RO7Yz32yO7ZC/v4tVbHqdH30qZZGmi5UQmcLGTf/1U1aLZx+KX607ONKjYdrwp5Nxymfwt5oG8dXfSyW5loZ4Vds1fyf8W67IFuoLXe5Js0z1zCRx8Q//ncwyCfiMXXYon0eiS57X6FF4tYxiq99waS2EUKOTqX4xRnOPc8C34hJMwPUgWPqwnhWwhLn7eaidw=</latexit>
≈

U <latexit sha1_base64="qVuTWHyPsH8+t3sgbaOhiJ+1Eqg=">AAACZHichVFNSwJBGH7cvswsLQmCICQxOsloQdFJ6tLRj/wAE9ndRltcd5fdVTDpD9S16NCpICL6GV36Ax38A0F0NOjSodd1IUqqd5iZZ555n3eemZEMVbFsxroeYWR0bHzCO+mb8k/PBIKzc3lLb5oyz8m6qptFSbS4qmg8Zyu2youGycWGpPKCVN/p7xda3LQUXduz2wYvN8SaplQVWbSJSucqwQiLMSfCwyDuggjcSOnBW+zjADpkNNEAhwabsAoRFrUS4mAwiCujQ5xJSHH2OY7hI22TsjhliMTWaazRquSyGq37NS1HLdMpKnWTlGFE2RO7Yz32yO7ZC/v4tVbHqdH30qZZGmi5UQmcLGTf/1U1aLZx+KX607ONKjYdrwp5Nxymfwt5oG8dXfSyW5loZ4Vds1fyf8W67IFuoLXe5Js0z1zCRx8Q//ncwyCfiMXXYon0eiS57X6FF4tYxiq99waS2EUKOTqX4xRnOPc8C34hJMwPUgWPqwnhWwhLn7Gaidk=</latexit>
V <latexit sha1_base64="Nm5exm1apqA9q8w9hBxWdE4GLH4=">AAACZHichVFNSwJBGH7cvswsLQmCICQxOsloQdFJ6tLRj/wAE9ndRltcd5fdVTDpD9S16NCpICL6GV36Ax38A0F0NOjSodd1IUqqd5iZZ555n3eemZEMVbFsxroeYWR0bHzCO+mb8k/PBIKzc3lLb5oyz8m6qptFSbS4qmg8Zyu2youGycWGpPKCVN/p7xda3LQUXduz2wYvN8SaplQVWbSJSucrwQiLMSfCwyDuggjcSOnBW+zjADpkNNEAhwabsAoRFrUS4mAwiCujQ5xJSHH2OY7hI22TsjhliMTWaazRquSyGq37NS1HLdMpKnWTlGFE2RO7Yz32yO7ZC/v4tVbHqdH30qZZGmi5UQmcLGTf/1U1aLZx+KX607ONKjYdrwp5Nxymfwt5oG8dXfSyW5loZ4Vds1fyf8W67IFuoLXe5Js0z1zCRx8Q//ncwyCfiMXXYon0eiS57X6FF4tYxiq99waS2EUKOTqX4xRnOPc8C34hJMwPUgWPqwnhWwhLn7Oaido=</latexit>
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<latexit sha1_base64="ocTF+ZBAwS9N/M6u3KW5f+HV3Sc=">AAACvHichVFNSxtRFD2Z1qqprWndCN0MBkOyCS9pwVKoSLvp0iQmERwZ5uOpQ+aLmZeEzJg/0D/QRVcVpJT+hq7c+Ae6cO1KtCsL3XTRO5MBUdHeYd4775x77rvvPd23rVAwdpKTHjycejQ9M5t/PPfk6Xzh2fNO6PUDg7cNz/aCTV0LuW25vC0sYfNNP+Cao9u8q/feJ3p3wIPQ8twNMfL5tqPtutaOZWiCKLXQLbXV2FQM0xPjjhqnQB6OZUXJl97KSth31EhOUqJEjm4qftncjyp+OdofVjIloYYVtVBkVZaGfBvUMlBEFute4SsUmPBgoA8HHC4EYRsaQvq2UAODT9w2YuICQlaqc4yRJ2+fsjhlaMT2aNyl1VbGurROaoap26BdbPoDcspYZj/ZN3bJjtl3dsb+3lkrTmskvYxo1ide7qvzHxdbf/7rcmgW2Lty3duzwA5ep71a1LufMskpjIl/EH26bL1pLscldsDOqf8v7IQd0QncwW/jsMGbn5GnB6jdvO7boFOv1l5W641XxbV32VPM4AWWUKb7XsEaPmAdbdr3B05xgV/SqmRKPcmZpEq5zLOAayEN/gFtAqmk</latexit>

X
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<latexit sha1_base64="vqnVtYHCp+mPN3SJIyg7mKfnoQ0=">AAACcHichVHLSsNAFD2Nr1ofrboRXPgoiroo0yoogiC6canWPqCWkqTTGpomMUlbau0P+ANduLGCiPgZbvwBF/0EcWcFNy68TQOiot5hZs6cuefOmRnJUBXLZqzlEXp6+/oHvIO+oeGRUX9gbDxu6SVT5jFZV3UzKYkWVxWNx2zFVnnSMLlYlFSekAo7nf1EmZuWomuHdtXg6aKY15ScIos2Uelkppat1DeNxexZZSkTCLIQc2LmJwi7IAg39vTADY6QhQ4ZJRTBocEmrEKERS2FMBgM4tKoEWcSUpx9jjp8pC1RFqcMkdgCjXlapVxWo3WnpuWoZTpFpW6Scgbz7JHdsjZ7YHfsib3/Wqvm1Oh4qdIsdbXcyPjPJ6Nv/6qKNNs4/lT96dlGDuuOV4W8Gw7TuYXc1ZdPG+3oxsF8bYFdsWfy32Qtdk830Mqv8vU+P7iAjz4g/P25f4J4JBReCUX2V4Nb2+5XeDGFOSzSe69hC7vYQ4zOPUEDl2h6XoRJYVqY7aYKHlczgS8hLH8ApcaO2w==</latexit>
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<latexit sha1_base64="1wXSXAEXABPqqSH6EvuqGa/v6ac=">AAACcHichVHLSsNAFD2Nr1ofrbopuPBRFHVRJlVQBEF049JWo4KWkqSjhuZlkhba6A/4A124UUFE/Aw3/oCLfoK4U8GNC2/TgKiod5iZM2fuuXNmRrF1zfUYa0SEtvaOzq5od6ynt68/nhgY3HKtsqNySbV0y9lRZJfrmsklT/N0vmM7XDYUnW8rpdXm/naFO65mmZte1eZ5Qz4wtX1NlT2i8lLBL9ZOluyp4nFtupBIsTQLYvQnEEOQQhjrVuIaeyjCgooyDHCY8AjrkOFS24UIBpu4PHziHEJasM9xghhpy5TFKUMmtkTjAa12Q9akdbOmG6hVOkWn7pByFBPsgd2wF3bPbtkje/+1lh/UaHqp0qy0tNwuxE+TG2//qgyaPRx+qv707GEfC4FXjbzbAdO8hdrSV2r1l43F3IQ/yS7ZE/m/YA12RzcwK6/qVZbnzhCjDxC/P/dPsJVJi7PpTHYutbwSfkUUwxjHFL33PJaxhnVIdO4R6jjHReRZSAojwlgrVYiEmiF8CWHmA6u9jt4=</latexit>
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<latexit sha1_base64="yFCwZGR3g3WhLYbHWG/qQsUrPOQ=">AAACcHichVHLSsNAFD2N7/qquim48FEUdVEmKiiCUHTjslVbBS0liVMN5mWSVtrYH/AHunBjBRHxM9z4Ay78BHGnghsX3qQBUVHvMDNnztxz58yMbGmq4zL2EBFaWtvaOzq7ot09vX39sYHBnGOWbIVnFVMz7W1ZcrimGjzrqq7Gty2bS7qs8S35cNXf3ypz21FNY9OtWDyvS/uGWlQVySUqnyt41ePasjVVPTmeLsQSLMmCGP0JxBAkEEbajF1hF3swoaAEHRwGXMIaJDjUdiCCwSIuD484m5Aa7HPUECVtibI4ZUjEHtK4T6udkDVo7dd0ArVCp2jUbVKOYoLds2v2wu7YDXtk77/W8oIavpcKzXJTy61C/2l84+1flU6zi4NP1Z+eXRSxGHhVybsVMP4tlKa+XK2/bCytT3iT7II9kf8Ge2C3dAOj/KpcZvj6GaL0AeL35/4JcrNJcS45m5lPpFbCr+jEMMYxRe+9gBTWkEaWzj1CHedoRJ6FuDAijDVThUioGcKXEGY+APq2jwU=</latexit>
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<latexit sha1_base64="hpZGYogTYFRyZJF4fStgf0N6ODI=">AAACdnichVHLSsNAFD2N7/po1Y0gSLFUXZUbFRRBEN24tNVqQaUkcayheZGkLbX0B/wBF+JCQUX8DDf+gAs/QVwq6MKFt2lAVNQ7zMyZM/fcOTOjOobu+UQPEamtvaOzq7sn2tvXPxCLDw5tenbZ1UROsw3bzauKJwzdEjlf9w2Rd1yhmKohttTSSnN/qyJcT7etDb/miF1TKVr6vq4pPlOF+OCOVzYL9b1GIs9jtbEoF+JJSlMQiZ9ADkESYazZ8SvsYA82NJRhQsCCz9iAAo/bNmQQHOZ2UWfOZaQH+wINRFlb5izBGQqzJR6LvNoOWYvXzZpeoNb4FIO7y8oEUnRP1/RMd3RDj/T+a616UKPppcaz2tIKpxA7Gll//Vdl8uzj4FP1p2cf+5gPvOrs3QmY5i20lr5yePy8vpBN1SfonJ7Y/xk90C3fwKq8aBcZkT1BlD9A/v7cP8HmdFqeSU9nZpNLy+FXdGMU45ji957DElaxhhyfW8UpLnEVeZPGpJQ02UqVIqFmGF9Cog8lHJDZ</latexit>
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<latexit sha1_base64="FVEeIlpBxW0lJU+KaO3PB/3j00U=">AAACdnichVHLSsNAFD2N7/po1Y0gSLFUXZUbFRRBEN24tK1VQaUkcazBvEjSipb+gD/gQlwoaBE/w40/4KKfIC4r6MKFt2lAVNQ7zMyZM/fcOTOjOobu+UT1iNTW3tHZ1d0T7e3rH4jFB4c2PLvkaiKv2YbtbqmKJwzdEnlf9w2x5bhCMVVDbKqHK839zbJwPd221v1jR+yaStHS93VN8ZkqxAd3vJJZqOxVE3keT6qLciGepDQFkfgJ5BAkEcaaHa9hB3uwoaEEEwIWfMYGFHjctiGD4DC3iwpzLiM92BeoIsraEmcJzlCYPeSxyKvtkLV43azpBWqNTzG4u6xMIEWPdEsNeqA7eqL3X2tVghpNL8c8qy2tcAqx05Hc678qk2cfB5+qPz372Md84FVn707ANG+htfTlk7NGbiGbqkzQFT2z/0uq0z3fwCq/aNcZkT1HlD9A/v7cP8HGdFqeSU9nZpNLy+FXdGMU45ji957DElaxhjyfe4QL3KAWeZPGpJQ02UqVIqFmGF9Cog8lEJDZ</latexit>
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<latexit sha1_base64="h/KQ35M3V3xZV009e+EJPeAuFJU=">AAACdnichVHLSsNAFD2N7/po1Y0gSLFUXZUbFRRBEN241NZWQaUkcayheZGkLbX0B/wBF+JCQUX8DDf+gAs/QVwq6MKFt2lAVNQ7zMyZM/fcOTOjOobu+UQPEamtvaOzq7sn2tvXPxCLDw7lPbvsaiKn2YbtbqmKJwzdEjlf9w2x5bhCMVVDbKqlleb+ZkW4nm5bG37NEbumUrT0fV1TfKYK8cEdr2wW6oeNRJ7HamNRLsSTlKYgEj+BHIIkwliz41fYwR5saCjDhIAFn7EBBR63bcggOMztos6cy0gP9gUaiLK2zFmCMxRmSzwWebUdshavmzW9QK3xKQZ3l5UJpOierumZ7uiGHun911r1oEbTS41ntaUVTiF2NJJ9/Vdl8uzj4FP1p2cf+5gPvOrs3QmY5i20lr5yePycXcik6hN0Tk/s/4we6JZvYFVetIt1kTlBlD9A/v7cP0F+Oi3PpKfXZ5NLy+FXdGMU45ji957DElaxhhyfW8UpLnEVeZPGpJQ02UqVIqFmGF9Cog96QpED</latexit>
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X <latexit sha1_base64="CGT4MiT7gY93e7NhcXXzl4ZHpIc=">AAACZHichVFNSwJBGH7cvswsLQmCICQxOsloQdFJ6tLRj/wAE9ndRltcd5fdVTDpD9S16NCpICL6GV36Ax38A0F0NOjSodd1IUqqd5iZZ555n3eemZEMVbFsxroeYWR0bHzCO+mb8k/PBIKzc3lLb5oyz8m6qptFSbS4qmg8Zyu2youGycWGpPKCVN/p7xda3LQUXduz2wYvN8SaplQVWbSJShcrwQiLMSfCwyDuggjcSOnBW+zjADpkNNEAhwabsAoRFrUS4mAwiCujQ5xJSHH2OY7hI22TsjhliMTWaazRquSyGq37NS1HLdMpKnWTlGFE2RO7Yz32yO7ZC/v4tVbHqdH30qZZGmi5UQmcLGTf/1U1aLZx+KX607ONKjYdrwp5Nxymfwt5oG8dXfSyW5loZ4Vds1fyf8W67IFuoLXe5Js0z1zCRx8Q//ncwyCfiMXXYon0eiS57X6FF4tYxiq99waS2EUKOTqX4xRnOPc8C34hJMwPUgWPqwnhWwhLn7eaidw=</latexit>
≈

U <latexit sha1_base64="qVuTWHyPsH8+t3sgbaOhiJ+1Eqg=">AAACZHichVFNSwJBGH7cvswsLQmCICQxOsloQdFJ6tLRj/wAE9ndRltcd5fdVTDpD9S16NCpICL6GV36Ax38A0F0NOjSodd1IUqqd5iZZ555n3eemZEMVbFsxroeYWR0bHzCO+mb8k/PBIKzc3lLb5oyz8m6qptFSbS4qmg8Zyu2youGycWGpPKCVN/p7xda3LQUXduz2wYvN8SaplQVWbSJSucqwQiLMSfCwyDuggjcSOnBW+zjADpkNNEAhwabsAoRFrUS4mAwiCujQ5xJSHH2OY7hI22TsjhliMTWaazRquSyGq37NS1HLdMpKnWTlGFE2RO7Yz32yO7ZC/v4tVbHqdH30qZZGmi5UQmcLGTf/1U1aLZx+KX607ONKjYdrwp5Nxymfwt5oG8dXfSyW5loZ4Vds1fyf8W67IFuoLXe5Js0z1zCRx8Q//ncwyCfiMXXYon0eiS57X6FF4tYxiq99waS2EUKOTqX4xRnOPc8C34hJMwPUgWPqwnhWwhLn7Gaidk=</latexit>
V <latexit sha1_base64="Nm5exm1apqA9q8w9hBxWdE4GLH4=">AAACZHichVFNSwJBGH7cvswsLQmCICQxOsloQdFJ6tLRj/wAE9ndRltcd5fdVTDpD9S16NCpICL6GV36Ax38A0F0NOjSodd1IUqqd5iZZ555n3eemZEMVbFsxroeYWR0bHzCO+mb8k/PBIKzc3lLb5oyz8m6qptFSbS4qmg8Zyu2youGycWGpPKCVN/p7xda3LQUXduz2wYvN8SaplQVWbSJSucrwQiLMSfCwyDuggjcSOnBW+zjADpkNNEAhwabsAoRFrUS4mAwiCujQ5xJSHH2OY7hI22TsjhliMTWaazRquSyGq37NS1HLdMpKnWTlGFE2RO7Yz32yO7ZC/v4tVbHqdH30qZZGmi5UQmcLGTf/1U1aLZx+KX607ONKjYdrwp5Nxymfwt5oG8dXfSyW5loZ4Vds1fyf8W67IFuoLXe5Js0z1zCRx8Q//ncwyCfiMXXYon0eiS57X6FF4tYxiq99waS2EUKOTqX4xRnOPc8C34hJMwPUgWPqwnhWwhLn7Oaido=</latexit>
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1

<latexit sha1_base64="bckreEOirxNFf+zePwo+ZaVRr48=">AAACeHichVHLSsNAFD2N7/qquhHcFEt9gJRJFRRBKLpxWVv7gFZKEqcazIskrdTSH/AHXLgQBVHxM9z4Ay76CeKygiAuvE0DokW9IXPPnLnnzpkZ2dJUx2WsGRB6evv6BwaHgsMjo2PjoYnJrGNWbIVnFFMz7bwsOVxTDZ5xVVfjecvmki5rPCcfbbXXc1VuO6pp7Lo1i+/p0oGhllVFcokqhaaKTkUv1feXjhvhPOXjxoZYCkVYjHkR7gaiDyLwI2mGblDEPkwoqEAHhwGXsAYJDn0FiGCwiNtDnTibkOqtczQQJG2FqjhVSMQe0XhAs4LPGjRv93Q8tUK7aPTbpAwjyp7YHWuxR3bPntnHr73qXo+2lxpluaPlVmn8dDr99q9Kp+zi8Ev1p2cXZax5XlXybnlM+xRKR189OWul11PR+hy7Yi/k/5I12QOdwKi+Ktc7PHWOID2A+PO6u0E2HhOXY/GdlUhi03+KQcxgFgt036tIYBtJZGjfGi5wi7vAuxAW5oXFTqkQ8DVT+BZC/BPC05GQ</latexit>
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<latexit sha1_base64="dm0f6bAuONJ9IHNxj3RemHHAh+g=">AAACeHichVHLSsNAFD2N7/po1Y3gpljqA6RMqqAIgujGZWutLVQpSZzW0LxI0kJb+gP+gAsXoiBa/Aw3/oCLfoK4VBDEhbdpQLSoN2TumTP33DkzI1ua6riMtQNCX//A4NDwSHB0bHwiFJ6cOnDMiq3wjGJqpp2TJYdrqsEzrupqPGfZXNJljWfl8k5nPVvltqOaxr5bs/iRLpUMtagqkktUITx96FT0QuN4ud6MZCjXm5tiIRxlceZFpBeIPojCj6QZvsEhjmFCQQU6OAy4hDVIcOjLQwSDRdwRGsTZhFRvnaOJIGkrVMWpQiK2TGOJZnmfNWje6el4aoV20ei3SRlBjD2yFnthD+yOPbGPX3s1vB4dLzXKclfLrULodCb99q9Kp+zi5Ev1p2cXRax7XlXybnlM5xRKV1+tn72kN/ZijXl2xZ7J/yVrs3s6gVF9Va5TfO8cQXoA8ed194KDRFxciSdSq9Gtbf8phjGLOSzSfa9hC7tIIkP71nCBW7QC70JEWBCWuqVCwNdM41sIiU/I5ZGT</latexit>
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1
<latexit sha1_base64="Dtk0DT8h8ZHIUfnYv/OAeTFOijE=">AAACdnichVHLSsNAFD2Nr1pfVTeCIMVSdVVuVFAEQXTj0leroBKSOGowL5K0xYb+gD/gQlwoqIif4cYfcOEniEsFXbjwNg2IinqHmTlz5p47Z2Y01zT8gOghITU1t7S2JdtTHZ1d3T3p3r6i75Q8XRR0x3S8DU31hWnYohAYgSk2XE+olmaKde1gob6/Xhaebzj2WnDoim1L3bONXUNXA6aUdO+WX7KUsFLLFJWwWqnNyko6S3mKIvMTyDHIIo4lJ32FLezAgY4SLAjYCBibUOFz24QMgsvcNkLmPEZGtC9QQ4q1Jc4SnKEye8DjHq82Y9bmdb2mH6l1PsXk7rEygxzd0zU90x3d0CO9/1orjGrUvRzyrDW0wlV6jgZWX/9VWTwH2P9U/ek5wC6mI68Ge3cjpn4LvaEvV4+fV2dWcuEIndMT+z+jB7rlG9jlF/1iWaycIMUfIH9/7p+gOJ6XJ/Ljy5PZufn4K5IYxDDG+L2nMIdFLKHA51ZwiktcJd6kISknjTZSpUSs6ceXkOgDdCSRAA==</latexit>
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<latexit sha1_base64="UJzlDJYnBtbcozsZanSZ5IDpxxA=">AAACdHichVHLSsNAFD2N7/po1I2gi2KpKEiYqKAIQtGNy1atFlRKko46mCYhSSta+gP+gIuuFIuIn+HGH3DhJ4hLRTcuvEkDoqLeMJkzZ+65c2au7pjC8xl7iElt7R2dXd098d6+/oGEPDi06dkV1+B5wzZtt6BrHjeFxfO+8E1ecFyulXWTb+mHK8H+VpW7nrCtDf/Y4btlbd8Se8LQfKKKcqJQrJWO6smlpDNZmj6aKsopprAwkj+BGoEUosja8hV2UIINAxWUwWHBJ2xCg0ffNlQwOMTtokacS0iE+xx1xElboSxOGRqxh/Tfp9V2xFq0Dmp6odqgU0waLimTSLN7ds2e2R27YY/s/ddatbBG4OWYZr2l5U4xcTqy/vavqkyzj4NP1Z+efexhIfQqyLsTMsEtjJa+enL2vL64lq5NsAv2RP7P2QO7pRtY1RejmeNrDcSpAer35/4JNmcUdVaZyc2lMstRK7oxinFM0nvPI4NVZJEPe9LAJZqxV2lMSknpVqoUizTD+BKS8gFd8Y8Q</latexit>

U
d
z
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z)

<latexit sha1_base64="Jk2uykTBybuZsGu3PK5i0h7RZzY=">AAACdHichVHLSsNAFD2Nr1ofjboRdFEMlQoSJioogiC6cemrtqClJOlUg3mRpAUb+gP+gAtXiiLiZ7jxB1z4CeJS0Y0Lb9OAqKg3TObMmXvunJmruabhB4w9JISOzq7unmRvqq9/YDAtDg3v+E7N03led0zHK2qqz03D5vnACExedD2uWprJC9rhamu/UOeebzj2dnDk8pKl7ttG1dDVgKiymM6Xw0qjmVnKuLnKdGOqLEpMZlFkfgIlBhLiWHfEK+yhAgc6arDAYSMgbEKFT98uFDC4xJUQEucRMqJ9jiZSpK1RFqcMldhD+u/TajdmbVq3avqRWqdTTBoeKTPIsnt2zZ7ZHbthj+z911phVKPl5Yhmra3lbjl9PLr19q/KojnAwafqT88BqliIvBrk3Y2Y1i30tr7eOHneWtzMhpPsnD2R/zP2wG7pBnb9Rb/c4JunSFEDlO/P/RPszMjKrDyzMSctr8StSGIME8jRe89jGWtYRz7qySkucJl4FcYFSci2U4VErBnBlxDkD2PojxM=</latexit>
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z
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)

<latexit sha1_base64="h8UAOS6ObR60s1WCmrFxu+BtS4Y=">AAACdHichVHLSsNAFD2Nr1ofjboRdBEMlbopUxUUQSi6camtrYJKSOKowTQJSVppa3/AH3DRlWIR8TPc+AMu/ARxqejGhbdpQLSoN0zmzJl77pyZqzmm4fmMPUaEru6e3r5of2xgcGg4Lo6MFjy75Oo8r9um7W5rqsdNw+J53/BNvu24XC1qJt/Sjldb+1tl7nqGbW36FYfvFdVDyzgwdNUnShHjBaVWPalLy5KTPDmtziiizFIsCKkTpEMgI4x1W7zGLvZhQ0cJRXBY8AmbUOHRt4M0GBzi9lAjziVkBPscdcRIW6IsThkqscf0P6TVTshatG7V9AK1TqeYNFxSSkiwB3bDXtg9u2VP7OPXWrWgRstLhWatreWOEj8bz73/qyrS7OPoS/WnZx8HWAy8GuTdCZjWLfS2vlw9f8ktZRO1aXbJnsn/BXtkd3QDq/yqNzd4toEYNSD987k7QWE2lZ5LzW7My5mVsBVRTGAKSXrvBWSwhnXkg540cIVm5E2YFGQh0U4VIqFmDN9CSH0CU7KPig==</latexit>
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<latexit sha1_base64="/NavbF95Tfn6I7YUZlKuY0mEHQQ=">AAACvHichVHLShxBFD22MdGJiaNuBDdNBocZCEONERRBEd249DUzgi1NP0ptpl9018xgt/MD/kAWWSmIhHyDKzf5gSxcZxXUlYFssvB2T4OomNymq06dc8+tW1W6b1uhYOyqT+p/NfD6zeBQ7u3wu/cj+dGxeui1AoPXDM/2gm1dC7ltubwmLGHzbT/gmqPbvKE3VxK90eZBaHnuljj0+a6j7bvWnmVogig13yjW1NhUDNMT3boap0DudGVFyRUXZCVsOWokJylRIkdPFb9kfozKfqlzFJUzJaE6ZTVfYBWWhvwcVDNQQBZrXv4cCkx4MNCCAw4XgrANDSF9O6iCwSduFzFxASEr1Tm6yJG3RVmcMjRimzTu02onY11aJzXD1G3QLjb9ATllTLEf7Cu7Y9/ZN/aL/X2xVpzWSHo5pFnvebmvjhxPbP75r8uhWeDgwfXPngX2MJf2alHvfsokpzB6/nb0+W5zfmMqLrJTdk39n7ArdkkncNu/jbN1vvEFOXqA6tPrfg7q05Xqp8r0+kxhaTl7ikFM4gNKdN+zWMIq1lCjfS/wEze4lRYlU2pKTi9V6ss843gUUvseJb2pBA==</latexit>

X <latexit sha1_base64="CGT4MiT7gY93e7NhcXXzl4ZHpIc=">AAACZHichVFNSwJBGH7cvswsLQmCICQxOsloQdFJ6tLRj/wAE9ndRltcd5fdVTDpD9S16NCpICL6GV36Ax38A0F0NOjSodd1IUqqd5iZZ555n3eemZEMVbFsxroeYWR0bHzCO+mb8k/PBIKzc3lLb5oyz8m6qptFSbS4qmg8Zyu2youGycWGpPKCVN/p7xda3LQUXduz2wYvN8SaplQVWbSJShcrwQiLMSfCwyDuggjcSOnBW+zjADpkNNEAhwabsAoRFrUS4mAwiCujQ5xJSHH2OY7hI22TsjhliMTWaazRquSyGq37NS1HLdMpKnWTlGFE2RO7Yz32yO7ZC/v4tVbHqdH30qZZGmi5UQmcLGTf/1U1aLZx+KX607ONKjYdrwp5Nxymfwt5oG8dXfSyW5loZ4Vds1fyf8W67IFuoLXe5Js0z1zCRx8Q//ncwyCfiMXXYon0eiS57X6FF4tYxiq99waS2EUKOTqX4xRnOPc8C34hJMwPUgWPqwnhWwhLn7eaidw=</latexit>
≈

U <latexit sha1_base64="qVuTWHyPsH8+t3sgbaOhiJ+1Eqg=">AAACZHichVFNSwJBGH7cvswsLQmCICQxOsloQdFJ6tLRj/wAE9ndRltcd5fdVTDpD9S16NCpICL6GV36Ax38A0F0NOjSodd1IUqqd5iZZ555n3eemZEMVbFsxroeYWR0bHzCO+mb8k/PBIKzc3lLb5oyz8m6qptFSbS4qmg8Zyu2youGycWGpPKCVN/p7xda3LQUXduz2wYvN8SaplQVWbSJSucqwQiLMSfCwyDuggjcSOnBW+zjADpkNNEAhwabsAoRFrUS4mAwiCujQ5xJSHH2OY7hI22TsjhliMTWaazRquSyGq37NS1HLdMpKnWTlGFE2RO7Yz32yO7ZC/v4tVbHqdH30qZZGmi5UQmcLGTf/1U1aLZx+KX607ONKjYdrwp5Nxymfwt5oG8dXfSyW5loZ4Vds1fyf8W67IFuoLXe5Js0z1zCRx8Q//ncwyCfiMXXYon0eiS57X6FF4tYxiq99waS2EUKOTqX4xRnOPc8C34hJMwPUgWPqwnhWwhLn7Gaidk=</latexit>
V <latexit sha1_base64="Nm5exm1apqA9q8w9hBxWdE4GLH4=">AAACZHichVFNSwJBGH7cvswsLQmCICQxOsloQdFJ6tLRj/wAE9ndRltcd5fdVTDpD9S16NCpICL6GV36Ax38A0F0NOjSodd1IUqqd5iZZ555n3eemZEMVbFsxroeYWR0bHzCO+mb8k/PBIKzc3lLb5oyz8m6qptFSbS4qmg8Zyu2youGycWGpPKCVN/p7xda3LQUXduz2wYvN8SaplQVWbSJSucrwQiLMSfCwyDuggjcSOnBW+zjADpkNNEAhwabsAoRFrUS4mAwiCujQ5xJSHH2OY7hI22TsjhliMTWaazRquSyGq37NS1HLdMpKnWTlGFE2RO7Yz32yO7ZC/v4tVbHqdH30qZZGmi5UQmcLGTf/1U1aLZx+KX607ONKjYdrwp5Nxymfwt5oG8dXfSyW5loZ4Vds1fyf8W67IFuoLXe5Js0z1zCRx8Q//ncwyCfiMXXYon0eiS57X6FF4tYxiq99waS2EUKOTqX4xRnOPc8C34hJMwPUgWPqwnhWwhLn7Oaido=</latexit>
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1

<latexit sha1_base64="bckreEOirxNFf+zePwo+ZaVRr48=">AAACeHichVHLSsNAFD2N7/qquhHcFEt9gJRJFRRBKLpxWVv7gFZKEqcazIskrdTSH/AHXLgQBVHxM9z4Ay76CeKygiAuvE0DokW9IXPPnLnnzpkZ2dJUx2WsGRB6evv6BwaHgsMjo2PjoYnJrGNWbIVnFFMz7bwsOVxTDZ5xVVfjecvmki5rPCcfbbXXc1VuO6pp7Lo1i+/p0oGhllVFcokqhaaKTkUv1feXjhvhPOXjxoZYCkVYjHkR7gaiDyLwI2mGblDEPkwoqEAHhwGXsAYJDn0FiGCwiNtDnTibkOqtczQQJG2FqjhVSMQe0XhAs4LPGjRv93Q8tUK7aPTbpAwjyp7YHWuxR3bPntnHr73qXo+2lxpluaPlVmn8dDr99q9Kp+zi8Ev1p2cXZax5XlXybnlM+xRKR189OWul11PR+hy7Yi/k/5I12QOdwKi+Ktc7PHWOID2A+PO6u0E2HhOXY/GdlUhi03+KQcxgFgt036tIYBtJZGjfGi5wi7vAuxAW5oXFTqkQ8DVT+BZC/BPC05GQ</latexit>
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1

<latexit sha1_base64="dm0f6bAuONJ9IHNxj3RemHHAh+g=">AAACeHichVHLSsNAFD2N7/po1Y3gpljqA6RMqqAIgujGZWutLVQpSZzW0LxI0kJb+gP+gAsXoiBa/Aw3/oCLfoK4VBDEhbdpQLSoN2TumTP33DkzI1ua6riMtQNCX//A4NDwSHB0bHwiFJ6cOnDMiq3wjGJqpp2TJYdrqsEzrupqPGfZXNJljWfl8k5nPVvltqOaxr5bs/iRLpUMtagqkktUITx96FT0QuN4ud6MZCjXm5tiIRxlceZFpBeIPojCj6QZvsEhjmFCQQU6OAy4hDVIcOjLQwSDRdwRGsTZhFRvnaOJIGkrVMWpQiK2TGOJZnmfNWje6el4aoV20ei3SRlBjD2yFnthD+yOPbGPX3s1vB4dLzXKclfLrULodCb99q9Kp+zi5Ev1p2cXRax7XlXybnlM5xRKV1+tn72kN/ZijXl2xZ7J/yVrs3s6gVF9Va5TfO8cQXoA8ed194KDRFxciSdSq9Gtbf8phjGLOSzSfa9hC7tIIkP71nCBW7QC70JEWBCWuqVCwNdM41sIiU/I5ZGT</latexit>

X w
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z
w
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1
<latexit sha1_base64="Dtk0DT8h8ZHIUfnYv/OAeTFOijE=">AAACdnichVHLSsNAFD2Nr1pfVTeCIMVSdVVuVFAEQXTj0leroBKSOGowL5K0xYb+gD/gQlwoqIif4cYfcOEniEsFXbjwNg2IinqHmTlz5p47Z2Y01zT8gOghITU1t7S2JdtTHZ1d3T3p3r6i75Q8XRR0x3S8DU31hWnYohAYgSk2XE+olmaKde1gob6/Xhaebzj2WnDoim1L3bONXUNXA6aUdO+WX7KUsFLLFJWwWqnNyko6S3mKIvMTyDHIIo4lJ32FLezAgY4SLAjYCBibUOFz24QMgsvcNkLmPEZGtC9QQ4q1Jc4SnKEye8DjHq82Y9bmdb2mH6l1PsXk7rEygxzd0zU90x3d0CO9/1orjGrUvRzyrDW0wlV6jgZWX/9VWTwH2P9U/ek5wC6mI68Ge3cjpn4LvaEvV4+fV2dWcuEIndMT+z+jB7rlG9jlF/1iWaycIMUfIH9/7p+gOJ6XJ/Ljy5PZufn4K5IYxDDG+L2nMIdFLKHA51ZwiktcJd6kISknjTZSpUSs6ceXkOgDdCSRAA==</latexit>
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)

<latexit sha1_base64="UJzlDJYnBtbcozsZanSZ5IDpxxA=">AAACdHichVHLSsNAFD2N7/po1I2gi2KpKEiYqKAIQtGNy1atFlRKko46mCYhSSta+gP+gIuuFIuIn+HGH3DhJ4hLRTcuvEkDoqLeMJkzZ+65c2au7pjC8xl7iElt7R2dXd098d6+/oGEPDi06dkV1+B5wzZtt6BrHjeFxfO+8E1ecFyulXWTb+mHK8H+VpW7nrCtDf/Y4btlbd8Se8LQfKKKcqJQrJWO6smlpDNZmj6aKsopprAwkj+BGoEUosja8hV2UIINAxWUwWHBJ2xCg0ffNlQwOMTtokacS0iE+xx1xElboSxOGRqxh/Tfp9V2xFq0Dmp6odqgU0waLimTSLN7ds2e2R27YY/s/ddatbBG4OWYZr2l5U4xcTqy/vavqkyzj4NP1Z+efexhIfQqyLsTMsEtjJa+enL2vL64lq5NsAv2RP7P2QO7pRtY1RejmeNrDcSpAer35/4JNmcUdVaZyc2lMstRK7oxinFM0nvPI4NVZJEPe9LAJZqxV2lMSknpVqoUizTD+BKS8gFd8Y8Q</latexit>
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<latexit sha1_base64="Jk2uykTBybuZsGu3PK5i0h7RZzY=">AAACdHichVHLSsNAFD2Nr1ofjboRdFEMlQoSJioogiC6cemrtqClJOlUg3mRpAUb+gP+gAtXiiLiZ7jxB1z4CeJS0Y0Lb9OAqKg3TObMmXvunJmruabhB4w9JISOzq7unmRvqq9/YDAtDg3v+E7N03led0zHK2qqz03D5vnACExedD2uWprJC9rhamu/UOeebzj2dnDk8pKl7ttG1dDVgKiymM6Xw0qjmVnKuLnKdGOqLEpMZlFkfgIlBhLiWHfEK+yhAgc6arDAYSMgbEKFT98uFDC4xJUQEucRMqJ9jiZSpK1RFqcMldhD+u/TajdmbVq3avqRWqdTTBoeKTPIsnt2zZ7ZHbthj+z911phVKPl5Yhmra3lbjl9PLr19q/KojnAwafqT88BqliIvBrk3Y2Y1i30tr7eOHneWtzMhpPsnD2R/zP2wG7pBnb9Rb/c4JunSFEDlO/P/RPszMjKrDyzMSctr8StSGIME8jRe89jGWtYRz7qySkucJl4FcYFSci2U4VErBnBlxDkD2PojxM=</latexit>
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<latexit sha1_base64="h8UAOS6ObR60s1WCmrFxu+BtS4Y=">AAACdHichVHLSsNAFD2Nr1ofjboRdBEMlbopUxUUQSi6camtrYJKSOKowTQJSVppa3/AH3DRlWIR8TPc+AMu/ARxqejGhbdpQLSoN0zmzJl77pyZqzmm4fmMPUaEru6e3r5of2xgcGg4Lo6MFjy75Oo8r9um7W5rqsdNw+J53/BNvu24XC1qJt/Sjldb+1tl7nqGbW36FYfvFdVDyzgwdNUnShHjBaVWPalLy5KTPDmtziiizFIsCKkTpEMgI4x1W7zGLvZhQ0cJRXBY8AmbUOHRt4M0GBzi9lAjziVkBPscdcRIW6IsThkqscf0P6TVTshatG7V9AK1TqeYNFxSSkiwB3bDXtg9u2VP7OPXWrWgRstLhWatreWOEj8bz73/qyrS7OPoS/WnZx8HWAy8GuTdCZjWLfS2vlw9f8ktZRO1aXbJnsn/BXtkd3QDq/yqNzd4toEYNSD987k7QWE2lZ5LzW7My5mVsBVRTGAKSXrvBWSwhnXkg540cIVm5E2YFGQh0U4VIqFmDN9CSH0CU7KPig==</latexit>
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<latexit sha1_base64="/NavbF95Tfn6I7YUZlKuY0mEHQQ=">AAACvHichVHLShxBFD22MdGJiaNuBDdNBocZCEONERRBEd249DUzgi1NP0ptpl9018xgt/MD/kAWWSmIhHyDKzf5gSxcZxXUlYFssvB2T4OomNymq06dc8+tW1W6b1uhYOyqT+p/NfD6zeBQ7u3wu/cj+dGxeui1AoPXDM/2gm1dC7ltubwmLGHzbT/gmqPbvKE3VxK90eZBaHnuljj0+a6j7bvWnmVogig13yjW1NhUDNMT3boap0DudGVFyRUXZCVsOWokJylRIkdPFb9kfozKfqlzFJUzJaE6ZTVfYBWWhvwcVDNQQBZrXv4cCkx4MNCCAw4XgrANDSF9O6iCwSduFzFxASEr1Tm6yJG3RVmcMjRimzTu02onY11aJzXD1G3QLjb9ATllTLEf7Cu7Y9/ZN/aL/X2xVpzWSHo5pFnvebmvjhxPbP75r8uhWeDgwfXPngX2MJf2alHvfsokpzB6/nb0+W5zfmMqLrJTdk39n7ArdkkncNu/jbN1vvEFOXqA6tPrfg7q05Xqp8r0+kxhaTl7ikFM4gNKdN+zWMIq1lCjfS/wEze4lRYlU2pKTi9V6ss843gUUvseJb2pBA==</latexit>

(c
)P

M
F

m
od

e3

X <latexit sha1_base64="CGT4MiT7gY93e7NhcXXzl4ZHpIc=">AAACZHichVFNSwJBGH7cvswsLQmCICQxOsloQdFJ6tLRj/wAE9ndRltcd5fdVTDpD9S16NCpICL6GV36Ax38A0F0NOjSodd1IUqqd5iZZ555n3eemZEMVbFsxroeYWR0bHzCO+mb8k/PBIKzc3lLb5oyz8m6qptFSbS4qmg8Zyu2youGycWGpPKCVN/p7xda3LQUXduz2wYvN8SaplQVWbSJShcrwQiLMSfCwyDuggjcSOnBW+zjADpkNNEAhwabsAoRFrUS4mAwiCujQ5xJSHH2OY7hI22TsjhliMTWaazRquSyGq37NS1HLdMpKnWTlGFE2RO7Yz32yO7ZC/v4tVbHqdH30qZZGmi5UQmcLGTf/1U1aLZx+KX607ONKjYdrwp5Nxymfwt5oG8dXfSyW5loZ4Vds1fyf8W67IFuoLXe5Js0z1zCRx8Q//ncwyCfiMXXYon0eiS57X6FF4tYxiq99waS2EUKOTqX4xRnOPc8C34hJMwPUgWPqwnhWwhLn7eaidw=</latexit>
≈

X d
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1

<latexit sha1_base64="bckreEOirxNFf+zePwo+ZaVRr48=">AAACeHichVHLSsNAFD2N7/qquhHcFEt9gJRJFRRBKLpxWVv7gFZKEqcazIskrdTSH/AHXLgQBVHxM9z4Ay76CeKygiAuvE0DokW9IXPPnLnnzpkZ2dJUx2WsGRB6evv6BwaHgsMjo2PjoYnJrGNWbIVnFFMz7bwsOVxTDZ5xVVfjecvmki5rPCcfbbXXc1VuO6pp7Lo1i+/p0oGhllVFcokqhaaKTkUv1feXjhvhPOXjxoZYCkVYjHkR7gaiDyLwI2mGblDEPkwoqEAHhwGXsAYJDn0FiGCwiNtDnTibkOqtczQQJG2FqjhVSMQe0XhAs4LPGjRv93Q8tUK7aPTbpAwjyp7YHWuxR3bPntnHr73qXo+2lxpluaPlVmn8dDr99q9Kp+zi8Ev1p2cXZax5XlXybnlM+xRKR189OWul11PR+hy7Yi/k/5I12QOdwKi+Ktc7PHWOID2A+PO6u0E2HhOXY/GdlUhi03+KQcxgFgt036tIYBtJZGjfGi5wi7vAuxAW5oXFTqkQ8DVT+BZC/BPC05GQ</latexit>
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)

<latexit sha1_base64="UJzlDJYnBtbcozsZanSZ5IDpxxA=">AAACdHichVHLSsNAFD2N7/po1I2gi2KpKEiYqKAIQtGNy1atFlRKko46mCYhSSta+gP+gIuuFIuIn+HGH3DhJ4hLRTcuvEkDoqLeMJkzZ+65c2au7pjC8xl7iElt7R2dXd098d6+/oGEPDi06dkV1+B5wzZtt6BrHjeFxfO+8E1ecFyulXWTb+mHK8H+VpW7nrCtDf/Y4btlbd8Se8LQfKKKcqJQrJWO6smlpDNZmj6aKsopprAwkj+BGoEUosja8hV2UIINAxWUwWHBJ2xCg0ffNlQwOMTtokacS0iE+xx1xElboSxOGRqxh/Tfp9V2xFq0Dmp6odqgU0waLimTSLN7ds2e2R27YY/s/ddatbBG4OWYZr2l5U4xcTqy/vavqkyzj4NP1Z+efexhIfQqyLsTMsEtjJa+enL2vL64lq5NsAv2RP7P2QO7pRtY1RejmeNrDcSpAer35/4JNmcUdVaZyc2lMstRK7oxinFM0nvPI4NVZJEPe9LAJZqxV2lMSknpVqoUizTD+BKS8gFd8Y8Q</latexit>

V <latexit sha1_base64="Nm5exm1apqA9q8w9hBxWdE4GLH4=">AAACZHichVFNSwJBGH7cvswsLQmCICQxOsloQdFJ6tLRj/wAE9ndRltcd5fdVTDpD9S16NCpICL6GV36Ax38A0F0NOjSodd1IUqqd5iZZ555n3eemZEMVbFsxroeYWR0bHzCO+mb8k/PBIKzc3lLb5oyz8m6qptFSbS4qmg8Zyu2youGycWGpPKCVN/p7xda3LQUXduz2wYvN8SaplQVWbSJSucrwQiLMSfCwyDuggjcSOnBW+zjADpkNNEAhwabsAoRFrUS4mAwiCujQ5xJSHH2OY7hI22TsjhliMTWaazRquSyGq37NS1HLdMpKnWTlGFE2RO7Yz32yO7ZC/v4tVbHqdH30qZZGmi5UQmcLGTf/1U1aLZx+KX607ONKjYdrwp5Nxymfwt5oG8dXfSyW5loZ4Vds1fyf8W67IFuoLXe5Js0z1zCRx8Q//ncwyCfiMXXYon0eiS57X6FF4tYxiq99waS2EUKOTqX4xRnOPc8C34hJMwPUgWPqwnhWwhLn7Oaido=</latexit>
X z
,w

V
z
w
=

1
<latexit sha1_base64="nXK3+XEnE8r2gG+/Gg0Rens/Tck=">AAACeHichVHLSsNAFD2N7/potRvBTbHUB0iZVEERhKIbl221tVBLSeK0BvMiSSu19Af8ARcuREG0+Blu/AEXfoK4VBDEhbdpQFTUGzL3zJl77pyZkS1NdVzGHgJCT29f/8DgUHB4ZHQsFB6fyDtmzVZ4TjE10y7IksM11eA5V3U1XrBsLumyxnfkg43O+k6d245qGttuw+IlXaoaakVVJJeocjiy69T0cvNo4bAVzVM+bK2J5XCMJZgX0Z9A9EEMfqTN8BV2sQcTCmrQwWHAJaxBgkNfESIYLOJKaBJnE1K9dY4WgqStURWnConYAxqrNCv6rEHzTk/HUyu0i0a/Tcoo4uyetdkzu2M37JG9/9qr6fXoeGlQlrtabpVDx5Nbr/+qdMou9j9Vf3p2UcGK51Ul75bHdE6hdPX1o5PnrdVsvDnDLtgT+T9nD+yWTmDUX5TLDM+eIkgPIH6/7p8gn0yIi4lkZimWWvefYhBTmMYc3fcyUthEGjnat4EzXKMdeBOiwqww3y0VAr4mgi8hJD8AGDSRug==</latexit>

V
z
w
=

p(
z,
w
)

<latexit sha1_base64="K6xC1dKpNXsdWPxbdUGQyqmUWxI=">AAACcHichVFNLwNBGH66vuujxUXioDQEkWYWCZFIhItji5akmmZ3TWtjv+xuK7rxB/wBBxckIuJnuPgDDv0J4obExcG7202EBu9kZp555n3eeWZGtjTVcRmrR4SW1rb2js6uaHdPb18s3j+Qc8yKrfCsYmqmvSNLDtdUg2dd1dX4jmVzSZc1vi0frPn721VuO6ppbLnHFi/oUtlQS6oiuUQVckWvdnSybE3WZo6mivEkS7EgEs1ADEESYaTN+A12sQcTCirQwWHAJaxBgkMtDxEMFnEFeMTZhNRgn+MEUdJWKItThkTsAY1lWuVD1qC1X9MJ1AqdolG3SZnAOHtkt+yVPbA79sQ+fq3lBTV8L8c0yw0tt4qx06HN939VOs0u9r9Uf3p2UcJi4FUl71bA+LdQGvpq7ex1c2lj3JtgV+yZ/F+yOrunGxjVN+U6wzfOEaUPEH8+dzPIzabEudRsZj65shp+RSeGMYZJeu8FrGAdaWTp3EOc4QKXkRdhSBgRRhupQiTUDOJbCNOfWhaOtQ==</latexit>

U <latexit sha1_base64="qVuTWHyPsH8+t3sgbaOhiJ+1Eqg=">AAACZHichVFNSwJBGH7cvswsLQmCICQxOsloQdFJ6tLRj/wAE9ndRltcd5fdVTDpD9S16NCpICL6GV36Ax38A0F0NOjSodd1IUqqd5iZZ555n3eemZEMVbFsxroeYWR0bHzCO+mb8k/PBIKzc3lLb5oyz8m6qptFSbS4qmg8Zyu2youGycWGpPKCVN/p7xda3LQUXduz2wYvN8SaplQVWbSJSucqwQiLMSfCwyDuggjcSOnBW+zjADpkNNEAhwabsAoRFrUS4mAwiCujQ5xJSHH2OY7hI22TsjhliMTWaazRquSyGq37NS1HLdMpKnWTlGFE2RO7Yz32yO7ZC/v4tVbHqdH30qZZGmi5UQmcLGTf/1U1aLZx+KX607ONKjYdrwp5Nxymfwt5oG8dXfSyW5loZ4Vds1fyf8W67IFuoLXe5Js0z1zCRx8Q//ncwyCfiMXXYon0eiS57X6FF4tYxiq99waS2EUKOTqX4xRnOPc8C34hJMwPUgWPqwnhWwhLn7Gaidk=</latexit>

U
d
z
=

p(
d|
z)

<latexit sha1_base64="1wXSXAEXABPqqSH6EvuqGa/v6ac=">AAACcHichVHLSsNAFD2Nr1ofrbopuPBRFHVRJlVQBEF049JWo4KWkqSjhuZlkhba6A/4A124UUFE/Aw3/oCLfoK4U8GNC2/TgKiod5iZM2fuuXNmRrF1zfUYa0SEtvaOzq5od6ynt68/nhgY3HKtsqNySbV0y9lRZJfrmsklT/N0vmM7XDYUnW8rpdXm/naFO65mmZte1eZ5Qz4wtX1NlT2i8lLBL9ZOluyp4nFtupBIsTQLYvQnEEOQQhjrVuIaeyjCgooyDHCY8AjrkOFS24UIBpu4PHziHEJasM9xghhpy5TFKUMmtkTjAa12Q9akdbOmG6hVOkWn7pByFBPsgd2wF3bPbtkje/+1lh/UaHqp0qy0tNwuxE+TG2//qgyaPRx+qv707GEfC4FXjbzbAdO8hdrSV2r1l43F3IQ/yS7ZE/m/YA12RzcwK6/qVZbnzhCjDxC/P/dPsJVJi7PpTHYutbwSfkUUwxjHFL33PJaxhnVIdO4R6jjHReRZSAojwlgrVYiEmiF8CWHmA6u9jt4=</latexit>

X d

U
d
z
=

1
<latexit sha1_base64="FVEeIlpBxW0lJU+KaO3PB/3j00U=">AAACdnichVHLSsNAFD2N7/po1Y0gSLFUXZUbFRRBEN24tK1VQaUkcazBvEjSipb+gD/gQlwoaBE/w40/4KKfIC4r6MKFt2lAVNQ7zMyZM/fcOTOjOobu+UT1iNTW3tHZ1d0T7e3rH4jFB4c2PLvkaiKv2YbtbqmKJwzdEnlf9w2x5bhCMVVDbKqHK839zbJwPd221v1jR+yaStHS93VN8ZkqxAd3vJJZqOxVE3keT6qLciGepDQFkfgJ5BAkEcaaHa9hB3uwoaEEEwIWfMYGFHjctiGD4DC3iwpzLiM92BeoIsraEmcJzlCYPeSxyKvtkLV43azpBWqNTzG4u6xMIEWPdEsNeqA7eqL3X2tVghpNL8c8qy2tcAqx05Hc678qk2cfB5+qPz372Md84FVn707ANG+htfTlk7NGbiGbqkzQFT2z/0uq0z3fwCq/aNcZkT1HlD9A/v7cP8HGdFqeSU9nZpNLy+FXdGMU45ji957DElaxhjyfe4QL3KAWeZPGpJQ02UqVIqFmGF9Cog8lEJDZ</latexit>

U
d
·V

·w

=
X z

U
d
z
V
z
w

=
X z

p(
d|
z)
p(
z,
w
)

=
p(
d,
w
)

<latexit sha1_base64="4SEV5UnN8//bixCiQuiACtzDkLI=">AAACvHichVFNSxtRFD1Oa6vpR6JuBDeDwRChhBdbqAgV0Y1LjSYRHBnm4xmHzBczLxFnzB/wD3TRlYKI+Btcuekf6CLrrkRdWeimi96ZDEiVtvfx3jv33Hvuu+893betUDDWH5KePR9+8XJkNPfq9Zu3+cLYeCP0OoHB64Zne8GWroXctlxeF5aw+ZYfcM3Rbd7U2ytJvNnlQWh57qY48PmOo7Vca9cyNEGUWmiW6mpsKobpiV5DjVMg7/dkRcmVPslK2HHUSE5SoiQcPY74ZfMwmvXL0bv92SxCFDlqocgqLDX5KahmoIjM1rzCGRSY8GCgAwccLgRhGxpCGtuogsEnbgcxcQEhK41z9JAjbYeyOGVoxLZpbZG3nbEu+UnNMFUbdIpNMyCljBn2jZ2ze/aVXbBr9uuvteK0RtLLAe36QMt9NX80ufHzvyqHdoG9B9U/exbYxXzaq0W9+ymT3MIY6LvR5/uNhdpMXGIn7Ib6P2Z9dkU3cLs/jNN1XvuCHH1A9fFzPwWNuUr1fWVu/UNxaTn7ihFMYRpleu+PWMIq1lCncy/xHbe4kxYlU2pLziBVGso0E/jDpO5vJ6OpBA==</latexit>

(d
)P

M
F

m
od

e4

Fi
gu

re
3.

2:
Va

ri
at

io
ns

of
pr

ob
ab

ili
ty

m
at

ri
x

fa
ct

or
iz

at
io

n.
T

he
re

ar
e

4
m

od
es

of
co

ns
tr

ai
nt

s.
E

ac
h

of
th

em
re

pr
es

en
ts

di
ff

er
en

t
pr

ob
ab

ili
st

ic
in

te
rp

re
ta

tio
ns

.
U

nd
er

th
e

va
ri

at
io

ns
,

th
e

pr
ob

ab
ili

st
ic

in
te

rp
re

ta
tio

n
of

el
em

en
ts

in
th

e
in

pu
t

m
at

ri
x

an
d

m
ul

tip
lic

at
io

n
of

th
e

ou
tp

ut
m

at
ri

ce
s

is
co

ns
is

te
nt

.

33



For optimizing the loss functions for each mode, we can use the optimization
algorithm described in section3.3 by setting the Lagrange i.e. λ or ψz in an appro-
priate way. For updating the matrix of constraint that the sum of all elements is
1, we can use the updating rule for U in section3.3. For entire constraint, such as∑

ij Uij = 1, we can use the updating rule for U in section3.3. For row-wise con-
straint, such as

∑
j Uij = 1, we can use the updating rule for V in section3.3. For

column-wise constraint, such as
∑

i Uij = 1, we can use the updating rule for V in
section3.3 by setting the index z of ψz are ranged to column-wise. In summary, the
updating rules for the matrices under constraints are follows:

For entirely constrained matrix.

S ′
ij ← Sij

[
∂Sij

L
]−

+ ζ−[
∂Sij

L
]+

+ ζ+
, (3.49)

ζ− =

1−
∑

i,j

Sij[∂Sij
L]

−

[∂Sij
L]

+
+ζ+∑

i,j
Sij

[∂Sij
L]

+
+ζ+

, (3.50)

ζ+ = max
(
max

(
−∂S·,·L

)
, 0
)
, (3.51)

For row-wisely constrained matrix.

S ′
ij ← Sij

[
∂Sij

L
]−

+ ζ−i[
∂Sij

L
]+

+ ζ+i
, (3.52)

ζ−i =

1−
∑

j

Sij[∂Sij
L]

−

[∂Sij
L]

+
+ζ+i∑

j
Sij

[∂Sij
L]

+
+ζ+i

, (3.53)

ζ+i = max
(
max

(
−∂Si,·L

)
, 0
)
, (3.54)

For column-wisely constrained matrix.

S ′
ij ← Sij

[
∂Sij

L
]−

+ ζ−j[
∂Sij

L
]+

+ ζ+j
, (3.55)

ζ−j =

1−
∑

i

Sij[∂Sij
L]

−

[∂Sij
L]

+
+ζ+j∑

i
Sij

[∂Sij
L]

+
+ζ+j

, (3.56)

ζ+j = max
(
max

(
−∂S·,jL

)
, 0
)
. (3.57)
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3.5 Theoretical Analyses for Loss Functions

In this section, we theoretical analyse the loss function of PMF . We revealed that
the loss function of generalized KL-divergence is equivalent to probabilistic latent
semantic analysis [29], and the KL-divergence based proposed loss function with
Dirichlet regularization is equivalent to a loss function of latent Dirichlet allocation
with MAP estimation [30].

3.5.1 Relationships between pLSA and PMFmode3

In this sebsection, we analyse the likelihood function of pLSA and the loss func-
tion of PMFmode3 on generalized KL-divergence. Consequently, we found that
the minimization of loss function of PMFmode3 is equivalent to maximizing the
log-likelihood function of pLSA. In the following section, we summarize genera-
tive processes of pLSA and PMFmode3, and we analyze the relation ships between
them.

Generative process of pLSA

In pLSA model, the probability of dataset D is

p(D) =
∏
d

∏
w

∑
z

p(w|z)p(z|d)p(d). (3.58)

The probability p(D) is equivalently parameterized by

p(D) =
∏
d

∏
w

∑
z

p(w|z)p(d|z)p(z). (3.59)

pLSA estimates the parameters by maximizing the log-likelihood of the generative
probability of dataset p(D). The log-likelihood of p(D) is

log p(D) =
∑
d,w

log
∑
z

p(w|z)p(z|d)p(d) =
∑
d,w

log
∑
z

p(w|z)p(d|z)p(z)

(3.60)
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Theoretical analysis of loss function for PMFmode3

In this section, we give a theoretical analysis for loss function of PMFmode3 and
relationships between pLSA.

Let ndw = N · Xdw = N · p(w, d), which is the number of a word w in a
document d, the generalized KL-divergence loss term for input matrix and output
matrices is

N · DKL(X||UV ) = N
∑
d,w

Xdw log
Xdw

Ud·V·w
−Xdw + Ud·V·w

= N
∑
d,w

Xdw log Xdw

−N
∑
d,w

Xdw log Ud·V·w

−N
∑
d,w

Xdw +N
∑
d,w

Ud·V·w

= −N
∑
d,w

Xdw log Ud·V·w

+N
∑
d,w

Ud·V·w + C

= −
∑
d,w

ndw log
∑
z

p(d, z)p(w|z)

+N
∑
d,w,z

p(z|d)p(z|w) + C

= −
∑
d,w

ndw log
∑
z

p(d, z)p(w|z) + C ′

= −
∑
d,w

ndw log
∑
z

p(z|d)p(w|z)p(d) + C ′

= −
∑
d,w

ndw log
∑
z

p(d|z)p(w|z)p(z) + C ′,

which is equivalent to the negative log-likelihood of pLSA with some constant.

In conclusion, minimizing the loss function of PMFmode3 is equivalent to max-
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imizing the log-likelihood function of pLSA.

3.5.2 Relationships between LDA and PMFmode1 with Dirichlet
regularization

In this subsection, we analyse the likelihood function of LDA and the loss function
of PMFmode1 with Dirichlet regularization. Consequently, we found that the mini-
mization of loss function of PMFmode1 with Dirichlet regularization corresponds to
MAP estimation of LDA with weighted likelihood for prior distributions of output
matrices. In the following sections, we summarize generative processes of LDA and
PMFmode1 with Dirichlet regularization, and we analyse the relationships between
them.

Generative process of LDA

Generative process of LDA is as follows:

• For each topic k in K

– Vk ∼ Dirichlet(Vk|β)

• For each document d in dataset D

– Ud ∼ Dirichlet(Ud|α)

– For each word wdn in a document Nd:

∗ zdn ∼Multinomial(zdn|Ud)

∗ wdn ∼Multinomial(w|Vzdn).

In the original paper [30], the parameters Vk and Ud correspond to θ and ϕ
respectively. Graphical model of LDA is fig. 3.3a. The probability of dataset D is

p(D|α, β) =
D∏
d

Nd∏
n

∫∫ ∑
z

p(wdn|zdn, Vzdn) p(zdn|Ud) p(Ud|α) p(Vk|β) dUdV

(3.61)
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The posterior probability of parameters is

p(U, V |D,α, β) = p(U, V,D|α, β)
p(D|α, β)

, (3.62)

where

p(U, V,D|α, β) =
D∏
d

Nd∏
n

∑
z

p(wdn|zdn, Vzdn) p(zdn|Ud) p(Ud|α) p(Vk|β).

(3.63)

Considering MAP estimation for U and V , the optimal parameters UMAP and
VMAP are determined by maximizing the log-likelihood of posterior probability
given dataset D.

UMAP , VMAP = arg max
U,V

log p(U, V |D,α, β)

= arg max
U,V

log p(U, V,D|α, β)

= arg max
U,V

log
∑
z

p(U, V, z, D|α, β)

= arg max
U,V

∑
d,n,k

ndw log
∑
z

p(wdn|zdn, Vzdn) p(zdn|Ud) p(Ud|α) p(Vz|β)

= arg max
U,V

∑
d,n

ndw log
∑
z

p(wdn|zdn, Vzdn) p(zdn|Ud)

+
∑
d

log p(Ud|α)

+
∑
z

log p(Vz|β),

where ndw is a number of appearance of a word w in a document d.

Generative process of PMFmode1 with Dirichlet regularization

Generative process of PMFmode1 with Dirichlet regularization is as follows.

38



• For each topic k in K

– Vz· ∼ Dirichlet(Vz·|β)

• For each document d in dataset D

– Ud· ∼ Dirichlet(Ud·|α)

– For each word wdn in a document Nd:

∗ wdn ∼Multinomial(wdn|Ud·V·w)

Graphical model of PMFmode1 with Dirichlet regularization is fig. 3.3b. Note
that, marginalizing out zdn in generative process in LDA, the generative process of
PMFmode1 with Dirichlet regularization and LDA is equivalent.

𝑁"
𝐷

𝐾
𝛼 𝛽𝑤"(𝑧"(𝑈" 𝑉,

(a) Graphical model of LDA

𝑁"
𝐷

𝐾
𝛼 𝛽𝑤"(𝑈"⋅ 𝑉,⋅

(b) Graphical model of PMFmode1 with Dirichlet regularization terms

Figure 3.3: Graphical models of LDA and PMFmode1. The generative process
of PMFmode1 is similar to LDA. The parameter z is marginalized out by matrix
multiplication.
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Theoretical analysis of loss function for PMFmode1 with Dirichlet regulariza-
tion

In this section, we give a theoretical analysis for loss function of PMFmode1 with
Dirichlet regularization.

Let ndw = N ·Xdw = N ·p(w|d), which is the number of a wordw in a document
d, the generalized KL-divergence loss term for input matrix and output matrices is

N · DKL(X||UV ) = N
∑
d,w

Xdw log
Xdw

Ud·V·w
−Xdw + Ud·V·w

= N
∑
d,w

Xdw log Xdw

−N
∑
d,w

Xdw log Ud·V·w

−N
∑
d,w

Xdw +N
∑
d,w

Ud·V·w

= −N
∑
d,w

Xdw log Ud·V·w

+N
∑
d,w

Ud·V·w + C

= −
∑
d,w

ndw log Ud·V·w

+N
∑
d,w,z

p(z|d)p(z|w) + C

= −
∑
d,w

ndw log p(w|Ud·V·w) + C ′

= −
∑
d,w

∑
z

ndw log p(w, z|Ud·V·w) + C ′

= −
∑
d,w

∑
z

ndw log p(w|z, Vzw) p(z|Ud,·) + C ′

So that, the generalized KL-divergence loss term in loss function of PMFmode1 is

N · DKL(X||UV ) = −
∑
d,w

∑
z

ndw log p(w|z, Vzw) p(z|Ud,·) + C ′, (3.64)
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which is a negative log-likelihood of word appearance in documents. In other
words, minimizing the generalized KL-divergence loss term corresponds to max-
imizing the log-likelihood of word appearance in documents.

Next, we consider maximization of log-likelihood for posterior probability of
LDA with weighting prior probability of output matrices U and V by parameters
γ′ and δ′ respectively. The optimal output matrices U∗, V ∗ which maximizes the
log-likelihood of posterior probability is

U∗, V ∗ = arg max
U,V

∑
d,n

ndw log
∑
z

p(wdn|zdn, Vzdn) p(zdn|Ud)

+ γ′
∑
d

log p(Ud|α)

+ δ′
∑
k

log p(Vk|β)

= arg max
U,V

∑
d,w

nd,w log p(w, |Ud,·V·,w)

+ γ′
∑
d

log p(Ud·|α)

+ δ′
∑
z

log p(Vz·|β)

= arg max
U,V

∑
d,w

nd,w logUd,·V·,w

+ γ′
∑
d

log Dir(Ud·;α)

+ δ′
∑
z

log Dir(Vz·;α)

= arg min
U,V

−N
∑
d,w

Xdw logUd,·V·,w

− γ′
∑
d

log Dir(Ud·;α)

− δ′
∑
z

log Dir(Vz·;α)

= arg min
U,V

DKL(X||UV ) +RDir(U, α, γ) +RDir(V, β, δ).
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Note that, the probability constraints are omitted due to the space limitation. In
conclusion, minimizing the loss function of PMFmode1 with Dirichlet regulariza-
tion corresponds to MAP estimation of LDA.

3.6 Experiments

In the experiment, we evaluate our proposed optimization scheme. Specifically, we
apply the proposed scheme for topic modeling. We discuss the results of applying
the proposed optimization scheme for topic modeling based on PMF. The evaluation
criteria are as follows: (1) perplexity, (2) accuracy of topic-based clustering, and (3)
convergence speed of the loss function.

3.6.1 Experimental Setting

For the dataset, three benchmark data sets [102] are employed. The first dataset is
Reuters dataset. We excluded categories with less than 100 documents, resulting
in 8 categories of 7,612 documents. The second dataset is WebKB consisting of 4
categories, including 10,780 documents. The third dataset is 20 newsgroups dataset
consisting of 20 categories, including 15,404 documents. The number of words for
a dictionary is 5,000. After removing the stop words and stemming, the top of the
most frequent words are selected. To evaluate perplexity, we separate the datasets
into training documents and test documents in the ratio of 7:3.

As the comparative methods, we employ frobenius norm based NMF [5], gener-
alized KL-divergence based NMF [5] and Latent Dirichlet Allocation (LDA) [30].
As for LDA, we used gensim 3.5.0 implementation of Python 3.6.3.

The experiments were performed on a PC with an Intel Core i7 (3.3 GHz) CPU
with 16 GB RAM running macOS. The parameters for Dirichlet regularization are
determined by Optuna [103].
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3.6.2 Perplexity Evaluation

We examined the quality of topic modeling by various methods. As an evaluation
metric, we employed perplexity. Models are trained by using training documents,
and by fitting topics for test documents, we calculate the perplexity in test docu-
ments. The definition of perplexity is follows:

Definition 3.6.1 (Perplexity).

perplexity(Dtest) = exp

{
−
∑

d∈Dtest

∑
w log p(w|d)∑

d∈Dtest
Nd

}
, (3.65)

where Dtest is the test dataset, Nd is the number of words in a document d, p(w|d)
is prediction probability for word appearance in test dataset by the model.

Perplexity measures the log-likelihood of prediction probability for the words in
the test dataset. The lower perplexity indicates better generalization performance.

How to Calculate Perplexity for Test Data

To calculate the perplexity in the test data, it is necessary to calculate the topic
distribution in each test document while fixing the word distribution on each topic
learned from the training data. The optimization problem to realize that is described
as follows:

U test =arg min
U

D(X test||UV train) +R(U), (3.66)

subject to Probability Constraints.

X test is a probability matrix of which elements represent the probability between
test documents and words, and V train is a probability matrix learned from training
data. To optimize the problem, we iteratively applied updating rules corresponding
to the probability constraint for U .

To calculate the perplexity of PMF, we derive the predictive probability for test
data p(w|d) for each mode of PMF. As for PMFmode1, the probability p(w|d) =
U testV train

dw is directly used to make prediction. As for PMFmode2, the probabilistic
interpretation of multiplication of the output matrices is p(d|w). So that, by letting
p(w) = 1

M
, following the Bayes rule, the prediction probability p(w|d) is calculated

as follows:
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p(w|d) = p(d|w)p(w)∑
w p(d|w)p(w)

=
(U test V train)dw∑
w′ (U test V train)dw

. (3.67)

As for PMFmode3,4, the multiplication of the output matrices represents the proba-
bility p(w, d). Therefore the prediction probability p(w|d) is calculated as follows:

p(w|d) = p(w, d)∑
w′ p(w′, d)

=
(U test V train)dw∑
w′ (U test V train)dw

. (3.68)

Results: Perplexity

Table 3.1 are the perplexity scores for Reuters dataset. These tables show that our
PMF under generalized KL-divergence of mode 1 and 3 achieve the highest per-
plexity than the baselines.

3.6.3 Document Clustering Evaluation

In this section, we describe the accuracy of topic-based document clustering. Clus-
tering was performed, having obtained the topic model learned by training data, we
assign for each test document the topic with the highest probability through fitting
the test document to the model.

Evaluation Metrics: ACC and NMI

To measure the performance of clustering, we use two popular metrics namely clus-
tering accuracy (ACC) and normalized mutual information (NMI) [6].

Definition 3.6.2 (ACC). Given a set S of elements, for each element n ∈ S, the
true label and the cluster label generated by a method are denoted by sn and rn,
respectively. Then, the ACC is defined as:

ACC =

∑
n∈S δ(sn,map(rn))

|S|
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where | · | is the cardinality of a set; δ(x, y) is a delta function which returns 1
if x = y, otherwise 0; and map(rn) is a mapping function that maps rn to the
equivalent label in the dataset. The best mapping can be found by Kuhn-Munkres
algorithm [104].

NMI is normalization of the mutual information (MI) to scale the result between
0 and 1. The definition of MI is as follows:

Definition 3.6.3 (MI). Given the two sets of clusters C, C ′, their mutual information
MI(C, C ′) is

MI(C, C ′) =
∑

ci∈C,c′jC′

p(ci, c
′
j) log2

p(ci, c
′
j)

p(ci)p(c′j)
,

where p(ci) and p(c′j) are the probabilities that arbitrarily selected document from
dataset belongs to the clusters ci and c′j , respectively, and p(ci, cj) is the probability
that arbitrarily selected document from dataset belongs to the clusters ci as well as
c′j at the same time.

Based on that, NMI is defined as follows:

Definition 3.6.4 (NMI). Given the two sets of clusters C, C ′, their normalized mu-
tual information NMI(C, C ′) is

NMI(C, C ′) = MI(C, C ′)
max(H(C), H(C ′))

,

where H(C) and H(C ′) are the entropies of C and C ′, respectively.

How to Calculate Cluster Assignment for Test Data

To calculate cluster assignment p(z|d) for test data, we optimize the problem 3.67.
As for PMFmode1, the probability U test = p(z|d) is directly used to assign the
document to cluster. As for PMFmode2, the probabilistic interpretation of U test is
p(d|z). So that, by letting p(z) = 1

K
, following the Bayes rule, the cluster assign-

ment p(z|d) is calculated as follows:

p(z|d) = p(d|z)p(z)∑
z′ p(d|z′)p(z′)

=
U test
dz∑

z′ U
test
dz′

. (3.69)
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As for PMFmode3,4, the probabilistic interpretation of Utest is p(d, z). Therefore,
the cluster assignment p(z|d) is calculated as follows:

p(z|d) = p(d, z)∑
z′ p(d, z

′)
=

U test
dz∑

z′ U
test
dz′

. (3.70)

Results: Clustering Accuracy

The results are summarized in Table 3.5. These results show that PMF under gen-
eralized KL-divergence of mode2, 3, and 1 achieved higher NMI and ACC in all
datasets. This indicates that PMF detects clusters more accurately than clustering
based on ordinary NMF and LDA.

3.6.4 Convergence speed of optimization

In this section, we examine the convergence and learning efficiency of the pro-
posed optimization scheme. In this experiment, we set the number of topics to 8
for Reuters dataset. In Figures 3.4, we plotted the loss function value in each itera-
tion step for the ordinary NMF and the proposed PMF. These figures show that our
optimization scheme monotonically decreases the loss function. Moreover, PMF
converges as fast as the ordinary NMF. The running times of ordinary NMF on the
Reuters (20 newsgroups) dataset are 0.425 ± 0.015s (3.12 ± 0.16s) and PMF are
0.585 ± 0.030s (3.64 ± 0.19). These results imply that our optimization scheme
does not incur extra cost and can be practically used as ordinary NMF.

3.7 Conclusion

In this chapter, we have proposed a novel matrix factorization technique called prob-
ability matrix factorization (PMF). PMF factorizes the input probability matrix into
two probability matrices. We have exploited topic modeling as an example of PMF
and derived an iterative optimization algorithm for it. We derived iterative updating
rules for the output matrices based on KKT conditions of non-negativity and equal-
ity constraints for probability interpretation of the output matrices. For the method,
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we have given theoretical supports for the validity of update rules: (1) our optimiza-
tion scheme monotonically decrease the objective function; (2) the output matrices
always meet the probability constraints; (3)the time complexity of the proposed op-
timization scheme remains the same as the ordinary NMF; and (4) our optimization
scheme can apply to many kind of differentiable loss-function. For more general
use of PMF, we extended PMF to a more flexible formulation. Specifically, we
derived 4 variety of PMFs, which the probability interpretation of the input matrix
and the product of the output matrices are consistent, and proposed Dirichlet regu-
larization term, which enables us to control the probability distribution of the output
matrices. Moreover, theoretical analysis for the loss-function of PMF revealed that
KL-divergence based PMFmode3 is equivalent to pLSA, and KL-divergence based
PMFmode1 with Dirichlet regularization term is equivalent to extension of LDA.
The experimental results have shown that, when applying it to topic modeling un-
der PMF, the model optimized by our optimization scheme is more accurate than
the ordinary NMF regarding clustering and topic detection without sacrificing effi-
ciency compared with ordinary NMF and LDA.
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Figure 3.4: Loss function value under iterations. The convergence speed of NMF
and PMF is comparable.
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Table 3.1: Perplexity on Reuter dataset.

Number of Topics
Methods 5 10 25 50 100
LDA 1041 922 779 674 582

NMFFro 2466 2175 1721 1432 1188

NMFKL 1420 1351 1376 1248 1006

mode1 1346 1154 995 854 730

mode2 2.84× 105 2.08× 106 4.98× 106 1.03× 107 1.28× 107

PMFFro mode3 4952 4679 4447 4330 4237

mode4 4976 4705 4484 4373 4284

mode1 966 808 625 505 396

mode2 3009 2481 1918 1557 1212

PMFKL mode3 959 830 697 597 479

mode4 951 830 696 611 519

Table 3.2: Perplexity of 20 Newsgroups dataset.

Number of Topics
Methods 5 10 25 50 100
LDA 1880 1686 1475 1305 1128

NMFFro 2595 2274 1771 1549 1340

NMFKL 2143 2071 1857 1622 1315

mode1 2274 2112 1859 1656 1408

mode2 5.24× 106 2.54× 107 8.1× 107 9.8× 107 8.01× 107

PMFFro mode3 5029 4834 4685 4603 4542

mode4 5033 4835 4672 4578 4502

mode1 1846 1629 1366 1166 959

mode2 3508 3023 2487 2135 1785

PMFKL mode3 1920 1735 1524 1400 1231

mode4 1915 1736 1537 1464 1379
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Table 3.3: Perplexity of Webkb dataset.

Number of Topics
Methods 5 10 25 50 100
LDA 1542 1456 1346 1253 1139

NMFFro 2032 1837 1605 1419 1201

NMFKL 2080 2062 2189 2004 1679

mode1 1581 1485 1355 1199 1034

mode2 6.49× 106 2.65× 107 7.35× 107 8.88× 107 7.1× 107

PMFFro mode3 5061 4891 4780 4699 4653

mode4 5083 4895 4736 4641 4564

mode1 1401 1259 1085 940 797

mode2 3797 3414 2943 2551 2187

PMFKL mode3 1438 1352 1254 1167 1058

mode4 1444 1362 1285 1242 1169

Table 3.4: Perplexity of DBLP dataset.

Number of Topics
Methods 5 10 25 50 100
LDA 678 548 370 254 168

NMFFro 3.32× 1019 3.39× 1019 2.31× 1019 1.01× 1019 4.25× 1018

NMFKL 1.78× 106 2.46× 108 1.48× 106 6.0× 104 423

mode1 854 693 467 322 188

mode2 7715 1.12× 104 2.76× 104 5.55× 104 9.46× 104

PMFFro mode3 4249 3875 3558 3393 3262

mode4 4266 3892 3573 3409 3278

mode1 669 455 225 124 66

mode2 2002 1350 675 378 209

PMFKL mode3 1048 698 341 186 101

mode4 1044 698 344 188 102
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Chapter 4

Multi-tasking Probability Matrix
Factorization

In this chapter, we explore the scheme for collaboratively solve multiple problems
via multiple probability matrix factorizations (PMF). Especially, we propose a novel
clustering scheme for multi-attributed graphs which consists of three tasks, com-
munity detection, attribute clusters and relationships between communities and at-
tributes. The proposed method solves the tasks in a cooperative manner via multiple
PMFs and optimizing the multiple loss functions simultaneously. In the following
sections, we describe the background of the research, problem definition, model
descriptions and the experiments.

4.1 Introduction

Community detection is a task to detect densely connected subgraphs as commu-
nities. Nodes in a community tend to share same or similar properties, such phe-
nomenon is called homophily effect [18, 105], meaning that nodes having similar
properties tend to link together. Because diverse applications are derived from the
nature of real communities, community detection is important in graph/network
analyses. Examples include node property estimations [47, 53, 106], community-
wise information recommendations [107], and semantic reasoning for nodes/edges [108].

Moreover, using the attributes in a graph is advantageous to realize high-quality
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community detection as well as to understand the characteristics of communities.
Multi-attributed graphs are reasonable models of real-world networks such as so-
cial networks, co-author networks, protein-protein interaction networks, etc. In
fact, several works have proposed algorithms that employ attribute information (i.e.,
shared interests or functional behaviors of each community) to detect not only com-
munities but also their semantic meanings [57–59, 63].

However, community detection and extraction of semantics in multi-attributed
graphs remain challenging due to difficulties on integrating graph structures and
multiple attributes of different types. Community detection and extraction of se-
mantics involve multiple steps. First, useful information from each attribute must
be extracted because certain node attributes describe different aspects. Second, all
extracted information must be exploited to enhance community detection by effec-
tively integrating heterogeneous information. Notice that the previous works [57–
59, 63] do not differentiate multiple attributes, that is, they consider multiple at-
tributes equally. Moreover, real-world graphs are often incomplete and noisy. That
is, some edges or nodes may be missing or attribute values may contain incorrect
values, leading to inappropriate results.

To overcome these difficulties, we propose a novel clustering scheme based on
the following two assumptions:

(1) Relevant attribute values form clusters by attribute type. This is based on the
observation that an attribute reflects a node’s interests in a network. Hence, an
attribute tends to be associated to a specific group of values related to an interest.
For example, in a co-author network where the nodes correspond to the authors
(researchers), each author typically has specific research interests (e.g., AI, data
mining, and database). Thus, attributes (e.g., paper title and conference) present
biased values according to interests. Consequently, it is possible to identify clusters
of attributes values (attribute-value clusters) reflecting a node’s interests.

(2) Communities are strongly correlated with attribute-value clusters. This is re-
lated to the previous assumption. Consider the example above. The nodes in a
community share similar interests (e.g., research interests) and consequently, sim-
ilar attribute-value clusters (e.g., research topics, and conferences). Conversely, if
some nodes (researchers) have similar attribute values, they should share similar
interests and can be grouped in the same community.

Exploiting the correlation between communities and multiple attributes should
improve the quality of community detection as well as attribute-value clustering.
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Using the information from different sources (attributes) to alleviate the effect of
noise (e.g., missing values and errors), we simultaneously implement community
detection and attribute-value clustering.

Based on the aforementioned ideas, we study a novel clustering scheme for
multi-attributed graphs, called CAR-clustering. CAR includes Community de-
tection, Attribute-value clustering, and deriving Relationships between communi-
ties and attribute-value clusters for multi-attributed graphs. The image of CAR-
clustering is Figure. 4.1. Additionally, we develop a novel clustering algorithm
called CARPMF, which employs probability matrix factorizations.

The contributions of this paper are summarized as follows:

• We propose a novel clustering scheme CAR-clustering to address two tech-
nical questions. (i) Given a multi-attributed graph, how can community
detection and attribute-value clustering be performed for different types of
attributes in a cooperative manner? (ii) How should reasonable relation-
ships be determined between communities and attribute-value clusters for
each type of attribute?

• We develop a novel algorithm CARPMF, which achieves CAR-clustering.
Specifically, a dedicated loss function is designed to perform multiple PMFs
simultaneously.

• We conduct experiments using real-world datasets (DBLP computer science
bibliography and arXiv physics bibliography). The accuracy of CARPMF
with respect to community detection and attribute-value clustering and a
comparison to other methods are examined. Relative to comparative meth-
ods, CARPMF achieves a better accuracy of up to 19% for community de-
tection and up to 25% for attribute-value clustering. Furthermore, CARPMF
detects informative communities and their rich semantic descriptions by cor-
relating multiple types of attribute-value clusters.

In Section 2, we summarize the related works. We provide formal definitions of
input graph model and our research objectives in Section 3. We propose our method
CARPMF in Section 4. We examine CARPMF in several experiments in Section 5
and conclude the article in Section 6.

55



database query xml model probabilisticlearnsearch optimize

VLDB SIGMOD EDBT ECMLNIPSICDT ICML

VLDB

SIGMOD

EDBT KDD
SDM

PAKDD ECML

NIPS
ICML

database

query learn
machine

query
search

frequent
mining

Figure 4.1: Overview of CAR-clustering. Given a multi-attributed graph, we try
to detect communities, attribute-clusters, and the relationships between them. By
detecting them, the communities are characterized by attributed clusters, and the
relationships between communities are characterized.

4.2 Problem Statement

In this work, we deal with multi-attributed graphs, where each node is characterized
by two or more attributes. Given such a graph, CAR-clustering is used to solve the
following three sub-problems: community detection, attribute-value clustering, and
derivation of relationships between communities and attribute-value clusters, which
have been independently studied. Below, we provide the formal definitions which
are necessary to define the clustering scheme.
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4.2.1 Multi-Attributed Graph

Multi-attributed graph G is defined by extending weighted graph G′ with several
attributed graphs Gt for attribute t ∈ T. The following are formal definitions.
Definition 4.2.1 (Weighted graph). Weighted graph G′ is defined by a triplet, ⟨V,E,W⟩,
where V is a set of nodes, E(⊆ V×V) is a set of edges, and W : E→ R+ is a map
of edge weights. □
Definition 4.2.2 (Attributed graph). Attributed graph Gt = ⟨V ∪ Xt,Et,Wt⟩ of
attribute t ∈ T is a bipartite graph consisting of set V of nodes, set Xt of attribute-
values, a set of edges Et ⊆ V × Xt, and Wt : Et → R+ is a map of edge weights.
□
Definition 4.2.3 (Multi-attributed graph). Given weighted graph G′ = ⟨V,E,W⟩
and a set of attributed graphs {Gt}t∈T where Gt = ⟨V ∪ Xt,Et,Wt⟩, multi-attributed
graph
G = ⟨G′, {Gt}t∈T⟩ is a union of these graphs. □

4.2.2 CAR-clustering

Given a multi-attributed graph, information can be extracted from different per-
spectives. In this work, we extract communities, attribute-value clusters, and the
relationship between them.

Community. For a multi-attributed graph, a set of nodes with the following
properties is regarded as a community. (1) Nodes in a community are densely con-
nected with each other and sparsely connected with other nodes. (2) Nodes in a
community tend to share common values in distinct attributes. This study assumes
that communities can overlap. That is, each node belongs to more than one com-
munity. This assumption is reasonable for real applications. Formally, given the
number of communities ℓ, node n ∈ V belonging to community c ∈ C is described
by probability distribution p(n | c), where |C| = ℓ.

Attribute-value cluster. For attribute t ∈ T in a multi-attributed graph, similar
or highly correlated attribute values can be grouped into attribute-value clusters.
Herein, we assume overlapping clusters. That is, each attribute-value belongs to
more than one cluster. Formally, given the number of clusters kt of attribute t ∈ T,
cluster member x ∈ Xt for attribute-value cluster st ∈ St is described by probability
distribution p(x | st), where |St| = kt.
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Relationship between a community and an attribute-value cluster. Nodes in
a community often share common attribute-value clusters. Detecting such relation-
ship is useful in many applications. Given community c ∈ C and attribute-value
cluster st ∈ St of attribute t ∈ T, the probability that c is related to st is described
as the relationship between c and st. In this work, a community may be related
to more than one attribute-value cluster. Formally, this is described by probability
distribution p(st | c).

CAR-clustering. CAR-clustering is formally defined by Definition 4.
Definition 4.2.4 (CAR-clustering). Given a multi-attributed graph G, CAR-clustering
is to perform community detection, attribute-value clustering, and detection of the
relationship between the communities and the attribute-value clusters simultaneously.□

Solving these sub-problems simultaneously is more beneficial than evaluating
each one independently because, in many cases, communities and attribute-value
clusters are mutually correlated. Solving the problems simultaneously exploits this
correlation, leading to improved results.

4.3 CARPMF – Algorithm for CAR-clustering

In this section, we propose an NMF (non-negative matrix factorization)-based al-
gorithm, called CARPMF, for CAR-clustering. CARPMF models communities and
attribute-value clusters. Additionally, we introduce an auxiliary matrix to maintain
the relationship between the communities and the attribute-value clusters. A unified
loss function is used to solve the different NMFs in a unified manner. It is assumed
that the user gives the number ℓ of communities and the number kt of clusters for
each attribute t ∈ T.

4.3.1 Matrix representation

We represent a multi-attributed graph by two sorts of matrices: an adjacency matrix
A ∈ R|V|×|V| and attribute matricesX(t) ∈ R|V|×|Xt| for t ∈ T. An elementAu,v ofA
corresponds to an edge eu,v = (u, v) ∈ E. Au,v = W(eu,v)/

∑
ei,j∈EW(ei,j), indi-

cating the joint probability for the presence of edge eu,v. Similarly, for t ∈ T, an ele-
mentX(t)

u,x inX(t) corresponds to an edge e(t)u,x ∈ Et. X(t)
u,x = Wt(e

(t)
u,x)/

∑
v,y∈Et

Wt(e
(t)
v,y),
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indicating the joint probability of the presence of edge e(t)u,x.

4.3.2 Loss Function

We achieve CAR-clustering in terms of several NMFs, which correspond to the
aforementioned sub-problems. To achieve CAR-clustering, we introduce loss func-
tions for the sub-problems followed by a unified loss function.

Loss function for community detection. In CARPMF, communities C are
denoted by a matrix U∗ ∈ R|V|×ℓ, where each row and column correspond to a node
u ∈ V and a community c ∈ C, respectively. A cell U∗

u,c represents joint probability
of node u and community c p(u, c). In probability p(u, v, c), u and v are connected
through community c, and is represented by U∗

u,cU
∗
v,c. Moreover, joint probability

p(u, v), or the existence of edge eu,v ∈ E, is expressed as
∑

c∈C U
∗
u,cU

∗
v,c. Therefore,

when U∗ minimizes the following loss function, U∗ is the best approximation of the
edges in the graph.

arg min
U∗≥0

∥∥A− U∗(U∗)⊤
∥∥2
F
, (4.1)

subject to
∑
i,j

U∗
ij = 1,

where ∥·∥2F represents the Frobenius norm.

Loss function for attribute-value clustering. In CARPMF, attribute-value
clusters St of attribute t ∈ T are represented as a matrix V (t) ∈ R|Xt|×kt , where
each row and column correspond to an attribute x ∈ Xt and an attribute cluster
st ∈ St, respectively. A cell V (t)

x,st represents probability p(x | st).

To derive V (t) from X(t), we introduce a matrix U (t) ∈ R|V|×kt , which denotes
the relationships between the nodes and attribute-value clusters with probability
p(u, st). Using both matrices U (t) and V (t), probability p(u, x, st), which is the
existence of edge e(t)u,x ∈ Et in terms of attribute-value cluster st, is calculated as
U

(t)
u,stV

(t)
x,st . Moreover, probability p(u, x) is derived as

∑
st∈St U

(t)
u,stV

(t)
x,st . Therefore,

when U (t), V (t) minimize loss function, U (t), V (t) represent the best approximation
of the edges in the graph.
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arg min
U(t),V (t)≥0

∥∥X(t) − U (t)(V (t))⊤
∥∥2
F

(4.2)

subject to
∑
i,j

U
(t)
ij = 1,∑

i

V
(t)
ir = 1, ∀1 ≤ r ≤ kt.

Loss function for relationship detection. In CARPMF, the relationships be-
tween communities and attribute-value clusters of attribute t ∈ T are represented
as a matrix R(t) ∈ Rℓ×kt , where each row and column corresponds to a commu-
nity c ∈ C and an attribute-value cluster st ∈ St, respectively. The cell contains
the probability p(st | c). We assume R(t) is a linear transformation that maps U∗

into U (t), where U∗ and U (t) derived by Equation 4.1 and Equation 4.2, respec-
tively. Moreover, the joint probability p(u, st) = U

(t)
u,st can also be calculated as∑

c p(u, c)p(st | c) =
∑

c U
∗
u,cR

(t)
c,st Therefore, when R(t) minimizes the loss func-

tion, R(t) represents the relationships between the communities and the attribute-
value clusters.

arg min
U(t),U∗,R(t)≥0

∥∥U (t) − U∗R(t)
∥∥2
F

(4.3)

subject to
∑
i,j

U∗
ij = 1,

∑
i,j

U
(t)
ij = 1,∑

j

R
(t)
pj = 1, ∀1 ≤ p ≤ ℓ.

Equation 4.3 can be regarded as an NMF that decomposes the matrix of the node-by-
attribute value cluster into node-by-community and community-by-attribute value
cluster matrices. In other words, Equation 4.3 indicates the effect of the relationship
between nodes and attribute-value clusters against communities.

The overview of each task is described in Figures 4.2
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≈
A

<latexit sha1_base64="nBkSzdjJ7UvjWS6yf5ZTTulF+W4=">AAACZHichVFNSwJBGH7cvswsLQmCICQxOsloQdHJ6tLRj/wAE9ndJltcd5fdVTDpD9S16NCpICL6GV36Ax38A0F0NOjSodd1IUqqd5iZZ555n3eemZEMVbFsxjoeYWh4ZHTMO+6b8E9OBYLTM3lLb5gyz8m6qptFSbS4qmg8Zyu2youGycW6pPKCVNvu7Rea3LQUXdu1WwYv18WqphwosmgTld6sBCMsxpwID4K4CyJwI6UHb7GHfeiQ0UAdHBpswipEWNRKiIPBIK6MNnEmIcXZ5ziGj7QNyuKUIRJbo7FKq5LLarTu1bQctUynqNRNUoYRZU/sjnXZI7tnL+zj11ptp0bPS4tmqa/lRiVwMpd9/1dVp9nG4ZfqT882DrDueFXIu+EwvVvIfX3z6KKb3chE20vsmr2S/yvWYQ90A635Jt+keeYSPvqA+M/nHgT5RCy+EkukVyPJLfcrvJjHIpbpvdeQxA5SyNG5HKc4w7nnWfALIWG2nyp4XE0I30JY+ASJmonF</latexit>

U⇤
<latexit sha1_base64="CtxHm9n65WwcaKeyaJpgdN1hFVc=">AAACZnichVFNSwJBGH7cvsxKrYiCLpIY0UFGC4pOUpeOfuQHmMXuNtriurvsroJJfyDomodOBRHRz+jSH+jgPyg6GnTp0Ou6ECXVO8zMM8+8zzvPzEiGqlg2Yx2PMDQ8MjrmHfdNTE75A8HpmZyl102ZZ2Vd1c2CJFpcVTSetRVb5QXD5GJNUnlequ709vMNblqKru3ZTYOXamJFU8qKLNpEZbIHq4fBMIsyJ0KDIOaCMNxI6sFb7OMIOmTUUQOHBpuwChEWtSJiYDCIK6FFnElIcfY5TuEjbZ2yOGWIxFZprNCq6LIarXs1LUct0ykqdZOUIUTYE7tjXfbI7tkL+/i1Vsup0fPSpFnqa7lxGDhbyLz/q6rRbOP4S/WnZxtlbDpeFfJuOEzvFnJf3zhpdzNb6UhrmV2zV/J/xTrsgW6gNd7kmxRPX8JHHxD7+dyDIBePxtai8dR6OLHtfoUXi1jCCr33BhLYRRJZOreCc1yg7XkW/MKcMN9PFTyuZhbfQgh9Ag2CinU=</latexit>

Auv = p(u, v)
<latexit sha1_base64="Sct/QoOftrJkDyPpmfiHtTWkTxE=">AAACdHichVHLSsNAFD2Nr1ofjboRdFEMFQUpUxUUQai6cWmrVUGlJHHUYJqEvKCG/oA/4KIrRRHxM9z4Ay76CeJS0Y0Lb9KAqKg3TObMmXvunJmrWLrmuIw1E0Jbe0dnV7I71dPb158WBwY3HdOzVV5WTd20txXZ4bpm8LKruTrftmwuVxWdbynHK+H+ls9tRzONDbdm8b2qfGhoB5oqu0RVxPRSJfD8emYxY014U/5kRZRYjkWR+QnyMZAQx5opXmMX+zChwkMVHAZcwjpkOPTtIA8Gi7g9BMTZhLRon6OOFGk9yuKUIRN7TP9DWu3ErEHrsKYTqVU6RadhkzKDLHtgN+yZ3bNb9sjef60VRDVCLzWalZaWW5X06fD627+qKs0ujj5Vf3p2cYD5yKtG3q2ICW+htvT+ydnz+kIpG4yzC/ZE/s9Zk93RDQz/Rb0q8lIDKWpA/vtz/wSb07n8TG66OCsVluNWJDGCMUzQe8+hgFWsoRz1pIFLXCVehVFBErKtVCERa4bwJYTcB2+Sjxk=</latexit>

X

u,v

Auv = 1
<latexit sha1_base64="GiucdHCoe4xEPyT1vM7bYf/Snjc=">AAACenichVHLSsNAFD2N7/poVQTBTWmpKEqZqKAIgo+NS632AW0pSZxqMC/yKGjoD/gDLlwpiKif4cYfcOEniMsKblx4mwZEi3pD5p45c8+dMzOypamOy9hzROjq7unt6x+IDg4Nj8Tio2N5x/RshecUUzPtoiw5XFMNnnNVV+NFy+aSLmu8IB9vtdYLdW47qmnsuycWr+jSoaHWVEVyiarGJ8qOp1d9b77eSGxQprSWEKvxFMuwIBKdQAxBCmHsmPEblHEAEwo86OAw4BLWIMGhrwQRDBZxFfjE2YTUYJ2jgShpPariVCERe0zjIc1KIWvQvNXTCdQK7aLRb5MygTR7YresyR7ZPXthH7/28oMeLS8nlOW2llvV2Nnk3vu/Kp2yi6Mv1Z+eXdSwEnhVybsVMK1TKG19/fS8ubeaTfvT7Iq9kv9L9swe6ARG/U253uXZC0TpAcSf190J8gsZcTGzsLuUWt8Mn6IfU0hihu57GevYxg5ytK+PS9zhPvIhJIVZYa5dKkRCzTi+hbD0Ca7Nke0=</latexit>

U⇤
uc = p(u, c)

<latexit sha1_base64="lsXDbQGatP+M0lhdAXi5UmpHsSw=">AAACdHichVHLSsNAFD2Nr1ofrboRdFEsFRUp0yooglB041Jbq0LVkozTGpomIY9CLf0Bf8CFK0UR8TPc+AMu+gniUtGNC2/TgGhRb5jMmTP33DkzVzE11XYYawakru6e3r5gf2hgcGg4HBkZ3bEN1+Iixw3NsPYU2Raaqoucozqa2DMtIVcUTewq5fXW/m5VWLZq6NtOzRQHFbmkq0WVyw5RhUg4dzhXqLu8sWrOuPN8thCJsQTzItoJkj6IwY9NI3KDfRzBAIeLCgR0OIQ1yLDpyyMJBpO4A9SJswip3r5AAyHSupQlKEMmtkz/Eq3yPqvTulXT9tScTtFoWKSMIs4e2S17YQ/sjj2xj19r1b0aLS81mpW2VpiF8Ol49v1fVYVmB8dfqj89Oyhi2fOqknfTY1q34G199eTsJbuSiden2SV7Jv8XrMnu6QZ69ZVfb4nMOULUgOTP5+4EO6lEciGR2lqMpdf8VgQxgSnM0HsvIY0NbCLn9eQcV7gOvEmTUkyKt1OlgK8Zw7eQEp/cPI9P</latexit>

X

u,c

U⇤
uc = 1

<latexit sha1_base64="EsdyjkwWw+wp9J238N1A9v4w5Z4=">AAACeXichVHLSgMxFD0dX7W+6mMhuFGLIiIl0wqKIBTduNRqVfBRZmKsQ+fFPApt6Q/4Ay7cqCBS/Qw3/oALP0FcKrjQhbfTAVFRb0hycnLPzUmi2rrmeow9RKSW1rb2jmhnrKu7p7cv3j+w6Vq+w0WOW7rlbKuKK3TNFDlP83SxbTtCMVRdbKnF5cb+Vkk4rmaZG17ZFnuGUjC1Q40rHlH5+NCu6xv5qj/Da7n9aQK8tijn4wmWZEGM/gRyCBIIY9WKX2EXB7DA4cOAgAmPsA4FLrUdyGCwidtDlTiHkBbsC9QQI61PWYIyFGKLNBZotROyJq0bNd1AzekUnbpDylFMsHtWZ8/sjt2wR/b+a61qUKPhpUyz2tQKO993PLz++q/KoNnD0afqT88eDjEfeNXIux0wjVvwpr5UOXleX8hOVCfZBXsi/+fsgd3SDczSC79cE9lTxOgD5O/P/RNsppJyOplam01klsKviGIE45ii955DBitYRY7OreAMdVxH3qQxaUqabqZKkVAziC8hpT8ArkiR+Q==</latexit>

U⇤
u· · U⇤

v·

=
X

c2C
U⇤
uc · U⇤

vc

=
X

c2C
p(u, c)p(v, c)

= p(u, v)
<latexit sha1_base64="DuGgJe0Nsmmi2vP+p8v905dczKc=">AAAC7HichVHLSuRAFL2Jj3HaV6ubARXCNDYqQ1PdCoogyLiZpa9WwWhIylKLzoukEtDQa8H1wCxkFgqOiJ/hxh9w4SeIuHLAjQtvqiODI+oNqXvr1Dm3TlVZvs1DQci1ojY1t7R+avuca+/o7OrO9/Quh14UUFalnu0Fq5YZMpu7rCq4sNmqHzDTsWy2YtVm0/WVmAUh99wlseuzdcfcdvkWp6ZAyMjvF6sbo0YSaTrd9ERdjpqE4mdIzxWn9TByjITq3NV0xxQ7lpXM1usNYkRfyOi7Cn84+kZHMMWYJDFF4hEjXyAlIkN7XZSzogBZzHn5U9BhEzygEIEDDFwQWNtgQojfGpSBgI/YOiSIBVhxuc6gDjnURshiyDARreG4jbO1DHVxnvYMpZriLjb+ASo1GCJX5Izck0tyTm7I45u9Etkj9bKL2WpomW90H3xZfPhQ5WAWsPNP9a5nAVswKb1y9O5LJD0FbejjvV/3i1MLQ0mRHJNb9H9ErskFnsCN/9KTebZwCDl8gPL/1/26WK6UymOlyvx4YeZ79hRt0A9fYRjvewJm4AfMQRX3vVP6lAFlUHXVn+qh+rtBVZVM0wcvQv3zBDbtudc=</latexit>

X

u,c

U⇤
uc = 1

<latexit sha1_base64="EsdyjkwWw+wp9J238N1A9v4w5Z4=">AAACeXichVHLSgMxFD0dX7W+6mMhuFGLIiIl0wqKIBTduNRqVfBRZmKsQ+fFPApt6Q/4Ay7cqCBS/Qw3/oALP0FcKrjQhbfTAVFRb0hycnLPzUmi2rrmeow9RKSW1rb2jmhnrKu7p7cv3j+w6Vq+w0WOW7rlbKuKK3TNFDlP83SxbTtCMVRdbKnF5cb+Vkk4rmaZG17ZFnuGUjC1Q40rHlH5+NCu6xv5qj/Da7n9aQK8tijn4wmWZEGM/gRyCBIIY9WKX2EXB7DA4cOAgAmPsA4FLrUdyGCwidtDlTiHkBbsC9QQI61PWYIyFGKLNBZotROyJq0bNd1AzekUnbpDylFMsHtWZ8/sjt2wR/b+a61qUKPhpUyz2tQKO993PLz++q/KoNnD0afqT88eDjEfeNXIux0wjVvwpr5UOXleX8hOVCfZBXsi/+fsgd3SDczSC79cE9lTxOgD5O/P/RNsppJyOplam01klsKviGIE45ii955DBitYRY7OreAMdVxH3qQxaUqabqZKkVAziC8hpT8ArkiR+Q==</latexit>

(U⇤)>

<latexit sha1_base64="j8GmGDgYruVbSv1NBT84uL4Sx7c=">AAACenichVHLSgMxFD0dX7U+WhVBcCMtig8oqRQUV6Ibl7W1ttBqmRnTNnQ6M8ykhVr8AX/AhasKIupnuPEHXPgJ4lLBjQtvpwOiot6Q5OTknpuTRLMN4UrGHgNKX//A4FBwODQyOjYejkxM7rtWw9F5VrcMy8lrqssNYfKsFNLgedvhal0zeE6rbXf3c03uuMIy92TL5gd1tWKKstBVSVQpMl00eFkuZg+Xi46oVOXSYVFadikSY3HmxdxPkPBBDH6krMgVijiCBR0N1MFhQhI2oMKlVkACDDZxB2gT5xAS3j7HCUKkbVAWpwyV2BqNFVoVfNakdbem66l1OsWg7pByDvPsgV2zF3bPbtkTe/+1Vtur0fXSolnrabldCp/OZN7+VdVplqh+qv70LFHGuudVkHfbY7q30Hv65vHZS2YjPd9eYBfsmfx32CO7oxuYzVf9cpenzxGiD0h8f+6fYH81nkjGk7vJ2OaW/xVBzCKKRXrvNWxiBylk6dw2OrjBbeBdiSpLykovVQn4mil8CSX5AUG/kjw=</latexit>

(a) Probability matrix factorization for community detection.

≈ U (t)
<latexit sha1_base64="VQuZh69+w5cllmm9Dpx39bmyiGg=">AAACanichVFNLwNBGH66vqq+igvpRVSFSzOLhDgJF0fUtk0o2V1TNvYru9MmtekfcHOS6IlERPwMF3/AwU8QbiQuDt5uNxEE72Rmnnnmfd55ZkZzTcMXjD3EpLb2js6ueHeip7evfyA5OJT3nYqnc0V3TMcraqrPTcPmijCEyYuux1VLM3lBO1xp7heq3PMNx94UNZeXLHXfNsqGrgqiCspOMCWm67vJNMuyMMZ+AjkCaUSx5iSvsI09ONBRgQUOG4KwCRU+tS3IYHCJKyEgziNkhPscdSRIW6EsThkqsYc07tNqK2JtWjdr+qFap1NM6h4px5Bh9+yavbA7dsMe2fuvtYKwRtNLjWatpeXu7sDxSO7tX5VFs8DBp+pPzwJlLIReDfLuhkzzFnpLXz06fcktbmSCSXbBnsj/OXtgt3QDu/qqX67zjQYS9AHy9+f+CfIzWXk2O7M+l15ajr4ijhTGMUXvPY8lrGINSujuBGdoxJ6lIWlUSrVSpVikGcaXkCY+AM+MjDA=</latexit>

X(t)
<latexit sha1_base64="2dULYioUEag1eSirkkzbHTuII4w=">AAACanichVG7SgNBFD1ZXzE+EmOjpBFjJDZhEgXFKmhjqdE8QGPYXSdxyWZ32Z0EYsgP2FkJWimIiJ9h4w9Y+AmiXQQbC282C6Ki3mFmzpy5586ZGcXSNUcw9uiT+voHBof8w4GR0bHxYGginHPMuq3yrGrqpl1QZIfrmsGzQhM6L1g2l2uKzvNKdb27n29w29FMY0c0LV6syRVDK2uqLIjKF/ZbcbHQLoWiLMHcmPkJkh6IwotNM3SNPRzAhIo6auAwIAjrkOFQ20USDBZxRbSIswlp7j5HGwHS1imLU4ZMbJXGCq12Pdagdbem46pVOkWnbpNyBjH2wG5Yh92zW/bE3n+t1XJrdL00aVZ6Wm6VgsdT22//qmo0Cxx+qv70LFDGiutVI++Wy3Rvofb0jaPTzvZqJtaaZ5fsmfxfsEd2RzcwGq/q1RbPnCNAH5D8/tw/QS6VSC4mUltL0fSa9xV+RDCLOL33MtLYwCayrrsTnOHc9yKFpWkp0kuVfJ5mEl9CmvsA1Z6MMw==</latexit>

U (t)
u,st = p(u, st)

<latexit sha1_base64="Fe7H2uOQT3+uUa+MYuUONioJGg4=">AAACf3ichVHLSsNAFD2N7/qquhHdFItaQcqtCj5AEN249FUVfIQkjhpMk5BMCxoKrv0BF64UVMSF/oMbf8CFnyAuFdy48DYNiIp6h5k5c+aeO2dmdNcyfUn0GFOqqmtq6+ob4o1NzS2tibb2Zd8peIbIGY7leKu65gvLtEVOmtISq64ntLxuiRV9b6a8v1IUnm869pLcd8VGXtuxzW3T0CRTaqIrpwaFQV+Vpc0gLQdKycmkmw6JATWRogyFkfwJshFIIYo5J3GJdWzBgYEC8hCwIRlb0OBzW0MWBJe5DQTMeYzMcF+ghDhrC5wlOENjdo/HHV6tRazN63JNP1QbfIrF3WNlEr30QFf0Qvd0TU/0/mutIKxR9rLPs17RCldtPepcfPtXledZYvdT9adniW2MhV5N9u6GTPkWRkVfPDh+WZxY6A366Iye2f8pPdId38Auvhrn82LhBHH+gOz35/4Jlocy2eHM0PxIamo6+op6dKMHaX7vUUxhFnPI8bmHuMANbpWY0q9kFKqkKrFI04EvoYx/AC2ZkoM=</latexit>

X(t)
u,x = p(u, x)

<latexit sha1_base64="fIBgEVNway65lCBdu3O5BQcMVe4=">AAACe3ichVHLSsNAFD2N7/qqCiK4CRalSilTHyiCUHTjUqvVgtaSxFGDaRKSaVFjf8AfcOHKgojoX7jxB1z0E8SlghsFb9OAaFFvyMy5Z+65c2ZGtQ3dFYxVQ1JTc0trW3tHuLOru6c30te/4VpFR+MZzTIsJ6sqLjd0k2eELgyetR2uFFSDb6qHS7X1zRJ3XN0y18WxzXMFZd/U93RNEUTlI4PZvFeMH5V3vJgYL8sLsh2jdDwfibIE80NuBMkARBHEihW5xjZ2YUFDEQVwmBCEDShw6dtCEgw2cTl4xDmEdH+do4wwaYtUxalCIfaQxn3KtgLWpLzW0/XVGu1i0O+QUsYoe2Q37IU9sFv2xN5/7eX5PWpejmlW61pu53vPhtbe/lUVaBY4+FL96VlgD3O+V5282z5TO4VW15dOzl/W5tOj3hirsGfyf8mq7J5OYJZetatVnr5AmB4g+fO6G8HGZCI5lZhcnY6mFoOnaMcwRhCj+55FCstYQYb2PUUFt7gLfUhRaUKK10ulUKAZwLeQZj4BaSSRwQ==</latexit>

X

u,st

U (t)
u,st = 1

<latexit sha1_base64="Ogk8efZm6ksCfvCOrIWsOyycak4=">AAAChXichVHLLgRBFD3aezxmsJHYdEwICZNqBJEIYWPpNUg8Ot2t0NGvdFdPQme2Fn7AwopERNjyAzZ+wMIniCWJjYU7PS2C4Faq6tSpe26dqtI9ywwEYw8VUmVVdU1tXX2qobGpOZ1paV0K3NA3eN5wLddf0bWAW6bD88IUFl/xfK7ZusWX9d3p0v5ygfuB6TqLYs/j67a27ZhbpqEJotSMvBaEthqFfYEqinL+A21EPaK3KI/LiprJshyLQ/4JlARkkcSsmznHGjbhwkAIGxwOBGELGgJqq1DA4BG3jog4n5AZ73MUkSJtSFmcMjRid2ncptVqwjq0LtUMYrVBp1jUfVLK6GL37II9szt2yR7Z26+1orhGycsezXpZyz01fdi+8PqvyqZZYOdT9adngS2Mxl5N8u7FTOkWRllf2D96Xhib74q62Sl7Iv8n7IHd0g2cwotxNsfnj5GiD1C+P/dPsDSQUwZzA3ND2cmp5Cvq0IFO9NB7j2ASM5hFns49wBWucSPVSv3SkDRcTpUqEk0bvoQ08Q6LiJVX</latexit>

X

u,x

X(t)
u,x = 1

<latexit sha1_base64="5QcOfgiKs2NBryYLvWFBv1LDDk4=">AAACgXicSyrIySwuMTC4ycjEzMLKxs7BycXNw8vHLyAoFFacX1qUnBqanJ+TXxSRlFicmpOZlxpaklmSkxpRUJSamJuUkxqelO0Mkg8vSy0qzszPCympLEiNzU1Mz8tMy0xOLAEKxQvIxBSX5sZXl+pU1CpEQOi4ao0SzVoFWwXDeAFlAz0DMFDAZBhCGcoMUBCQL7CcIYYhhSGfIZmhlCGXIZUhj6EEyM5hSGQoBsJoBkMGA4YCoFgsQzVQrAjIygTLpzLUMnAB9ZYCVaUCVSQCRbOBZDqQFw0VzQPyQWYWg3UnA23JAeIioE4FBlWDqwYrDT4bnDBYbfDS4A9Os6rBZoDcUgmkkyB6Uwvi+bskgr8T1JULpEsYMhC68Lq5hCGNwQLs1kyg2wvAIiBfJEP0l1VN/xxsFaRarWawyOA10P0LDW4aHAb6IK/sS/LSwNSg2QxcwAgwRA9uTEaYkZ6hsZ5RoImygxM0KjgYpBmUGDSA4W3O4MDgwRDAEAq0t4lhBcNGhk1MzEyaTAZMRhClTIxQPcIMKIDJGgCT2JOW</latexit>

U (t)
u· (V

(t)
x· )>

=
X

st2St
U (t)
u,stV

(t)
x,st

=
X

st2St
p(u, st)p(x|st)

= p(u, x)

<latexit sha1_base64="M+47lda8twDiVsb03Btz+MFaC1Y=">AAADDnichVHPSxtBFH67tlbTalK9CL0sDYYEJExKSotglXrxqMZEwdVldxx1cH+xMxti1/wDnnrroScLUqT33koPvfgPePBPKB4VeumhbzYroYr6ltn53jfve/PNjBO6XEhCzjV94NHjwSdDw7mnz0ZG84XnYy0RxBFlTRq4QbTm2IK53GdNyaXL1sKI2Z7jslVnb16tr7ZZJHjgr8j9kG149o7Ptzm1JVJW4aTU3EzKstK1ktgw6VYgu0bZaF1znWuusmnKIDTNXGnGFLFnJcKSJvcN07PlruMkja6FVf1eU4ZQRL/RlMof0oflWNVVEHQOFEgFiu1UrEKRVEkaxm1Qy0ARslgMCl/BhC0IgEIMHjDwQSJ2wQaB3zrUgECI3AYkyEWIeLrOoAs51MZYxbDCRnYP/zuYrWesj7nqKVI1xV1cHBEqDZgkZ+SEXJJT8o38Jn/v7JWkPZSXfZydnpaFVv5wovHnQZWHs4TdvupezxK24W3qlaP3MGXUKWhP3/7w6bIxvTyZlMgXcoH+j8g5+YUn8NtX9HiJLX+GHD5A7eZ13watV9VavVpfqhfn3mdPMQQv4CWU8b7fwBwswCI0gWp57bX2TpvVP+rf9R/6z16prmWacfgv9NN/0FLG9w==</latexit>

X

x

V (t)
x,st = 1

<latexit sha1_base64="O2FjsGvkMJEa4+OP/1KOKZeYUYE=">AAACgXichVHLShxBFD32JDpOoo66EcyicVAUwnBbBhRFEN249DWj4KPp7tRoY7/orhnUZjYu/QEXrhREJav4C27yA1n4CeLSQDZZ5E5PQ1BRb1FVp07dc+tUlRk4diSJ7tqUzIeP7R3Zztynz13dPfnevkrk10JLlC3f8cN104iEY3uiLG3piPUgFIZrOmLN3Jtv7q/VRRjZvrcqDwKx5Ro7nl21LUMypee/bEY1V4/3G2qFx6+RLhvb8agca6gzqqbnC1SkJNSXQEtBAWks+vlLbOIbfFiowYWAB8nYgYGI2wY0EALmthAzFzKyk32BBnKsrXGW4AyD2T0ed3i1kbIer5s1o0Rt8SkO95CVKobpF13TI/2k73RPf1+tFSc1ml4OeDZbWhHoPccDK3/eVbk8S+z+V73pWaKKycSrzd6DhGnewmrp64cnjytTy8PxCJ3TA/s/ozu65Rt49d/WxZJYPkWOP0B7/twvQWW8qJWKpaVSYXYu/YosBjGEUX7vCcxiAYso87lHuMIP3CgZZUwhZbyVqrSlmn48CWX6H/O/k8c=</latexit>
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(c) Probability matrix factorization for relationship detection.

Figure 4.2: Probability matrix factorizations for CARNMF. Each of the figures
corresponds to the PMF for each task.
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Unified loss function. To achieve CAR-clustering, the aforementioned three
sub-problems must be solved. In this work, we attempt to solve them simultane-
ously by introducing a unified loss function, which is expressed as

U∗,
{
U (t), V (t), R(t)

}
t∈T = arg min

U∗, {U(t), V (t), R(t)}
t∈T

∥∥A− U∗(U∗)⊤
∥∥2
F

+
∑
t∈T

{∥∥X(t) − U (t)(V (t))⊤
∥∥2
F
+ λt

∥∥U (t) − U∗R(t)
∥∥2
F

}
,

(4.4)

s.t. ∀1 ≤ r ≤ kt,∀1 ≤ p ≤ ℓ, ∀t ∈ T,∑
i,j

U∗
ij = 1,

∑
i,j

U
(t)
ij = 1,

∑
i

V
(t)
ir = 1,

∑
j

R
(t)
pj = 1,

where λt for attribute t ∈ T is a user-defined parameter to control the effect of
attribute-value clusters for community detection. Higher λt yields a stronger effect
of the attribute-value clusters in community detection.

4.3.3 Optimization

To optimize the loss function in Eq. 4.4, we derive the updating rules for each of the
output matrix, based on the optimization framework for PMF. The updating rules
corresponding to the variables are as follows:

U∗′
ij ← U∗

ij

[
∂U∗

ij
L
]−

+ ξ−[
∂U∗

ij
L
]+

+ ξ+
, (4.5)

ξ− =

1−
∑

i,j

U∗
ij

[
∂U∗

ij
L

]−
[
∂U∗

ij
L

]+
+ξ+∑

i,j

U∗
ij[

∂U∗
ij
L

]+
+ξ+

,

ξ+ = max
(
max

(
−∂U∗

·,·L
)
, 0
)
,
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U
(t)′
ij ← U

(t)
ij

[
∂
U

(t)
ij
L
]−

+ η−[
∂
U

(t)
ij
L
]+

+ η+
, (4.6)
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[
∂
U
(t)
ij
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∂
U
(t)
ij
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U
(t)
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∂
U
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ij
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−∂
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·,·
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)
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∂
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∂
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∂
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where

[∂U∗L]+ =2U∗(U∗)⊤U∗ +
∑
t∈T

λtU
∗R(t)(R(t))⊤, (4.9)

[∂U∗L]− =2A⊤RU∗ +
∑
t∈T

U (t)(R(t))⊤, (4.10)

[∂U(t)L]+ =U (t)(V (t))⊤V (t) + λtU
(t), (4.11)

[∂U(t)L]− =X(t)V (t) + λtU
∗R(t), (4.12)

[∂V (t)L]+ =(V (t))⊤(U (t))⊤U (t), (4.13)

[∂V (t)L]− =(X(t))⊤U (t), (4.14)

[∂Ri
L]+ =(U∗)⊤U∗R(t), (4.15)

[∂Ri
L]− =(U∗)⊤U (t). (4.16)

The detailed explanations for the derivation of update rules are described in Ap-
pendix 6.3,6.4,6.5, 6.6. The aforementioned update rules monotonically decrease
the unified loss function (Eq. 4.4).

4.3.4 Complexity Analysis

Here, we analyze the computational complexity of the proposed algorithm. The
equations in our algorithm have the following complexities:

• Updating U∗ needs O(|E|ℓ+ |V|ℓ2
∑

t kt).

• Updating U (t) and V (t) needs O ((|V|+ |Xt|)k2t + |Et|kt).

• Updating R(t) needs O (|V|(ℓkt + ℓ2)).

In summary, the time complexity of our algorithm is follows, where iter is the
number of outer iterations (lines 3–16 in our algorithm).

O

(
iter

∑
t

(
|V|(ℓ2kt + k2t ) + |Xt|k2t + |E|ℓ+ |Et|kt

))
. (4.17)
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Table 4.1: Selected conferences on four research areas.

DB DM ML IR
SIGMOD, VLDB KDD, ICDM NIPS, ICML SIGIR, ECIR

PODS, EDBT PKDD, SDM ECML, UAI JCDL, ECDL
ICDT PAKDD COLT TREC

4.4 Experimental Evaluations

To demonstrate the applicability and effectiveness of CARPMF, we conducted a
set of experiments using real-world datasets. Specifically, the performance of the
proposed scheme was compared to simple baseline and the state-of-the-art methods.

The experiments were performed on a PC with an Intel Core i7 (3.3 GHz) CPU
with 16 GB RAM running Ubuntu14.04. CARPMF was implemented by Python
2.7.6 with Numpy 1.9.0.

4.4.1 Datasets

We used two datasets: DBLP and arXiv.

• DBLP: Digital Bibliography Project1 is a bibliographic database in the com-
puter science area. DBLP contains publication information, such as authors
and conferences. We used a part of the dataset by extracting conferences
similar to [109]. We extracted four research areas: data mining, databases,
machine learning, and information retrieval, and five major conferences for
each area. Consequently, 10,491 papers in 20 conferences (shown in Ta-
ble 4.1) were selected.

• arXiv: arXiv2 is a repository of electronic preprints in various scientific
fields. Similar to above, we chose four research areas: mathematical physics
(math-ph), nuclear (nucl-th), astrophysics (astro-ph), and materials (part of
cond-mat), and four major journals for each area. Consequently, 12,547
papers in 16 journals (shown in Table 4.2) were selected.

1http://dblp.uni-trier.de/
2https://arxiv.org
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Table 4.2: Selected journals on four research areas.

math-ph
Communications in Mathematical Physics

Reviews in Mathematical Physics
Letters in Mathematical Physics
Journal of Mathematical Physics

nucl-th
Annual Review of Nuclear and Particle Science

Progress in Particle and Nuclear Physics
Atomic Data and Nuclear Data Tables

Journal of Nuclear Materials
astro-ph

Research in Astronomy and Astrophysics
Annual Review of Astronomy and Astrophysics

New Astronomy Reviews
Space Science Review

cond-mat
Nature Nanotechnology

Nature Materials
Nano Letters

Journal of Materials Science

Multi-attributed graphs were constructed from the datasets as follows: The
nodes correspond to the authors. If two authors co-author a paper, we placed a
weighted edge between the authors. The weighting denotes the number of co-
authored papers. Each author has attributes term, paper, and conference/journal,
which are defined below:

• term: Each term is regarded as a node. An edge is generated between an
author and a term if the author uses the term in the titles of at least one
paper. The edge weight denotes the term frequency for each author. As a
preprocessing, we applied stop-word elimination and stemming.

• paper: Each paper is regarded as a node. An edge is generated if the author
publishes the paper. The edge weight is always 1.0 because each paper can
only be published once.

• conference/journal: Each conference or journal corresponds with a node.
An edge is created between an author and a conference/journal if the author
publishes at least one paper at the conference/journal. The edge weight is
the total number of publications at the conference/journal.
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4.4.2 Results of CAR-clustering

Figure 4.3 shows examples of the detected communities and their associated attribute-
value clusters in DBLP. The number of communities and the number of term clus-
ters were each 50, whereas the number of conference clusters and the number paper
clusters were each 4. The red, blue and gray rectangles correspond to communi-
ties, term clusters, and conference clusters, respectively. Each rectangle shows the
top contributing nodes in the community/cluster, and the edge weights show the
strength of the relationship between the community and the corresponding clus-
ter. We chose famous researchers in different research domains (i.e., Jiawei Han,
Michael Stonebraker, and Michael I. Jordan).

Figure 4.3(a) show the community and the correlated attribute-value clusters of
Jiawei Han, who is a leading researcher in data mining and database areas. The
results show that (1) he collaborates with Chinese researchers, (2) he publishes
many papers related to data mining conferences (i.e., KDD, ICDM, SDM, PAKDD
and PKDD) and database conferences (i.e., SIGMOD, VLDB, PODS, EDBT and
ICDT), and (3) his researches are highly correlated with topics in data mining, such
as frequent pattern mining and high dimensional data.

Similarly, Figure 4.3(b) shows the result for Michael Stonebraker, a renowned
database researcher. His community is strongly related to conferences in databases
(SIGMOD, VLDB, PODS, EDBT and ICDT). Topics such as view maintenance, and
digital library are detected. Figure 4.3(c) shows the result for Michael I. Jordan,
an expert in machine learning research. This community is strongly related to the
conferences of machine learning, (NIPS, ICML, UAI, COLT, and ECML) and the
topics like bayesian inference, reinforce learning, and support vector machine.

The proposed scheme is compared to a baseline method as well as the state-of-
the-art methods to quantitatively evaluate the performance of community detection
and attribute-value clustering. In this experiment, we find the hyper parameters
which bring the highest accuracy for each method using grid search. The compari-
son methods include:

• NMF [5]: Baseline approaches that apply NMF for binary relationships
between graph components, including author-term (A-T), author-paper (A-
P), author-conference (A-C), term-paper (T-P), and term-conference (T-C)3.

3Because NMF assumes the co-occurrences of binary relationships, paper-conference (one-to-
one relationship) is excluded.

67



• LCTA [63]: A probabilistic generative model for communities, topics of
textual attributes, and their relationships. We set hyper parameter λ to 0.0
for all dataset.

• SCI [58]: An NMF based method for detecting communities as well as their
semantic descriptions via node’s attribute values. We set hyper parameters
α and β to 80 for DBLP dataset, and 80 and 0.05 for arXiv dataset, respec-
tively.

• HINMF [11]: A model that clusters objects and attributes simultaneously
and takes the consensus among the binary NMFs. This work is the most
similar to our proposal. We set hyper parameter α to 0.01 for all dataset.

Note that, LCTA and SCI deal with a single concatenated feature of multiple
attributes. Therefore, we prepare concatenated feature consisting of term, docu-
ment and conference/journal, and apply these approaches on the feature. As for
CARPMF, we set parameters λt to all 1.

To evaluate the qualities of these methods, we compared the accuracy [63] of
community and attribute-value clustering w.r.t. paper and conference/journal. We
designed a ground truth to measure the accuracy. To derive the ground truth, each
author is labeled based on research areas of their papers, in other words, if the
author mostly published papers for the specific area, the author is labeled as that
area. Similarly, the labels for conference/journal and paper were manually given
by referring to the conference categories.

Definition 4.4.1 (Accuracy). Given a set S of elements, for each element n ∈ S, the
true label and the cluster label generated by a method are denoted by sn and rn,
respectively. Then, the accuracy is defined as:

Accuracy =

∑
n∈S δ(sn,map(rn))

|S|

where | · | is the cardinality of a set; δ(x, y) is a delta function which returns 1
if x = y, otherwise 0; and map(rn) is a mapping function that maps rn to the
equivalent label in the dataset. The best mapping can be found by Kuhn-Munkres
algorithm [104]. □

Table 4.4 summarizes the evaluation results. The number of communities and
the number of attribute-value clusters for each attribute are each four. Each cell
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shows the mean and the standard deviation of the accuracies for 20 trials. N/A
denotes that the method does not support the category. Values in bold indicate a
significant improvement using the Student-t test, where p < 0.05.

CARPMF achieved the best performance for community detection (author) and
attribute-value clustering (paper and conference/journal) with significant gaps for
DBLP dataset (respectively 19%, 25% and 10%) and for arXiv dataset (respectively
9%, 8%) relative to the comparative methods. In particular, CARPMF has an im-
proved clustering quality compared to NMF by taking the relationships between
communities and attribute-value clusters into account.

Table 4.3 lists the detected topics from DBLP using CARPMF when the num-
ber of topics is set to four. Our method successfully detects the four major research
topics. Specifically, Topic 1 containing retriev, inform, search, queri and web seems
to correspond to information retrieval, and Topic 2 containing mine, pattern, clus-
ter, graph and frequent correspond to data mining. Topic3 contains words “learn,
network, kernel, bayesian, reinforc”, which are typical words of machine learning.
Topic4 is a topic of database containing words “query, databas, optim, xml, manag”,
which are popular topics on database researches.

Table 4.3: Detected topics via CARPMF from DBLP.

Topic 1 Topic 2 Topic 3 Topic 4
(Information Retrieval) (Data Mining) (Machine Learning) (Database)

retriev 0.063 mine 0.069 learn 0.049 queri 0.039
trec 0.042 data 0.038 model 0.027 databas 0.038

inform 0.031 cluster 0.033 network 0.015 data 0.035
model 0.025 pattern 0.029 algorithm 0.013 optim 0.014

document 0.024 base 0.022 kernel 0.011 effici 0.013
track 0.023 graph 0.020 bayesian 0.010 xml 0.012
queri 0.023 frequent 0.016 reinforc 0.010 manag 0.012

search 0.021 larg 0.014 infer 0.010 base 0.011
text 0.017 effici 0.014 process 0.009 object 0.011
web 0.017 rule 0.014 decis 0.009 system 0.010
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Figure 4.3: Example communities with attribute-value clusters. The red, blue
and gray rectangles correspond to communities, term clusters, and conference clus-
ters, respectively.
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4.4.3 Insights on Parameters

This section discusses the effect of parameter λt for each attribute. The larger the
λt value, the greater the influence of the attribute-value cluster for t ∈ T is on the
community. Therefore, optimal parameter settings should result in better results.
Figures 4.4 shows the behavior of the accuracy with different values with respect
to different attributes. For each evaluation, λs (s ̸= t) of the other attributes were
fixed. In most cases, the accuracy shows a convex form and the peak is around 100.
More importantly, the accuracy is insensitive to the setting, making tuning easier.

4.4.4 How to Determine Parameters

In this section, we discuss about how to determine the user defined parameters (i.e.,
ℓ, kt and λt). As for the number of communities/clusters (i.e., ℓ, kt), the larger com-
munity/cluster size brings the finer grained communities/clusters (e.g. laboratory,
research topic) and the smaller community/cluster size brings the coarse grained
communities/clusters (e.g. research society, research area). In the data analysis
task, the required granularity of the communities/clusters varies depending on the
purpose of the data analysis. Therefore, when applying CARPMF, the number of
communities/clusters should be adjusted so as to obtain the target size by repeatedly
applying our method. As for λt, as we discussed in the previous section, by setting
the λt to around 1.0, our method achieves highest accuracy. Thus, in the practical
use of our method, it is better to set λt to 1.0.

4.4.5 Convergence Analysis

In this section, we experimentally provide convergence analysis to optimize the
proposed loss function in Equation 4.4. Figures 4.5(a) and (b) show the conver-
gence curve of the loss function for DBLP and arXiv, respectively. In addition, the
accuracy of each iteration is plotted. The black line shows the value of the loss func-
tion. The red, green, and blue lines show the accuracy of community detection and
attribute-value clustering for author, paper, and conference/journal, respectively. As
the number of iterations increases, the loss function decreases while the accuracy
improves.
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4.4.6 Efficiency Analysis

This section analyzes computational efficiency in terms of the numbers of commu-
nities and attribute clusters. When the numbers are fixed to four as experiments
above, the running times of CARPMF on the DBLP (arXiv) dataset are 15.86 ±
1.153s (5.163 ± 0.217s). When changing the numbers of communities and term
clusters to 50, while those of paper and conference remain four, the running times
increases to 35.05 ± 0.660s (DBLP) and 70.94 ± 1.625s (arXiv). These values are
still reasonable for various applications.

Moreover, we examine the running time of our method by changing the number
of nodes in an input graph. Theoretically, as discussed in Section 4.3.4, the com-
putational complexity is dependent on the number of vertices, that of edges, and
that of distinct values of each attribute. As most of real-world graphs are modeled
as scale-free networks, edges in a graph are very sparse, therefore, we examine the
sensitivity of processing time on the proposed method in terms of the number of
nodes. In this experiment, we selected all of the papers on DBLP, and construct
the multi-attributed graph as same manner as described in Section 4.4.1. We set
the number of communities and clusters are four. Figure 4.6 shows that the time
complexity of our method is almost linear to the number of nodes. From the figure,
we ensure that the time complexity of our method is linear to the numbers of nodes
and edges (as shown on Equation 4.17). Therefore, when the input graph is sparse,
our method is highly efficient.

4.5 Conclusion

In this paper we have proposed CAR-clustering, which includes community detec-
tion, attribute-value clustering, and extraction of their relationships, for clustering
over multi-attributed graphs. We have also proposed a novel algorithm CARPMF
based on NMF. CARPMF employs a unified loss function to simultaneously solve
different PMFs. This approach is better than the state-of-the-art methods in that it
can exploit the correlation between communities and attribute-value clusters for en-
hancing the quality of the result. Our experiments have demonstrated that CARPMF
successfully achieves CAR-clustering. CARPMF has detected reasonable commu-
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nities with meaningful semantic descriptions via the relationship between commu-
nities and attribute-value clusters for real-world datasets. These results are useful
for many applications such as node property estimations [47, 53, 106], community-
wise information recommendations [107], and semantic reasoning for nodes/edges [108].
Additionally, CARPMF has achieved higher accuracy than comparative methods,
including a baseline and the state-of-the-art methods.
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Figure 4.4: Accuracy for different λt values. CARPMF performs better at all of
the parameters are λt = 1.
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Chapter 5

Conclusion and Future Work
This thesis explores non-negative matrix factorization under probability constraints
which is named probability matrix factorization (PMF).

Chapter 3 proposed a framework for PMF. PMF is formulated as an optimization
problem which consists of loss measure and probability constraints. The loss mea-
sure measures a difference between an input probability matrix and a multiplication
of output matrices. The probability constraints consist of non-negativity constraint
and equality constraint that the sum of the elements in the output matrix is 1. We
derived an optimization scheme for PMF that minimizes the loss function while
satisfying the constraints, which widely applicable to differentiable loss functions.
For more general use of PMF, we extended the PMF to more general loss measure
and the variety of probability constraints. To control the probability distribution of
the output matrices, we proposed Dirichlet regularization term, which is a negative
log-likelihood of the Dirichlet distribution. Experiments using benchmark docu-
ment datasets showed that PMF outperformed the ordinary NMF and LDA in the
viewpoint of the perplexity in the test dataset, and accuracy of document clustering.

Chapter 4 investigates the effectiveness of multi-tasking PMF. In this chapter, a
novel clustering scheme for multi-attributed graphs named CAR-clustering is pro-
posed. CAR-clustering includes three tasks, community detection, attribute-value
clustering, and relationship detection between the communities and the attribute-
value clusters. For CAR-clustering, we proposed CARPMF which consists of mul-
tiple PMFs for multiple tasks to mutually complement each other tasks. Experi-
ments using real-world bibliographic databases showed that CARPMF outperforms
ordinary NMF and the related works for community detection and clustering.

79



5.1 Summary of Contributions

Contributions of this thesis are summarized as follows:

• We propose a novel matrix factorization scheme, probability matrix factor-
ization (PMF), which factorized the input probability matrix into two prob-
ability matrices (Chapter 3).

• We propose a novel optimization method for optimizing PMF. For the method,
we give theoretical supports for the validity of update rules: (1) our opti-
mization scheme monotonically decrease the objective function; (2) the out-
put matrices always meet the probability constraints; (3) the time complex-
ity of the proposed optimization scheme remains the same as the ordinary
NMF; (4) our optimization scheme can apply to many kind of differentiable
loss-functions (Chapter 3).

• We propose a novel regularization term for the output matrices, Dirichlet
regularization term, which enables us to control the probability distribution
of the output matrix (Chapter 3).

• The theoretical analysis for loss-function of PMF revealed that PMF strongly
relates to probabilistic topic models, namely pLSA [29] and LDA [30] (Chap-
ter 3).

• The experimental results show that PMF is more accurate than the ordi-
nary NMF regarding clustering and perplexity without sacrificing efficiency
compared with ordinary NMF (Chapter 3).

• We propose a novel clustering scheme CAR-clustering to address two tech-
nical questions. (i) Given a multi-attributed graph, how can community
detection and attribute-value clustering be performed for different types of
attributes in a cooperative manner? (ii) How should reasonable relation-
ships be determined between communities and attribute-value clusters for
each type of attribute? (Chapter 4)

• We develop a novel algorithm CARPMF, which achieves CAR-clustering.
Specifically, a dedicated loss function is designed to perform multiple PMFs
simultaneously (Chapter 4).
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• We conduct experiments using real-world datasets (DBLP computer science
bibliography and arXiv physics bibliography). The accuracy of CARPMF
with respect to community detection and attribute-value clustering and a
comparison to other methods are examined. Relative to comparative meth-
ods, CARPMF achieves a better accuracy of up to 19% for community de-
tection and up to 25% for attribute-value clustering. Furthermore, CARPMF
detects informative communities and their rich semantic descriptions by cor-
relating multiple types of attribute-value clusters (Chapter 4).

5.2 Future Work

We state our future work for each chapter and that of long-term view.

Future works for the work in Chapter 3 are considered as follows. First, we
consider our optimization schemes for NMF under any other kind of distance met-
rics such as Itakura-Saito (IS) divergence [110], Bregman divergence [111], ℓ2,1
norms [112], and Wassersterin distance [113]. Second, we are planning to extend
PMF to the non-parametric model by considering the prior distribution of the output
matrices as the Dirichlet process [114].

Future works for the work in Chapter 4 are considered as follows. First, we are
considering to extend the proposed method for chronological analysis over tempo-
ral multi-attributed graphs. For example, who immigrates what community, what
attribute changes to what cluster, what community changes the relationships be-
tween attribute-clusters. Second, we plan to automate the parameter tuning (e.g.,
the numbers of communities/clusters, λt , etc.).

We present the long-term goal. We are considering to extend the PMF to multi-
layered PMF, which factorizes the output matrix to more low-rank matrices. The
model would explain the hierarchical representation of the latent variables [115,
116] and considered that the model would represent as similar to the deep auto-
encoder [117]. The hierarchical feature of latent variables explain global features
and local features of input datasets. Because of PMF have probability value, the
hidden variables in auto-encoder can be also recognized as probability values. This
property may lead to a more interpretable deep auto-encoder model by which the
posterior distribution is calculated by the multiplication of the elements.
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Chapter 6

Appendix

6.1 Proof of Theorem 5

Proof: At convergence, U (∞)
ij = U

(t+1)
ij = U

(t)
ij = Uij , V

(∞)
kl = V

(t+1)
kl = V

(t)
kl =

Vkl, where t denotes the t-th iteration, i.e.,

Uij = Uij

[
∂Uij

L
]−

+ λ−[
∂Uij

L
]+

+ λ+
,

Vkl = Vkl
[∂VklL]

− + ψ−
k

[∂VklL]
+ + ψ+

k

,

which are equivalent to

Uij

([
∂Uij

L
]+ − [∂Uij

L
]−

+ λ+ − λ−
)
= 0,

Vkl
(
[∂VklL]

+ − [∂VklL]
− + ψ+

k − ψ
−
k

)
= 0,

which are equivalent to Eq. 3.17 and Eq. 3.18, respectively. □

6.2 Proofs of Theorem 6

In this section, we give a proof of Theorem 6. Due to the space limitation, we
only prove that the update rule of U does not increase the loss function L. We can
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prove for V as the similar fashion. We will follow the similar aproach described
in [118] which utilize the property of the auxiliary function. We let L(Uij) be the
loss function L with Uij as a variable.
Definition 6.2.1. G(Uij, U ′

ij) is an auxiliary function for L(Uij) if the conditions

G(Uij, U
′
ij) ≥ L (Uij) , G(Uij, Uij) = L(Uij)

are satisfied.
Lemma 6.2.1. If G is an auxiliary function of F , then F is non-increasing under
the update

U ′
ij = arg min

Uij

G
(
Uij, U

(t)
ij

)
. (6.1)

Proof:

L
(
U ′
ij

)
≤ G

(
U ′
ij, U

(t)
ij

)
≤ G

(
U

(t)
ij , U

(t)
ij

)
= L

(
U

(t)
ij

)
. □

Lemma 6.2.2. Function

G
(
Uij, U

(t)
ij

)
= L

(
U

(t)
ij

)
+ ∂Uij

L
(
U

(t)
ij

)
(Uij − U (t)

ij )

+
[∂Uij

L]
+
+λ+

U
(t)
ij

(Uij − U (t)
ij )

2
(6.2)

is an auxiliary function for L.

Proof: G(Uij, Uij) = L(Uij) is obvious. We need to show that G(Uij, U
(t)
ij ) ≥

L (Uij). To do this, we compare the Taylor series expansion of L (Uij)

L (Uij) = L
(
U

(t)
ij

)
+ ∂Uij

L
(
U

(t)
ij

)
(Uij − U (t)

ij )

+(∂Uij
)2L

(
U

(t)
ij

)
(Uij − U (t)

ij )
2

(6.3)

with Eq. 6.2 to find that G(Uij, U ′
ij) ≥ L (Uij) is equivalent to[

∂Uij
L
]+

+ λ+

U
(t)
ij

≥ (∂Uij
)2L. (6.4)

We have [
∂Uij

L
]+

+ λ+ ≥
[
∂Uij

L
]+

= (UV ⊤V )ij =
∑
k

U
(t)
ik (V

⊤V )kj

≥ U
(t)
ij (V

⊤V )jj = U
(t)
ij (∂Uij

)2L.
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Therefore, inequality 6.4 holds and G(Uij, U
(t)
ij ) ≥ L (Uij). □

Proof of Theorem1: Replacing G
(
Uij, U

(t)
ij

)
in equation 6.1 by equation 6.2

results in the update rule:

U ′
ij = U

(t)
ij −

U
(t)
ij[

∂Uij
L
]+

+ λ+
(∂Uij

L+ λ)

= U
(t)
ij

[
∂Uij

L
]−

+ λ−[
∂Uij

L
]+

+ λ+
. (6.5)

Since equation 6.2 is an auxiliary function, L is non increasing under this update
rule. □

6.3 Fixing U (t), V (t), R(t), optimize L, over U ∗

When update U∗ with U (t), V (t) and R(t) fixed, we need to solve the following
problem:

U∗ =arg min
U∗≥0

L(U∗)

= arg min
U∗≥0

∥∥A− U∗(U∗)⊤
∥∥2
F
+
∑
t∈T

{
λt
∥∥U (t) − U∗R(t)

∥∥2
F

}
. (6.6)

subject to
∑
i,j

U∗
ij = 1,

L(U∗) is equivalent to following equation:

L(U∗) = tr
(
A⊤A

)
− 2tr

(
A⊤U∗(U∗)⊤

)
+ tr

(
(U∗)⊤U∗U∗(U∗)⊤

)
+
∑
t∈T

λt
(
tr
(
(U (t))⊤U (t)

)
− 2tr

(
(R(t))⊤(U∗)⊤U (t)

)
+ tr

(
(R(t))⊤U∗⊤U∗R(t)

)
. (6.7)

The derivative ∂U∗L is

∂U∗L =− 2A⊤RU∗ + 2U∗(U∗)⊤U∗

+
∑
t∈T

λt(−U (t)(R(t))⊤ + U∗R(t)(R(t))⊤). (6.8)
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So that, [∂U∗L]+ and [∂U∗L]− are

[∂U∗L]+ =2U∗(U∗)⊤U∗ +
∑
t∈T

λtU
∗R(t)(R(t))⊤, (6.9)

[∂U∗L]− =2A⊤RU∗ +
∑
t∈T

U (t)(R(t))⊤. (6.10)

6.4 Fixing U ∗, V (t), R(t), optimize L, over U (t)

When update U (t) with U∗, V (t) and R(t) fixed, we need to solve the following
problem:

U (t) =arg min
U(t)≥0

L(U (t))

= arg min
U(t)≥0

∥∥X(t) − U (t)(V (t))⊤
∥∥2
F
+ λt

∥∥U (t) − U∗R(t)
∥∥2
F
,

subject to
∑
i,j

U
(t)
ij = 1. (6.11)

L(U (t)) is equivalent to following equation:

L(U (t)) = tr
(
(X(t))⊤X(t)

)
− 2tr

(
(X(t))⊤V (t)(U (t))⊤

)
+ tr

(
U (t)(V (t))⊤U (t)(V (t))⊤

)
+ λttr

(
(U (t))⊤U (t)

)
− 2λttr

(
(R(t))⊤(U∗)⊤U (t)

)
+ λttr

(
(R(t))⊤U∗⊤U∗R(t)

)
. (6.12)

The derivative ∂U(t)L is

∂U(t)L =−X(t)V (t) + U (t)(V (t))⊤V (t)

+ λt(U
(t) − U∗R(t)). (6.13)

So that, [∂U(t)L]+ and [∂U(t)L]− are:

[∂U(t)L]+ =U (t)(V (t))⊤V (t) + λtU
(t), (6.14)

[∂U(t)L]− =X(t)V (t) + λtU
∗R(t). (6.15)
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6.5 Fixing U ∗, U (t), R(t), optimize L, over V (t)

When update V (t) with U∗, U (t) and R(t) fixed, we need to solve the following
problem:

V (t) = arg min
V (t)≥0

L(V (t))

= arg min
V (t)≥0

∥∥X(t) − U (t)(V (t))⊤
∥∥2
F
,

subject to
∑
i

V
(t)
ir = 1, ∀1 ≤ r ≤ kt.

L(V (t)) is equivalent to following equation:

L(V (t)) =tr
(
(X(t))⊤X(t)

)
− 2tr

(
(X(t))⊤V (t)(U (t))⊤

)
+ tr

(
U (t)(V (t))⊤U (t)(V (t))⊤

)
. (6.16)

The derivative ∂V (t)L is

∂V (t)L = −2(X(t))⊤U (t) + 2(V (t))⊤(U (t))⊤U (t). (6.17)

So that, [∂V (t)L]+ and [∂V (t)L]− are

[∂V (t)L]+ =(V (t))⊤(U (t))⊤U (t), (6.18)

[∂V (t)L]− =(X(t))⊤U (t). (6.19)

6.6 Fixing U ∗, U (t), V (t), optimize L, over R(t)

When update R(t) with U∗, U (t) and V (t) fixed, we need to solve the following
problem:

R(t) = arg min
R(t)≥0

L(R(t))

= arg min
R(t)≥0

∥∥U (t) − U∗R(t)
∥∥2
F
, (6.20)

subject to
∑
j

R
(t)
pj = 1, ∀1 ≤ p ≤ ℓ.
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L(R(t)) is equivalent to following equation:

L(R(t)) =tr
(
(U (t))⊤U (t)

)
− 2tr

(
(R(t))⊤(U∗)⊤U (t)

)
+ tr

(
(R(t))⊤U∗⊤U∗R(t)

)
. (6.21)

The derivative ∂R(t)L is

∂R(t)L = −(U∗)⊤U (t) + (U∗)⊤U∗R(t). (6.22)

So that, [∂Ri
L]+ and [∂Ri

L]− are:

[∂Ri
L]+ =(U∗)⊤U∗R(t), (6.23)

[∂Ri
L]− =(U∗)⊤U (t). (6.24)
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[100] Antonio Hernando, Jesús Bobadilla, and Fernando Ortega. A non negative
matrix factorization for collaborative filtering recommender systems based
on a bayesian probabilistic model. Knowledge-Based Systems, 97:188–202,
2016.

[101] Tuomas Virtanen, A Taylan Cemgil, and Simon Godsill. Bayesian exten-
sions to non-negative matrix factorisation for audio signal modelling. In 2008
IEEE International Conference on Acoustics, Speech and Signal Processing,
pages 1825–1828. IEEE, 2008.

[102] Deng Cai and Xiaofei He. Manifold adaptive experimental design for text
categorization. IEEE Transactions on Knowledge and Data Engineering,
24(4):707–719, 2012.

[103] Takuya Akiba, Shotaro Sano, Toshihiko Yanase, Takeru Ohta, and Masanori
Koyama. Optuna: A next-generation hyperparameter optimization frame-
work. In Proceedings of the 25th ACM SIGKDD International Conference
on Knowledge Discovery & Data Mining, pages 2623–2631. ACM, 2019.

[104] Harold W Kuhn. The hungarian method for the assignment problem. Naval
research logistics quarterly, 2(1-2):83–97, 1955.

[105] Peter V Marsden. Homogeneity in confiding relations. Social networks,
10(1):57–76, 1988.

[106] Mario Frank, Andreas P Streich, David Basin, and Joachim M Buhmann.
Multi-assignment clustering for boolean data. Journal of Machine Learning
Research, 13(Feb):459–489, 2012.

[107] Junzo Kamahara, Tomofumi Asakawa, Shinji Shimojo, and Hideo Miyahara.
A community-based recommendation system to reveal unexpected interests.
In Multimedia Modelling Conference, 2005. MMM 2005. Proceedings of the
11th International, pages 433–438. IEEE, 2005.

[108] Edoardo M Airoldi, David M Blei, Stephen E Fienberg, and Eric P Xing.
Mixed membership stochastic blockmodels. Journal of Machine Learning
Research, 9(Sep):1981–2014, 2008.

100



[109] Jing Gao, Wei Fan, Yizhou Sun, and Jiawei Han. Heterogeneous source
consensus learning via decision propagation and negotiation. In Proceedings
of the 15th ACM SIGKDD international conference on Knowledge discovery
and data mining, pages 339–348. ACM, 2009.

[110] Cédric Févotte and A Taylan Cemgil. Nonnegative matrix factorizations as
probabilistic inference in composite models. In Signal Processing Confer-
ence, 2009 17th European, pages 1913–1917. IEEE, 2009.

[111] Suvrit Sra and Inderjit S Dhillon. Generalized nonnegative matrix approxi-
mations with bregman divergences. In Advances in neural information pro-
cessing systems, pages 283–290, 2006.

[112] Deguang Kong, Chris Ding, and Heng Huang. Robust nonnegative matrix
factorization using l21-norm. In Proceedings of the 20th ACM interna-
tional conference on Information and knowledge management, pages 673–
682. ACM, 2011.

[113] SS Vallender. Calculation of the wasserstein distance between probabil-
ity distributions on the line. Theory of Probability & Its Applications,
18(4):784–786, 1974.

[114] Michael D Escobar. Estimating normal means with a dirichlet process prior.
Journal of the American Statistical Association, 89(425):268–277, 1994.

[115] Fanghua Ye, Chuan Chen, and Zibin Zheng. Deep autoencoder-like nonnega-
tive matrix factorization for community detection. In Proceedings of the 27th
ACM International Conference on Information and Knowledge Management,
pages 1393–1402. ACM, 2018.

[116] Jinshi Yu, Guoxu Zhou, Andrzej Cichocki, and Shengli Xie. Learning the
hierarchical parts of objects by deep non-smooth nonnegative matrix factor-
ization. IEEE Access, 6:58096–58105, 2018.

[117] Diederik P Kingma and Max Welling. Auto-encoding variational bayes.
arXiv preprint arXiv:1312.6114, 2013.

[118] Deng Cai, Xiaofei He, Jiawei Han, and Thomas S Huang. Graph regularized
nonnegative matrix factorization for data representation. IEEE Transactions
on Pattern Analysis and Machine Intelligence, 33(8):1548–1560, 2011.

101



Reference Papers

Journal Paper

• Hiroyoshi Ito, Takahiro Komamizu, Toshiyuki Amagasa, Hiroyuki Kitagawa,
“Detecting Communities and Correlated Attribute Clusters on Multi-Attributed
Graphs,” IEICE TRANSACTIONS on Information and Systems, Vol.E102-D,
No.4, pp.810-820, May 2019.

Conference Paper

• Hiroyoshi Ito, Takahiro Komamizu, Toshiyuki Amagasa, Hiroyuki Kitagawa,
“Community Detection and Correlated Attribute Cluster Analysis on Multi-
Attributed Graphs,” In Proceedings of the 2nd International Workshop on
Data Analytics Solutions for Real-Life Applications with 21st EDBT/ICDT
Joint Conference (DARLI-AP2018), pp.2-9, Vienna, Austria, March 26th -
29th, 2018.

• Hiroyoshi Ito, Toshiyuki Amagasa, “An Optimization Scheme for Non-Negative
Matrix Factorization Under Probability Constraints,” In Proceedings of the
27th IEEE International Conference on Big Data and Smart Computing
(BigComp2019), pp.1-8, Kyoto, Japan, Feburuary 27th - March 2nd, 2019.

102



Other Papers

Journal Paper

• Hiroyoshi Ito, Toshiyuki Amagasa, Hiroyuki Kitagawa, “Detecting Topic
Evolutions in Bibliographic Databases Exploiting Citations,” Information
Modelling and Knowledge Bases, IOS Press, Vol.XXVIII, pp.489-504, Jan-
uary 2017.

• Hiroyoshi Ito, Toshiyuki Amagasa, Hiroyuki Kitagawa, “Detecting Topic
Evolutions in Bibliographic Databases Exploiting Citations,” DBSJ Japanese
Journal Vol. 14-J, No13, March 2016 (in Japanese with English Abstract).

Conference Paper
• Hiroyoshi Ito, Toshiyuki Amagasa, Hiroyuki Kitagawa, “Detecting Topic

Evolutions in Bibliographic Databases Exploiting Citations,” The 26th In-
ternational Conference on Information Modelling and Knowledge Bases
(EJC2016), Tampere, Finland, June 6-10, 2016.

• Hiroyoshi Ito, Takahiro Komamizu, Toshiyuki Amagasa, Hiroyuki Kitagawa,
“Network-Word Embedding for Dynamic Text Attributed Networks,” The
6th International Workshop on Semantic Computing for Social Networks
and Organization Science with Twelfth IEEE ICSC (SCSN2018), pp. 334-
339, Laguna Hills, USA, January 31－ February 2, 2018.

• Shintaro Kurimoto, Yasuhiro Hayase, Hiroshi Yonai, Hiroyoshi Ito, Hiroyuki
Kitagawa, “Class Name Recommendation based on Graph Embedding of
Program Elements,” In proceedings of the 26th Asia-Pacific Software En-
gineering Conference (APSEC2019), pp.498-505, Putrajaya, Malaysia, De-
cember 2-5, 2019.

103


