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Abstract of the Dissertation 

   

The ability to voluntarily inhibit actions when it has become inappropriate or 

even dangerous in a certain environment is crucial for human life. Successful behavioral 

inhibition involves two components: proactive and reactive inhibition. The former is 

goal-directed, which means people need to withhold and adjust reactions for the 

upcoming task demands. In contrast, the latter is triggered by the stimulus. Therefore, 

the planned action must be canceled when a stop signal is detected. Converging 

evidence suggests that frontal cortical regions and basal ganglia in human brain 

dedicated to proactive and reactive inhibitory control. However, it is still unclear about 

the neural mechanisms underlying inhibitory control, and how does the information 

flow during proactive and reactive inhibition.  

The aim of this PHD research is to investigate the brain circuits involved 

inhibitory control. I conducted two studies and employed one experiment. The aim of 

first study was to identify the regions involved in stop-signal task, clarify the role of 

these regions and further examine the causal relationships between these regions in 

proactive and reactive inhibition. I used a specific contrast to isolate the proactive 

inhibitory control from the reactive inhibitory control, and the regions showing 
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significant activations were applied to the following dynamic and anatomical analysis. 

The dynamic causal modeling (DCM) was used in first study for the analysis of 

effective connectivity between the prior selected set of brain regions. In the second 

study, I combined the functional magnetic resonance imaging (fMRI) and diffusion 

tensor imaging (DTI) method to examine the relationship between functional and 

structural interactions in behavioral control task. I defined the white matter tracts of 

interest via probabilistic tractography and used fractional anisotropy (FA) as an 

indicator of white matter integrity in the subsequent statistical analysis. The data-driven 

hierarchical clustering and microstructural correlations were combined to examine 

whether a specific pattern also exists in white matter tracts.  

In the first study, I worked on the fMRI data and found the “longer” pathway 

DLPFC-caudate-IFG-SMA-STN-M1 and the “shorter” pathway IFG-SMA-STN-M1 

involved in proactive and reactive inhibitory control separately. Especially, the effective 

connectivity from caudate to IFG was modulated by proactive inhibition, while the 

reactive modulation influenced on the effective connectivity from IFG to SMA.  

In the second study, I applied the DTI and probabilistic fiber tractography to 

examine how the white matter microstructure tracts are related to response inhibition, 

and how the interaction between these tracts transfer the information in the brain. The 
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combination of data-driven hierarchical clustering and significant correlation of FA 

revealed the specific clusters in the fronto-basal ganglia circuits, and the certain pairs of 

white matter tracts with significant correlations predicted the effective pathways 

between DLPFC-caudate/ caudate-IFG/ IFG-SMA/ SMA-STN neural circuits for 

behavioral control. The results supported the previous result from the first study that 

focused on fMRI data analysis and examined the relationship between white matter 

microstructure and functional connectivity.  

Taken together, the studies showed that 1) the indirect DLPFC-caudate-IFG-

SMA-STN-M1 pathway is involved in the implement of proactive modulation, while 

the hyperdirect pathway that bypasses the striatum contributes to the reactive 

modulation. Especially, the effective connection from caudate to IFG was modulated by 

proactive inhibition, while reactive modulation acted on the effective connection from 

IFG to SMA. The result of dynamic causal modelling revealed that the function of IFG 

is more related to attention control in response inhibition, 2) the further investigation 

using diffusion tensor imaging (DTI) and probabilistic fiber tractography also provided 

the evidences in micro-structural level for the effective connectivity between DLPFC-

caudate-IFG-SMA-STN neural circuits. The combined results from the hierarchical 



5 

 

clustering and microstructural correlation of FA predicted the effective pathway which 

support the previous conclusion in the first study. 
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Study 1    Common neural network for different 

functions: an investigation of proactive and reactive 

inhibition 

  

Introduction 

Behavioral control is a critical ability to inhibit planned response or prevent 

inappropriate behavior when the environment changes. It has been found as an effective 

behavioral marker to predict the cognitive ability (Harnishfeger & Björklund, 1994), 

and the impairments in response inhibition are associated with various disorders 

including attention deficit/hyperactivity disorder (ADHD; Barkley, 1997; Simmonds, 

Pekar, & Mostofsky, 2008; McLoughlin et al., 2010), Parkinson’s disease as well as 

tourette and obsessive-compulsive patients (Mirabella et al., 2008, 2013, 2017; Mancini 

et al., 2018, 2019),  obsessive compulsive disorder (OCD; Bannon, Gonsalvez, Croft, 

& Boyce, 2002) and posttraumatic stress disorder (PTSD; van Rooij, Geuze, Kennis, 

Rademaker, & Vink, 2014). The completion of inhibitory control involves a number of 

cognitive processes requiring the complex cooperation between areas in the brain. Thus, 

the investigation of inhibitory control, especially the interactions existing in neural 
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circuits, will contribute to not only the theoretical research, but also the clinical 

application.   

1.1   Theoretical background  

Successful inhibitory control involves two typically components: proactive and 

reactive inhibition (Braver et al., 2007; Jaffard et al., 2007; Aron, 2011; Bari and 

Robbins, 2013). The former acts to prepare and adjust the response in anticipation of the 

upcoming cue (Verbruggen and Logan, 2009; Chikazoe et al., 2009b), while the latter is 

cue-triggered and occurs when a stop signal is detected (Eagle et al., 2008; Chambers et 

al., 2009; Aron et al., 2014). Over the past decade, the neural circuits underlying 

reactive inhibition, which only occurs after and close to the stop signal, have been 

comprehensively investigated via using stop-signal task (Logan and Cowan, 1984; 

Logan et al., 1997). Conversely, the property of proactive inhibition that requires the 

consideration of goal-relevant information to adjust the motor system poses leads to the 

difficulty of ensuring the time of occurrence. Thus, compared to substantial research in 

reactive inhibition, relatively few studies focus on the neural mechanism underlying 

proactive inhibition. The following sections will review the related studies about the 

neural mechanisms and the behavioral tasks used for proactive and reactive inhibition.   

1.1.1   The behavioral task used to investigate the inhibitory control  
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In the history of cognitive inhibition research, one of the difficulties is the 

inhibitory control cannot be measured directly. The majority of the behavioral control 

tasks evaluate the effects of inhibition by requiring participants to inhibit the irrelevant 

or interference information and assess the reaction time (RT) representing the cost for 

response behavioral inhibition as an indicative parameter (Stroop, 1935). However, 

although the difference between RTs indicates the degree of ability of inhibitory 

control, it provides little information about the neural mechanism when people inhibit 

the inappropriate behaviors.  

A breaking point occurred when the Stop-signal task (SST) was brought up and 

developed by Logan et al (Lappin and Eriksen, 1966; Logan and Cowan, 1984; Logan 

et al., 1984). The SST provides the possibility to isolate the inhibitory process directly 

and investigate the underlying neural circuits for response inhibition.      

The classical SST consists of frequent “go” trials and infrequent “signal” trials. 

Participants are required to make a response as fast as possible in “go” trials but cancel 

the response or start a new movement when a new signal follows the initial “go” signal 

in “signal” trial. The delay between the onset of initial “go” signal and “signal” signal 

(stop signal delay, SSD) is a parameter for determining the success rate of participants 

to successfully stop the planned action (Lappin and Eriksen, 1966; Logan et al., 1984). 
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The longer SSD predicts the decreased success rate in the performance of participants. 

The stop-signal reaction time (SSRT) is primarily used to estimate the effect of reactive 

inhibition (Bunge et al., 2002; Band et al., 2003). 

The application of classical stop-signal task was successful in the study of 

reactive inhibition. For proactive inhibition, it requires a modified paradigm because of 

the difficulty in identifying the onset of occur time. The additional cues in the modified 

go/no-go task indicate the possibility of upcoming stop-signals, while the SSRT is 

modified by considering the effect of uncertainty for “go” cues (Chikazoe et al. 2009a; 

Jahfari et al. 2010; Swann et al. 2012; Aron et al. 2014; Cunillera et al. 2014; 

Verbruggen et al. 2014b; Cai et al. 2016). Recently, a paradigm comparing the reaction 

times (RTs) and movement times (MTs) of reaching arm movements in different 

contexts was applied to the investigation of deficits in proactive inhibition in healthy 

subjects, in Parkinson’s patients, as well as in Tourette and obsessive-compulsive 

patients (Mirabella et al., 2008, 2013, 2017; Mancini et al., 2018, 2019). 

1.1.2   Functional Magnetic Resonance Imaging and hemodynamic response  

Functional Magnetic Resonance Imaging (fMRI) is one of the remarkable non-

invasive technique to measure brain activity. The principle is based on the direction of 

angular momentum of protons, neutrons and electrons can be changed in a strong 
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external magnetic field. fMRI measures the neural activity indirectly by the changes in 

blood oxygenation level dependent (BOLD) signal that is known as hemodynamic 

response (HDR). The shape of HDR reflects the properties of stimulus and the 

underlying neural activity. Thus, people can decode the information by analyzing the 

pattern of neural response, which constitute the theoretical frame and basis for the 

conventional neuroimaging analysis.  

 

Fig.1.  How does the BOLD signal be detected : (1) the neuronal response to a stimulus or 

background modulation; (2) the complex relationship between neuronal activity and triggering a 

hemodynamic response (termed neurovascular coupling); (3) the hemodynamic response itself; and (4) 

the way in which this response is detected by an MRI scanner. (Arthurs OJ, 2002) 

1.1.3   Horse race model 
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The SST that participants need to selective stopping leads to the model proposed 

by Logan and Cowan (1984), the horse race model. In this model, the behavioral control 

is a race between two different neural processes: the “go” process and the “stop” 

process. The behavioral outcome is determined by which process first reaches the 

activation threshold and wins the race. If the “go” process reaches first, participants 

make the response. Otherwise, preparation for the response is aborted. The horse race 

model assumes that the rate of accumulation of each process is constant, and the only 

determinant factor for successful inhibition is the delay between the onset of “go” and 

“stop” process. Thus, another parameter was introduced based on the race model, the 

stop signal reaction time (SSRT). The SSRT represents the latency of the “stop” process 

and it can only be estimated by comparing the distribution of go RTs with SSD. The RT 

longer than SSRT will be captured by the stop process. 

The horse race model has been widely applied in the behavioral control studies. 

It provides a theoretical frame to understand the neural mechanism of behavioral 

inhibition by investigating the race between “go” and “stop” process. However, the 

horse race model considering the behavioral outcoming is only the race between two 

hypothetical processes oversimplifies the complexity of goal-directed behavior. A 

successful goal-directed behavior involves the cooperation of many cognitive processes 
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such as attentional control and select the appropriate actions. The race model is 

inadequate to explain the flexible and sophisticated dynamics between neural circuits in 

the brain when people adapts to the changing environment.  

1.1.4   Neural pathways for response inhibition  

It has been suggested that the successful inhibitory control process involves the 

preparation and termination of response via two distinct controls: proactive and reactive 

control. Proactive control requires the goal-relevant information to prepare for the 

possible stop command, while the reactive control relies upon the detection of a new 

stimulus representing the stop signal.    

The fMRI techniques can be used to identify the regions related to reactive 

inhibition. The prefrontal cortex (PFC), particularly the inferior frontal gyrus (IFG) and 

the presupplementary motor area (preSMA)/ supplementary motor area (SMA), are 

suggested to be critical for reactive inhibition (Simmonds et al., 2008; Chikazoe, 2010; 

Jahfari et al., 2010; Wardak, 2011; Cunillera et al., 2014; Verbruggen et al., 2014; Rae 

et al., 2015). An electrocorticographic study of stop-event related potentials has 

investigated the fronto-temporal lobes of patients with pharmacoresistant epilepsy and 

found the causal involvement of the premotor area (PMA), the primary cortex (M1), and 

Brodmann’s area (BA) 9. The study showed that M1 is the destination in the frontal-
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basal ganglia-thalamic network in a cognitive control task (Mattia et al., 2012). 

Furthermore, a substantial proportion (30%) of monkey dorsal premotor cortex (PMd) 

cells produced signals predicting forthcoming actions in a reaching version of the stop-

signal task, which suggests that both the M1 and PMd participated in the inhibitory 

control task (Coxon et al., 2006; Mirabella et al., 2011; Mattia et al., 2013). These areas 

combine with the basal ganglia to form a network that inhibits the activation of the M1 

during reactive inhibition. 

In contrast, the metabolic activity associated with proactive inhibition, which 

can occur throughout the task, cannot be isolated based on simple neuroimaging 

contrasts. Previous research has indicated that parts of the reactive inhibition network 

including the IFG and subthalamic nucleus (STN) are also involved in proactive 

inhibition (Aron et al., 2014). The application of deep brain stimulation (DBS) to the 

bilateral STN of patients with Parkinson’s led to shorter SSRT in a stop signal task (van 

den Wildenberg et al., 2006; Frank et al., 2007; Mirabella et al., 2012a,b), and a similar 

improvement in appropriate motor strategies that represent proactive inhibitory ability 

was also found in bilateral DBS of the STN of patients with Parkinson’s (Mirabella et 

al., 2013). However, no improvement was found with unilateral DBS (Mancini et al., 
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2019), which is opposed to the hypothesis that the right STN is critical to response 

inhibition (Aron and Poldrack, 2006; Aron et al., 2014). 

Previous research has revealed that the basal ganglia circuits are centrally 

involved in behavioral control via direct (cortico-striato-nigral) and indirect (cortico-

striato-pallido-subthalamonigral) pathways (Alexander et al., 1986; Albin et al., 1989; 

DeLong, 1990; Aron et al., 2007a, b). When a cortical signal relating to a voluntary 

movement is transmitted to the striatum, the activated striatum inhibits the activity of 

the globus pallidus internalis (GPi) via inhibitory GABAergic projections. The result 

leads to the disinhibition of thalamus and then to the generation of movement (direct 

pathway). In contrast, the activated striatum inhibits the globus pallidus externalis (GPe) 

via inhibitory GABAergic projections, which in turn disinhibits the activities of GPi and 

further inhibit the activity of the thalamus, leading to the inhibition of movement 

(indirect pathway).  

The inhibitory effect carried out through indirect pathway acts slower than the 

excitatory effect executed via the direct pathway. Thus, it raises a question that how the 

brain stops the “go” process once it is initiated, because the slower “stop” process 

cannot catch up with the “go” process. Another pathway, the hyper-direct pathway, 

which is also involved in motion information processing answers this question (Nambu 
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et al., 2000, 2002; Baker et al., 2010; Dunovan et al., 2015). The hyperdirect pathway 

bypasses the striatum and connects the cortex and the STN directly, then activates the 

GPi to inhibit the activity of the thalamus in a faster way. Recently, a study related to 

cortical-basal ganglia networks suggested a new hypothesis of action inhibition: the 

action is paused via a subthalamic-nigra pathway in the preparation step and canceled 

through arkypallidal GABAergic projection. 

 

Fig. 2. Schematic diagram of the “direct”/ “indirect”/ “hyperdirect” pathway. Open and filled arrows 

represent excitatory glutamatergic (glu) and inhibitory GABAergic (GABA) projections, respectively. Cx, 

cerebral cortex; GPe, external segment of the globus pallidus; GPi, internal segment of the globus 

pallidus; SNr, substantia nigra pars reticulata; STN, subthalamic nucleus; Str, striatum; Th, thalamus. 

(Nambu et al., 2000b) 

1.1.5  General linear Model (GLM) 
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General linear Model (GLM) is one of the most common statistical method in 

fMRI to model the BOLD signal and make statistical inferences about the specific areas 

that related to cognitive tasks. It assumes that the BOLD signal of a given voxel can be 

modelled as a sum of many weighted independent variables with noise (Huettel et al., 

2008). The GLM equation can be expressed as the following: 

𝒀 = 𝑿𝜷 + 𝝐  

While Y is a column vector containing the BOLD signal of time-series at a 

given voxel. 𝜷 is a column vector of model parameters that determines the how much 

weight one variable in design matrix X contributes to the model.  X is a design matrix 

specifying the linear model to be evaluated. 𝝐 is the residual error vector or noise. 

 

Fig. 3.   Schematic diagram of GLM for SPM (from SPM course slides) 
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The solution from GLM equations are the beat-weights or estimated model 

parameters. Under the null hypothesis, the significant of voxels were evaluated based on 

a statistical distribution called the F-distribution (Huettel et al. 2008; Jezzard et al. 

2003). The areas with significant activations were considered as regions of interest that 

associated with cognitive tasks. 

1.1.6   Dynamic causal modeling (DCM) 

The underlying neural pathways for response inhibition have been relatively 

clear via the traditional research of regional activation fMRI studies. However, the 

effective connectivity and directional relationships between these functional-related 

brain regions remains unclear. For example, a large number of studies have suggested 

that the right IFG is a critical region in response inhibition, but not much research have 

been conducted in the influence that other regions received from the IFG other regions 

during the inhibitory process. Furthermore, does these regions influence other regions 

directionally or reciprocally? In the cognitive task such as response inhibition, are there 

any crucial connections in both forms of inhibitory control? 

The dynamic causal modelling (DCM) is a Bayesian framework that infers the 

causal structure and effective connectivity within models of neuronal response that 

measured by fMRI or other functional imaging methods. The principle of DCM is the 
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application of the inversion of generative or forward (state-space) models of observable 

response to infer how neuronal activity causes measurements. The model parameters 

and the marginal likelihood or model evidence for inferences are generally estimated by 

standard Variational Laplace (Friston et al., 2007) procedure, and further applied in the 

analysis of specific effective connections and network architecture (Daunizeau et al., 

2011; Penny et al., 2004).  

  In brief, experimental and extrinsic input arrives at granular layer, targeting 

spiny stellate cells. These populations then project to superficial pyramidal cells, which 

project to deep pyramidal cells. In addition to this intrinsic feedforward 

pathway (Thomson and Bannister, 2003), there are reciprocal connections with 

inhibitory interneurons, modelled here with a single population. Extrinsic efferent come 

in two flavors. Forward connections arise from superficial pyramidal cells, while 

backward connections arise from deep pyramidal cells (Felleman and Van Essen, 1991; 

Hilgetag et al., 2000). Extrinsic forward connections provide the input to the granular 

layer of a higher region (with a small projection to deep pyramidal cells), while 

extrinsic backward connections target superficial pyramidal cells and inhibitory 

interneurons. Note that the recurrent (self) connections are universally inhibitory; 

irrespective of whether the neuronal population is excitatory or inhibitory. 
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Fig.4.   Schematic summarizing the generative model for each region or node. (Friston, K. 

J., 2017) 

The signals arising from a neural network can be thought of a directed graph. 

Each node represented the functionally segregated source, while the edge describes the 

effective connectivity between pairs of nodes. In brief, experimental and extrinsic input 

at the specific node that responds to receive information, and then project to other 

nodes. The network is decided by between-node or extrinsic connectivity, and the 

distinction between forward and backward connections define the hierarchical 

relationships in the network, which corresponds the correlations among cortical and 

subcortical areas.  
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The DCMs describes the influences of experimental conditions or manipulations 

on the dynamics of neural states of the system. In fMRI, the changes of neuronal state 

that modulated the experimental condition drive the local changes in blood flow, which 

inflates blood volume and reduces deoxyhemoglobin content.  

1.1.7   The present study 

Despite the importance role, not only in daily life but also the clinical 

implications, many questions about the underlying neural mechanisms still remains 

unknown. For example, how does the brain dynamically adapt to the changing 

environment by flexibly adjust its control, and how does the brain be able to complete 

the balance between preparation and stop the response. In current thesis, the first study 

aims to examine these questions using functional magnetic resonance imaging (fMRI), 

and to further our knowledge about the cognitive control especially the inhibitory 

control of movement. I hypothesized that there are overlapping regions in the neural 

systems involved in proactive and reactive inhibitory processes. However, the effective 

connectivity between the relevant brain regions are modulated differently in those 

processes, which results in the different kinds of inhibitory control.  

In the present study, I used a special neuroimaging contrast to isolate fMRI 

activity associated with proactive inhibition via the stop-signal paradigm, then identify 
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the brain areas involved in proactive and reactive inhibition. I then incorporated the 

identified regions of interest (ROIs) into dynamic causal models of proactive and 

reactive inhibition. Bayesian model selection (BMS) was applied to investigate the 

effective connections associated with each type of inhibition.        
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1.2    Materials and Methods 

1.2.1   Participant 

Twenty healthy right-handed adults (age, mean ± SD, 21.75 ± 2.57; range: 19–

31 years; 11 males), excluding 10 participants with excessive head movement in the 

MRI scanner defined as translational or rotational displacement greater than 2.5 mm in 

any direction, performed a stop-signal task during fMRI scanning. All participants were 

recruited from the University of Tsukuba as paid volunteers, had normal or corrected-

to-normal vision and provided written informed consent prior to the experiment. No 

participant was taking medicine during the experiment. The present study was approved 

by the Institutional Review Board (IRB) of the National Institute of Advanced Industrial 

Science and Technology (approval number: 2014-481) and all participants gave 

informed consent prior to participation. 

 1.2.2   Stop-signal task 

In the present study, I divided the “go,” “stop,” and “switch” trials into several 

substages to isolate proactive and reactive inhibition. Unlike previous studies regarding 

proactive inhibition, I did not use additional cues to indicate “certain go” trials. All 

trials of the present study remained “uncertain” at the initial stage. During each trial, a 

fixation cross appeared on a black background for 500 ms, then the point of fixation 
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cross was replaced by the initial character (“X” or “O”) for 1,500 ms. Participants were 

required to press “1” on the button-box if the stimulus was “X” and “2” if “O” appeared 

unless the background color change. If the background color changed to blue, 

participants need to switch their response to press “3.” If the background color changed 

to red, participants are instructed to withhold their response regardless of the current 

initial character. The duration between the appearance of initial character and the 

change of background color is 500 ms. Thus, participants were required to withhold 

their planned response and wait for any possible upcoming cue to avoid an incorrect 

response when the initial character (“X” or “O”) appeared. Participants must totally 

abort the responses that are already in progress if the background changed to red or 

switch their response to press “3” if the background changed to blue. The proactive 

component was thus present in all trials (“go,” “stop,” and “switch” trials), and the 

reactive component was present in successful “stop” and “switch” trials. 

Each run consisted of 40 “go” trials, 10 “stop” trials, and 10 “switch” trials. An 

equal distribution of the characters “X” and “O” was ensured across trials, in random 

order. Each participant needs to complete three runs.  

I applied paired t-test on mean RTs for “go” and “switch” trials to test if there 

were significant difference between them. Because the fixed stop-signal delay (SSD) 
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was used in the current procedure, I estimated SSRT with integration method by 

subtracting SSD from the finishing time that is determined by the distribution of no-

signal go RTs.  

 

Fig.5. The components of the stop-signal task. Participants were required to press “1” or “2” as quickly as 

possible following the appearance of the stimulus unless the color of the background changed to red or 

blue. They were required to withhold response when the background turned red, and to press “3” when 

the background turned blue.  

1.2.3   Procedure 

All participants were informed about the MRI safety at the beginning of 

experiment. Each participant was provided with an information sheet that informed their 

participation rights before the experiment. After reading the information sheet and 
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signing the consent form, each participant was required to take the practice session in 

order to be familiar with the experimental procedure. The practice session consisted of 

three parts, each part includes two “go” trials, two “stop” trials and two “switch” trials. 

Feedback was provided on the computer monitor after the end of each trial by 

displaying the accuracy of each trial. The participant is required to take the practice 

session again if the accuracy was too low. 

After the practice session, each participant was checked whether the metallics 

were carried and positioned inside the scanner. In order to minimize undesirable head 

motion, the participants were instructed to refrain from moving their head and limbs 

during the scanning. T1-weighted anatomical images were acquired before the 

participant was presented with a stop signal task. After the stop signal task, the 

participant was required to execute the DTI scanner. The participant could withdraw 

from the scanner and end the experiment at any time. 
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Fig. 6.  Experimental paradigm used in this study.  

 1.2.4   fMRI Data Acquisition 

All fMRI scans were obtained using a 3-Tesla scanner (Ingenia 3T, Philips, 

Netherlands) at the Department of Information Technology and Human Factors, AIST 

(Tsukuba, Japan). Each participant’s head was fixed using foam padding to reduce head 

movement. Single-shot echo-planar imaging (EPI) sequences were used to acquire 

functional images. EPI parameters were as follows: repetition time (TR) = 2,000 ms; 

echo time (TE) = 35 ms; flip angle = 90°, 31 ascending slices, thickness = 3.7 mm. 
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1.3    Analyses 

1.3.1   Data Processing 

The SPM12 software toolbox and Matlab 2015b were used for the analysis of 

fMRI data and for the creation of the DCMs. All coordinates are reported in standard 

Montreal Neurological Institute (MNI) space and were labeled using the Anatomical 

Automatic Labeling (AAL) toolbox in SPM12 (Brett et al., 2002; Tzourio-Mazoyer et 

al., 2002). Successful “go” trials were regarded as those in which the participant 

selected the appropriate button following the waiting period. Successful “stop” and 

“switch” trials were regarded as those in which the participant withheld appropriate 

responses until the subsequent signals appeared. 

I divided the trials into several components. All trials of the present study 

remained “uncertain” at the initial stage. When the initial character (“X” or “O”) 

appeared, participants were required to withhold their planned responses and wait for 

any possible upcoming cue to avoid an incorrect response. Thus, the proactive 

inhibitory component appeared at the beginning of all trials. The action component was 

involved when participants figured out the “go” trial and pressed the corresponding 

button. For both “stop” and “switch” trials, participants needed to cancel the planned 
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action that resulted in reactive inhibitory component. The difference is in “switch” trial, 

participants needed to press the alternative button, which led to subsequent action 

component. Based on the above reasons, the components in the “go” trials included 

proactive inhibitory component and an action component. The “stop” trials were 

subdivided into a proactive and a reactive component, and the “switch” trials consisted 

of a proactive, a reactive, and an action component. 

Based on this approach, reactive inhibition was analyzed by comparing the 

successful “switch” trials to successful “go” trials. I did not apply the classical 

comparison that used for race model between successful “stop” trials (proactive 

inhibitory component + reactive inhibitory component) and successful “go” trials 

(proactive inhibitory component + action component) because the result cannot be 

explained by isolated reactive inhibitory component. Proactive inhibition was isolated 

by the conjunction of all successful trials (“go,” “stop,” “switch”). I used a general 

linear model for first-level event-related analysis in each participant. Events (successful 

“go,” successful “stop,” successful “switch”) were modeled after a duration of 0.5 s 

from trial onset. A second-level SPM analysis used contrasts from the first level with 

one-sample tests to investigate the group-level activation. A peak-level false discovery 

rate (FDR) at p < 0.05 was applied to correct for multiple comparisons. 



33 

 

 1.3.2   Dynamic Causal Modeling for Comparing Proactive and Reactive 

Modulation 

I used DCM12 (Friston et al., 2003) for the analysis of effective connectivity 

between the prior selected set of brain regions. fMRI-based DCM is a deterministic 

model of neural dynamics that describes how neural activity and interactions generate 

the hemodynamic BOLD response. The effective connectivity between brain regions or 

nodes was estimated by three matrices: the endogenous connectivity between nodes (A 

matrix), the modulation effects on the connection during the special experimental 

conditions (B matrix), and the driving inputs that influence the connectivity to other 

nodes (C matrix). If there were connections modulated by other regions (nonlinear 

connectivity effects), the parameters were modeled as an additional matrix (D matrix). 

I defined MNI coordinates of the ROIs for DCM analysis that met all of the 

following criteria: (1) the coordinate of the spherical ROIs should show significant 

activations in both proactive and reactive contrasts with a cluster-based FDR at p < 0.05 

in the second-level SPM analysis; and (2) the regions have been reported to be involved 

in behavioral control in previous research. I constructed 70 DCM models on four 

regions: the right IFG (x = 48, y = 16, z = 30), the left SMA (x = −6, y = −10, z = 50), 

the STN (x = −10, y = −14, z = −6), and the M1 (x = −30, y = −12, z = 66). 
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The set of 70 DCM models was divided into two groups: a linear and a nonlinear 

group. Each group was divided into several subgroups based on the location of the 

proactive modulatory input (IFG to SMA, SMA to IFG, IFG to STN, SMA to STN) and 

the connectivity between the IFG and the SMA (bidirectional, unidirectional, no 

connection; Figure 3). Average self-connections were applied to all nodes. The STN 

was connected with the IFG and the SMA directly or indirectly. 
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Fig. 7.  Structure of the DCM families tested for proactive and reactive inhibition. Red arrows represent 

the locations associated with the proactive modulatory input. Dotted arrows represent the nonlinear 

modulation. The different numbers represent the different locations related to the reactive modulatory 

input. DCM, dynamic causal modeling; M1, primary motor cortex; IFG, inferior frontal gyrus; DLPFC, 

dorsolateral prefrontal cortex; STN, subthalamic nucleus; SMA, supplementary motor area.    

The nodes, which receive driving input, are the regions in the model that first 

experience the neural changes caused by the manipulations of the experimental 

conditions. The modulatory inputs, which represent the specific experimental factor, 

realize the modulation by influencing the intrinsic connections in the network (Penny et 

al., 2004). Thus, the experimental conditions we chose as modulatory inputs should 

include the specific experimental factor and avoid the other factors that may drive the 

network activity in different modulatory effects. Both experimental conditions, that is, 

“stop” and “switch” trials, include the reactive inhibitory component, and for this 

reason, I selected all “go” trials (correct “go,” incorrect “go”) as proactive modulators to 

separate proactive from reactive modulation. I considered the frontal regions (IFG and 

SMA) as nodes receiving driving inputs across all models. The modulatory inputs 

include proactive modulatory inputs and reactive modulatory inputs. I applied the 

modulatory inputs in the fronto-STN connections (IFG to SMA, SMA to IFG, IFG to 
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STN, SMA to STN). All trials (“go,” “stop,” “switch”) were chosen as driving inputs, 

which represent the extrinsic influences on the IFG-SMA-STN-M1 network. To 

separate proactive from reactive modulation, I selected all “go” trials (correct “go,” 

incorrect “go”) as proactive modulator. The reactive modulator was acquired by 

selecting “stop” and “switch” trials in which participants provided appropriate 

responses following the appearance of the signal. 

I defined group peak coordinates from the second-level group analysis of 

proactive and reactive contrasts, combined with the AAL atlas implemented in the SPM 

toolbox. All trials were used for extracting the first eigenvariate of the BOLD time 

series for STN and M1, and the conjunction contrast of proactive and reactive 

modulators for IFG and SMA. All first eigenvariates were adjusted for the F-test of 

effects of interest. To extract the time series from the ROIs for each participant, I 

combined the local maximum close to the group peak and extracted the eigenvariate 

from a 5-mm sphere. 
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1.4     Results 

1.4.1   Behavioral Data 

There were significant differences in mean RTs between “go” trials (mean ± SD, 

963 ± 74 ms, range: 836–1092 ms) and “switch” trials (mean ± SD, 1,120 ± 87 ms, 

range: 948–1,350 ms; p < 0.0001). For “go,” “stop,” and “switch” trials, mean accuracy 

was 0.890 (SD: 0.117) and 0.853 (SD: 0.165), respectively. The mean SSRT was 454 

ms (range: 304–737 ms, SD: 96 ms). 

1.4.2   Group-Level Activations 

Activity associated with proactive inhibition obtained by the conjunction of all 

successful “go,” “stop” and “switch” trials, was significant in the visual cortex, 

dorsolateral prefrontal cortex (DLPFC), caudate, SMA, IFG, STN and M1 of both 

hemispheres. As for the reactive inhibition, I found activation in the right IFG, the left 

SMA, left M1, as well as bilateral activation of STN (Figure 8). Because the volume of 

STN is about 240 mm3 in humans that means the activation of STN is only eight voxels 

(Hardman et al., 2002; Hamani et al., 2004), I chose the coordinate of the STN 

described in Forstmann et al. (2012) as a reference to confirm the STN activated 

significantly. 
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Fig. 8. Activated brain regions associated with (1) proactive inhibition and (2) reactive inhibition during 

the stop-signal fMRI experiment. Group-level statistical maps were calculated (1) as conjunction of all 

successful “go”, “stop” and “switch” trials for proactive inhibition and (2) as a contrast between 

successful “switch” trials and successful “go” trials for reactive inhibition. The results were thresholded at 

peak-level false discovery rate (FDR)-corrected significance of p < 0.05.  

1.4.3  DCM Network Analysis for Comparing Proactive and Reactive Modulation 

I investigated 70 DCMs representing the alternative hypotheses of modulatory 

effects from proactive and reactive inhibition. BMS with fixed-effect analysis (FFX) 

provided strong evidence for one model being optimal, above all other models.  

Two parameters were measured in the BMS to compare the optimal architecture 

of the models: relative log-evidence and posterior probability. The former corresponds 
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to the balance between accuracy and complexity of the model, while the latter 

represents the probability that the specific model provides the best explanation for all 

participants. 

DCM estimates the observed BOLD responses and models the effects of neuro-

vascular processes and spectral noise at different levels. The parameters represent the 

rate of change in activity in one region that influences the activity in another region, and 

the effective connectivity was thus expressed in Hz. 

The average connectivity between two regions represents how rapidly activity 

(per second) in one region influences the activity in another region (Friston et al., 2003; 

Penny et al., 2004; Almgren et al., 2018). A positive value represents an excitatory 

influence from the source region on another region, while a negative value represents an 

inhibitory influence. Likewise, modulatory effects on a region or connection indicate an 

increase or decrease in average activity or connectivity. 

In this optimal nonlinear model, the right IFG modulates the connection between 

the left SMA and the left STN, and the connection from the IFG to the SMA is 

modulated by both proactive (modulation effect = 0.8622 HZ) and reactive modulatory 

inputs (modulation effect = 0.8404 HZ). The results indicate that when people “prepare 

to cancel” and then “cancel” a planned response successfully, both proactive and 
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reactive modulation influence on the effective connection from the IFG to the SMA. 

The IFG inhibits the activity in the SMA, and the decreased activity in the SMA 

influences the subsequent areas via a causal relationship and then increases the 

excitatory influence of the STN on the M1. 

 

Fig. 9. (A) Log evidence and (B) model posterior probability to compare DCM model families, and (C) 

the most possible model selected based on Bayesian model selection (BMS) denoting connectivity 

coefficients for the comparison between proactive and reactive modulatory inputs. The connections in red 
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represent increased excitatory connectivity, while blue connections represent decreased inhibitory 

connectivity. The dotted lines represent the driving inputs.    

1.4.4   DCM Network Analysis for Proactive Inhibition 

To further investigate the possible brain circuits involved in the implementation 

of behavioral control including proactive and reactive inhibitory processes, I added 

extra regions to the DCM models for proactive inhibition. The regions of interests were 

selected based on the same criteria as the previous DCM models, i.e., (1) these regions 

should show significant activation in proactive contrasts with a cluster-based FDR at p 

< 0.05 in the second-level SPM analysis; and (2) the regions have been reported to be 

involved in behavioral control in previous research. I constructed 13 DCM models 

including four ROIs: the right IFG, the DLPFC (x = 44, y = 20, z = 36), the left SMA, 

and the caudate (x = −16, y = −30, z = 24). As previous results showed that the 

modulatory effects were related to the connection from the IFG to the SMA, this 

modulatory effect should be a direct or indirect effect from other effective connections 

that end in the IFG. 

I limited the model for proactive inhibition to the four regions based on the 

following reasons: (1) the previous studies suggested the top-down control for proactive 

inhibitory control (Jaffard et al., 2007, 2008; Criaud et al., 2012). Based on the result 
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from the DCM network analysis for comparing proactive and reactive modulation, it 

revealed that the modulatory effects happened on the effective connectivity from IFG to 

SMA. Thus, it is reasonable to believe that the proactive modulation would not firstly 

act on the downstream connections that causally follows the effective connection from 

IFG to SMA; and (2) the increasing number of nodes in DCM will lead to over much 

numbers of free parameters that require exponentially increasing computational time. 

Furthermore, the conditional dependencies among these parameters will also enhance 

that influence the reliability of explanation for DCM model (Daunizeau et al., 2011). 

Based on these reasons, I think the model with four regions DLPFC-caudate-IFG-SMA 

is sufficient to investigate the proactive modulation. 

Since converging evidence indicates that the prefrontal areas project to the STN, 

in the DCM analysis of proactive inhibition, the DLPFC-IFG-SMA-caudate is the 

minimum and effective set required to test hypotheses. I have found reactive 

modulatory effects on effective connection from IFG to SMA in the previous step, so 

there are two possibilities for the “real” neural underpinning of reactive modulation: (1) 

the IFG-SMA is the real effective connectivity that is modulated by reactive inhibition; 

and (2) the real effective connectivity is the other connectivity in prefrontal-STN 

network. The modulatory effect was transferred to the effective connectivity IFG to 
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SMA and observed in the IFG-SMA-STN-M1 DCM model. Based on the result from 

whole brain contrast related to reactive inhibition, there are no other activations in 

frontal areas involved in inhibitory control and prefrontal-STN connections, which 

means no other effective connectivity responds to reactive inhibition, so the IFG-SMA 

is the real effective connectivity that modulated by reactive inhibition. 

The set of 13 DCM models was divided into three groups based on whether the 

DLPFC receives driving inputs (driving inputs were applied to DLPFC + SMA, IFG + 

SMA, and DLPFC + IFG + SMA). The location of proactive modulatory inputs varied 

in the bidirectional connections in the DLPFC-IFG-SMA-caudate network, and 

locations were chosen based on the requirement that the indirect modulatory effects 

from other effective connections should end in the IFG. Average self-connections were 

applied to all nodes. The interconnectivities between nodes are bidirectional (Figure 

10). I considered the frontal regions (DLPFC and SMA, IFG and SMA, 

DLPFC/IFG/SMA) as nodes receiving driving inputs across all models. The modulatory 

inputs are only proactive inputs. I applied modulatory inputs to the effective 

connections in the DLPFC-caudate-IFG-SMA network (IFG-DLPFC, DLPFC-IFG, 

IFG-SMA, DLPFC-caudate, caudate-IFG).  
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Fig. 10. Structure of the DCM families tested for proactive inhibition. The yellow arrows show the 

direction of loops that represent indirect modulation from other effective connections that end in the IFG. 

The different numbers represent the different locations related to the proactive modulatory input. DCM, 

dynamic causal modeling; M1, primary motor cortex; IFG, inferior frontal gyrus; DLPFC, dorsolateral 

prefrontal cortex; STN, subthalamic nucleus; SMA, supplementary motor area. 
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I extracted the first eigenvariate of the BOLD time series from two regions of 

interests, the DLPFC and the caudate. All-time series were adjusted for the F-test of 

effects of interest. To extract the time series from the ROIs for each participant, I 

combined the local maximum close to the group peak and extracted the eigenvariate 

from a 5-mm sphere. 

The results of BMS (FFX) indicated that there was one model that was superior 

to all other models (Figure 7). In this model, the connection from the caudate to the IFG 

was associated with the proactive modulation (modulation effect = 0.7851). The results 

indicate that when people prepare for a possible upcoming stop-signal, the caudate 

increases its excitatory influence on the IFG, which leads to an inhibitory influence of 

the IFG on the SMA. 
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Fig. 11.  (A) Log evidence and (B) model posterior probability to compare DCM model families, and (C) 

the most possible model selected based on BMS denoting connectivity coefficients for the DCMs with 

proactive modulatory inputs. The connections in red represent increased excitatory connectivity, and blue 

connections represent decreased inhibitory connectivity. Red dotted lines represent the driving inputs. 
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1.5.   Discussion 

In the present study, I used fMRI data acquired during a stop-signal paradigm 

task to identify the cortical and subcortical areas involved in proactive and reactive 

inhibitory processes. To evaluate the modulatory effects of proactive and reactive 

inhibition on the effective connections between these areas, I first conducted a DCM 

analysis where 70 DCM models were compared. The results indicate that the increasing 

activity in effective connectivity from the left SMA to the left STN was modulated by 

the right IFG, and the decreasing activity in effective connectivity from the right IFG to 

the left SMA was modulated by both proactive and reactive modulatory effects. I further 

investigated an alternative hypothesis with 13 additional DCM models in which the 

causal connection from/to the right DLPFC and the left caudate were considered for 

proactive inhibition. The results of the additional DCM model comparison show that the 

increased activity of the effective connection from the left caudate to the right IFG was 

modulated by proactive modulatory control, which resulted in the inhibitory effects in 

the connections from the right IFG to the left SMA in the comparison between proactive 

and reactive inhibitory control. 

The fronto-basal ganglia pathways have been proposed to support motor control 

via hyper-direct and indirect pathways. Previous studies suggested that the right IFG 
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and left SMA are critical regions in inhibitory control (Aron et al., 2004; Chambers et 

al., 2006; Aron et al., 2014). However, it is still difficult to assign a very specific role to 

most of these regions during the execution of complex cognitive functions (Mirabella, 

2014; Hampshire, 2015). For example, some studies revealed that the right IFG acts as a 

monitor of unexpected stimuli, and others show that it is involved in the suppression of 

memories. 

A significant overlap was reported in the brain systems underlying proactive and 

reactive inhibition via modified stop signal task or extra information about the 

probability of the occurrence of stop signals, and showed that the right IFG, the pre-

SMA/SMA, and part of the basal ganglia circuit (striatum) are involved in both 

proactive and reactive inhibition (Chikazoe et al., 2009a; Swann et al., 2012; Aron et 

al., 2014). Furthermore, the recent research reveals that the neural network involved in 

goal-directed cognitive control is very extensive. The multi-step decision process model 

proposed that many areas such as the DLPFC, PMd, and M1 are also involved in goal-

directed behavior (Kenner et al., 2010; Mirabella, 2014). However, previous studies 

were unable to determine the interactions that exist between these regions or to describe 

how the brain can “identify” the different kinds of inhibitory control. 
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I used DCMs to demonstrate which connections in the common network 

contribute to proactive and reactive inhibitory control. The DCMs also provided us with 

information regarding the directions and excitatory or inhibitory modulatory effects of 

these connections. The results reveal that the effective connection from the IFG to the 

SMA is associated with both proactive and reactive modulatory effects, which is in line 

with previous neurophysiology and neuroimaging evidence showing that the IFG is 

connected with the SMA. The results further show that in the most likely model, both 

proactive and reactive inhibition decreased the excitatory influence from the IFG to the 

SMA and inhibited the activity of M1. 

The results of further investigation of proactive inhibition show that the neural 

underpinning of proactive modulation is the effective connection from the right DLPFC 

via the left caudate to the right IFG, while the subsequent effect of transmission is 

reflected in the effective connection from the IFG to the SMA in a common network. 

The brain thus uses the DLPFC-caudate-IFG-SMA-STN-M1 pathway to implement 

proactive modulation. These results support the prior hypothesis that basal ganglia 

circuits are involved in proactive and reactive inhibition, which suggested that a 

hyperdirect pathway that allows for faster behavioral control than the direct and indirect 

pathways, by bypassing the striatum, is involved in reactive inhibition. The indirect 
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pathway is functionally similar to the hyperdirect pathway but transfers the modulatory 

effects through the striatum. 

The present study also provides new evidence for the functions of the right IFG. 

Although previous studies have extensively investigated the role of the right IFG in 

response inhibition, findings remain controversial. It remains, for example, unclear 

whether the right IFG is associated with modulatory inhibition or with the more general 

detection of salient or task-relevant cues. Furthermore, the right IFG is considered to 

expedite inhibition processes via the pathway from the pre-SMA/SMA to subcortical 

regions, based on findings from neuroimaging and transcranial magnetic stimulation 

studies (Aron et al., 2003; Chambers et al., 2006). However, electrophysiological 

studies have indicated that activity in the pre-SMA/SMA can precede activity in the IFG 

during response inhibition (Swann et al., 2012). The results indicate that the right IFG 

acts as a driving input during reactive inhibition, supporting the notion that this region 

plays a key role in detecting task-relevant cues. These results, therefore, suggest that the 

IFG is related to attentional switching. These results are consistent with previous 

findings showing that right-IFG activity was higher when infrequent stimuli were 

detected, indicating that this region does not belong to a unique network involved in 

inhibitory control (Hampshire et al., 2010; Erika-Florence et al., 2014). 
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The study furthermore provides evidence for the functions of the right DLPFC. 

Comparative studies involving both humans and non-human primates have concluded 

that the PFC is a crucial neural substrate of cognitive control (Servan-Schreiber et al., 

1996; Assad et al., 1998; Cohen et al., 1999; Jahfari et al., 2012; Smittenaar et al., 

2013). Recent studies have also revealed that the DLPFC plays a central role in the 

maintenance of goals and rules for action (Watanabe, 1990, 1992; Asaad et al., 2000). 

Additional studies have demonstrated that the DLPFC monitors environmental cues to 

develop appropriate response strategies (Ragozzino, 2007; Hikosaka and Isoda, 2010). 

These findings are consistent with the result that the DLPFC acts as a driving input 

during proactive inhibition. 

Previous tract-tracing studies in monkeys and diffusion tensor imaging studies in 

humans have indicated that the DLPFC is connected with the caudate (Parent, 1990; 

Parent and Hazrati, 1995; Lehéricy et al., 2004), and that the DLPFC-caudate circuit is 

involved in selective inhibition via the indirect pathway (Mink, 1996; Jahfari et al., 

2011). Previous animal, clinical, and neuroimaging studies have provided extensive 

evidence that the caudate was involved in the selection of appropriate response based on 

the assessment of the outcomes, and the studies of patients with impairments in the 

caudate nucleus also showed the deficit in goal-directed tasks (Hazrati and Parent, 1992; 
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Cai et al., 2011; Bryden et al., 2012; Majid et al., 2013). The results indicate that the left 

caudate is related to modulatory input, consistent with the findings of previous studies 

reporting that the caudate nucleus contributes to behavior through the selection of 

appropriate sub-goals. 

In the current study, I used fMRI to investigate inhibitory behavior. The limited 

temporal resolution of fMRI may result in limited scope in the DCM analysis. 

Therefore, multiple methods such as electroencephalography (EEG) or ECoG, which 

have better temporal resolution, need to be considered in future research. Further, I had 

to exclude participants with excessive head movement, and the reduced number of 

effective participants might have caused us to miss some regions with significant 

activations. 
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1.6    Conclusion 

I show that the effective connection from the IFG to the SMA is associated with 

reactive inhibition, while the effective connection from the caudate to the IFG is 

associated with proactive inhibition. The indirect DLPFC-caudate-IFG-SMA-STN-M1 

pathway is involved in the implementation of proactive modulation, while the 

hyperdirect pathway that bypasses the striatum contributes to reactive inhibition. The 

function of the IFG is more related to attention control, and the caudate more likely acts 

as a “gate” between proactive and reactive inhibition. 
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Study 2:  Correlations between white matter 

microstructure infers the effective connectivity in 

response inhibition 

 

Introduction 

The first study investigated the brain areas involved in response inhibition and 

the causal architecture between the fronto-basal ganglia circuit. I applied the dynamic 

causal models to fMRI data and found the “longer” DLPFC-caudate-IFG-SMA-STN-

M1 pathway is associated with the implement of proactive inhibition, while the 

“shorter” IFG-SMA-STN-M1 pathway that bypasses the striatum is modulated by the 

reactive inhibitory modulation (Zhang and Iwaki, 2019).  

The result from DCM revealed the crucial roles of frontal areas and basal 

ganglia in response inhibition, so it is naturally to discuss whether there exists a 

correspondence relationship between the functional and structural architecture. 

Diffusion Tensor Imaging (DTI) allows the application of the noninvasive measurement 

of structural connectivity in vivo (Basser and Pierpaoli, 1996; Pierpaoli et al., 1996). 

Thus, in the second study, I investigated the anatomical connections existing in the 

fronto-basal ganglia circuits via DTI and probabilistic fiber tractography, and whether 
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the corresponding relationship exists between fMRI signals as a functional 

manifestation in response inhibition and the structure of the brain.    

2.1     Theoretical background 

An open question in the brain research is the correspondence between functional 

and structural pathways. Given that the neural underpinning for response inhibition has 

been studied by functional MRI in the past decade, and the first study also identified the 

neural pathways between frontal cortex and basal ganglia engaged in successful 

response inhibition (Alexander et al., 1986; Albin et al., 1989; DeLong, 1990; Nambu et 

al., 2000, 2002; Aron et al., 2007a,b; Baker et al., 2010; Dunovan et al., 2015; Mallet et 

al., 2016; Zhang and Iwaki, 2019), it is naturally to explore the linkage between the 

anatomical connectivity and the functional interactions (Honey et al., 2010; Werring et 

al., 1999). Diffusion Tensor Imaging (DTI) is a non-invasive technique that provides the 

information of white matter structure by analyzing the diffusion of water affected by the 

local brain tissues (Basser and Pierpaoli, 1996; Pierpaoli et al., 1996). The DTI 

parameters measured from regions of interest as well as tracts is sensitive to the degree 

of anisotropic water diffusion, which reflects the cellular structures in the white matter.   

2.1.1    Diffusion Tensor Imaging (DTI) 
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DTI is a non-invasive technique for monitoring the neural architecture by 

measuring the degree of water molecules in the tissue. The theoretical foundation is 

based on the physical phenomena named random translational motion or brownian 

motion. The water molecules randomly colliding with each other in the brownian 

motion can be statistically described by a diffusion coefficient. The diffusion coefficient 

depends only on the molecular weight, the temperature and the certain conditions. Thus, 

the measurement of diffusion-driven displacement provides a direct method to 

investigate the micro-structure of brain tissue.  

The diffusion propagation of water molecules has certain preferential directions 

in the brain parenchyma structures because of the boundaries on a microscopic scale. 

Thus, the molecular displacements are greater than other in some structures, which 

means the diffusion is more anisotropic. Conversely, some structures allow the water 

molecules move more freely with less constraint. In this situation, the diffusion is more 

isotropic. The difference in the molecular displacements is critical for the reconstruction 

of anatomical structure in the brain. 

The typical diffusion times used for clinical DWI are 10 –50 ms, corresponding 

to average molecular displacements on the order of 10 um. This microscopic spatial 

scale is in the same range as that of cellular dimensions. This sensitivity to cellular 
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processes has been exploited clinically for improving the detection of acute cerebral 

ischemia (Thomsen et al., 1987; Moseley et al., 1990; Chien et al., 1992; Warach et al., 

1992; Marks et al., 1996; Gonzalez et al., 1999), distinguishing vasogenic from 

cytotoxic edema (Ebisu et al., 1993; Schaefer et al., 1997; Schwartz et al., 1998; Ay et 

al., 1998; Mukherjee et al., 2001; Provenzale et al., 2001), identifying foci of axonal 

shearing injury after acute head trauma (Arfanakis et al., 2002; Hergan et al., 2002; 

Huisman et al., 2003), characterizing cellularity in brain tumors (Tien et al., 1994; 

Brunberg et al., 1995; Krabbe et al., 1997; Gauvain et al., 2001), discriminating 

between metastases and gliomas (Krabbe et al., 1997; Lu et al., 2003), and between 

tumor recurrence and postsurgical injury, differentiating pyogenic abscesses from 

tumors (Smith et al., 2005), and for the noninvasive mapping of white matter 

connectivity by using the diffusion tensor model (Ebisu et al., 1996; Kim et al., 1998; 

Leuthardt et al., 2002), among the diffusion tensor model.     
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Fig.12.  The diffusion ellipsoids and tensors for isotropic unrestricted diffusion, isotropic restricted 

diffusion, and anisotropic restricted diffusion. (Mukherjee, P. et al., 2008) 

2.1.2   Fiber Tracking 

DTI is currently the only non-invasive method to track the white matter fibers 

through the human brain, and tractography method quantifying the structural brain 

connectivity based on the assumption that the main diffusivity direction is aligned with 

the direction of the axonal fiber dominant within the voxel (Pajevic and Pierpaoli, 

1999). The axonal fiber tracks are modeled by tracing the most favorable pathway 

between two voxels that calculated by fiber reconstruction algorithms.  

The exact pathway of the axonal fibers is of less interest in most of cognitive 

studies than the degree of connectivity. This is the reason why the use of probabilistic 
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methods (Behrens et al., 2003) to determine the degree of connectivity is preferred, 

instead of line streaming approaches that are focused on the anatomical pathways of the 

fibers.        

Fiber tract reconstruction requires first the selection of seed point, and the 

tracing is executed by spatially interpolating direction of maximum diffusion 

neighboring voxels (Kubicki et al., 2002). In this way, the use of the foci of functional 

activity as initial and ending tracking points, allows the connection between regions. 

This appears to be a very promising approach to integrating structural and functional 

information, which might be used to model the underlying neural network in a specific 

task.  

2.1.3    Parameters of DTI measure 

The parameters of DTI are sensitive to the degree of anisotropic water diffusion, 

which reflects the cellular structures. The measure of DTI parameters from regions of 

interest as well as tracts have been revealed the correlation with behavioral performance 

(Klingberg et al., 2000; Niogi et al., 2008b). The hypothesis is that the tissue 

microstructure such as axon diameter or myelination affect the nerve conduction 

velocity (Fields, 2008; Seidl, 2014) and then affect reaction time (Chevalier et al., 2015; 

Copra et al., 2018). 
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The DTI produces several metrics that summarize the properties of white matter 

microstructure (Basser & Pierpaoli, 1996; Pierpaoli, Jezzard, Basser, Barnett, & Di 

Chiro, 1996). Fractional Anisotropy (FA) is a metric derived from DTI that captures the 

degree to which water diffusion is restricted in a given region. Restricted water flow can 

arise from a multitude of factors such as more tightly packed axons or a higher degree 

of myelination, which may indicate a more efficient tract structure. FA is particularly 

sensitive to the orientation of white matter as well as its integrity.   

2.1.4   Previous study about white matter microstructure and response inhibition 

Previous studies have investigated the influence of structural connections in 

fronto-basal ganglia tracts in response inhibition. The analysis of probabilistic 

tractography between basal ganglia and the IFG, preSMA/SMA revealed the significant 

correlations between stop signal reaction time (SSRT) and DTI parameters in the 

cognitive control task (King et al., 2012; Lison et al., 2006; Casey et al., 2007; Rae et 

al., 2015). One such study examined go/no-go performance in parent-child dyads with 

Attention Deficit Hyperactivity Disorder (ADHD) and found that there was a positive 

correlation between FA in prefrontal regions and d-prime in both parents and children 

(Casey et al., 2007). These studies linked the frontostriatal microstructure with the 

functional activity and SSRT performance.   
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These studies have generally focused on the white matter tracts that connecting 

IFG, SMA and STN, and correlation with the performance of cognitive task. However, 

it remains unclear the correspondence between structural and functional connections as 

well as the possible neural dynamics in response inhibition, especially the separate 

neural activities underlying the proactive and reactive inhibition. So, the investigation of 

the correspondence between white matter structure and the dynamical connectivity in 

response inhibition will offer an opportunity to understand how the functional and 

dynamic connections are generated and mediated by direct or indirect anatomical 

structure.  

2.1.5   The limitation of previous study 

These studies have generally focused on the white matter tracts that connecting 

IFG, SMA and STN, and correlation with the performance of cognitive task. However, 

it remains unclear the correspondence between structural and functional connections as 

well as the possible neural dynamics in response inhibition, especially the separate 

neural activities underlying the proactive and reactive inhibition. So, the investigation of 

the correspondence between white matter structure and the dynamical connectivity in 

response inhibition will offer an opportunity to understand how the functional and 
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dynamic connections are generated and mediated by direct or indirect anatomical 

structure.  

2.1.6.  The current study 

In the present study, I chose the regions for tract of interests based on results 

from the previous study where I used fMRI effective connectivity measures to 

demonstrate the involvement of IFG, SMA, DLPFC, caudate, STN and M1 in the 

hyperdirect and indirect neural pathways responding to reactive and proactive inhibitory 

control. Then I extracted the FA from the tract-of-interest and applied the hierarchical 

clustering to the white matter tracts. Furthermore, I examined the inter-tract correlations 

of FA with spearman’s rank correlation coefficient. These results were combined with 

effective connectivity in response inhibition to investigate the correspondence between 

the structural structure and functional/effective network. 
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2.2     Materials and Methods 

2.2.1    Stop-signal task and participants 

       Eleven healthy adults (age, mean±SD, 21.75±2.57; range: 19-31 years, males) 

performed a stop-signal task during fMRI scanning. Participants were recruited from 

University of Tsukuba as paid volunteers. The present study was approved by the 

institutional review board of the National Institute of Advanced Industrial Science and 

Technology (approval number: 2014-481). All participants were right-handed with normal 

or corrected-to-normal vision. Prior to the experiment, all subjects provided written 

informed consent.  

       Each participant needs to complete three runs for the stop-signal task paradigm, 

and each run consists of 40 go-trials, 10 stop-trials and 10 switch-trials. During each trial, a 

fixation cross appeared on the black background for 500 ms, then the fixation cross was 

replaced by the character “X” or “O” for 1500 ms. Participants should press “1” on the 

button-box if the character was “X” and “2” if it was “O”, unless the background color 

changed after a while. Participants had to switch their response to press “3” if the 

background color changed to blue, and totally abort their planned response if the 

background color changed to red. An equal distribution of characters “X” or “O” was 

applied to all trials in a random order (Zhang, F., and Iwaki, S., 2019).  
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2.2.2    DTI acquisition 

Imaging data were acquired on a 3-Tesla scanner (Ingenia 3T, Philips, 

Netherland). The diffusion images were acquired using a single shot echo-planar 

imaging sequence (TR= 18.486 ms, TE= 60 ms, FA = 90 deg, 32 gradient directions. 

Matrix size: 224 x 224 x 140 mm (112 x 112 matrix), 2 mm slice thickness, 70 slices, 

b-factor = 1,000).  
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2.3     Data Analysis 

2.3.1    DTI Data Pre-processing 

DTI data were acquired from the same participants who participated the stop-

signal task in the fMRI scanning during the same scan. Pre-processing of the DTI data 

were performed in the FSL 5.0 software (FMRIB’s Software Libary, 

www.fmrib.ox.ac.uk/fsl) and matlab 2015. The B0 volume was firstly extracted and 

masked by using “fslroi” and “bet”. Then the diffusion images were corrected by 

“eddy_correct” and diffusion tensors were fitted with “dtifit”. For tractography, I used 

“bedpostx” to calculate the voxel-wise diffusion distribution at each voxel. 

2.3.2    Probabilistic tractography between frontal cortex and basal ganglia 

The group-level activations were found in the right IFG, the left SMA as well as 

bilateral STN in reactive inhibition, and the brain regions with significant activations 

were identified in DLPFC, caudate, IFG, SMA and STN in both hemisphere in the 

previous study. Considered the critical role of right IFG in response inhibition, I 

constructed the masks and analyzed the inter-tract interests only in the right hemisphere. 

I created masks of the right DLPFC, caudate, IFG, SMA and STN in MNI standard 

space, then these prior masks were transformed to each subject's native T1 space using 

“flirt”.   
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I used FSL “probtrackx” to create the tracts of interest between: 1) the right 

DLPFC and right caudate, and 2( the right caudate and right IFG, and 3) the right IFG 

and right SMA, and 4) the right SMA and right STN, and 5) the right caudate and right 

STN, and 6) the right IFG and right STN. I thresholded 50% probability for each tract, 

which means only voxels showing at least 2500/5000 streamlines were retained in the 

result pathway. Then these thresholded tracts were transformed to each subject’s 

diffusion space by using “flirt” linear registration. The output masks were binarized by 

“fslmaths”. Each subject’s FA map was masked by the tracts and the average time-

series was extracted using “fslmeants”. The average value of FA was acquired by 

“fslstats”.   

2.3.3    Hierarchical clustering and correlation analysis  

I used hierarchical clustering to investigate whether there are specific clustering 

patterns in white matter tracts between fronto-basal ganglia circuit. Hierarchical 

clustering model employed the functions in Matlab 2015. The dissimilarity between 

each pair of white matter tract in FA was calculated by “pdist” function, and the 

“linkage” function was used to pair the white matter tracts with close proximity. Then 

the formed clusters were grouped into larger cluster until a hierarchical tree was 

formed.  
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After the determination of clusters in white matter tracts, I used Spearman’s rank 

correlation coefficient to measure all correlations between tract-of-interests. The result 

from hierarchical clustering and correlation analysis were combined to compare with 

the result from functional and causal connectivity in previous study. 
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2.4   Result 

2.4.1   Behavioral data and group-level activations 

There were significant differences in mean reaction times between “go” trials 

(mean±SD, 963 ± 74 ms, range: 836-1092 ms) and “switch” trials (mean±SD, 1120 ± 

87 ms, range: 948-1350 ms; p<0.0001). For “go,” “stop,” and “switch” trials, mean 

accuracy was 0.890 (SD: 0.117) and 0.853 (SD: 0.165), respectively. The mean SSRT 

was 454 ms (range: 304-737 ms, SD: 96 ms). The results from the previous study 

revealed the activations associated with proactive inhibition were significant in the 

visual cortex, the DLPFC, the caudate, the SMA, the IFG, the STN and the M1 of both 

hemisphere by the conjunction of all successful “go”, “stop” and “switch” trials. 

Meanwhile, the significant activations were found in the right IFG, the left SMA, the 

left M1, as well as bilateral activation of STN. (Zhang, F., and Iwaki, S., 2019) 

2.4.2   Dynamical causal modeling  

I used DCM12 (Friston et al., 2003) to analyze the effective connectivity 

between the brain regions with significant activations in proactive and reactive 

inhibition. The optimal architecture of the model compared by Bayesian model 

selection(BMS) with fixed-effect analysis(FFX) revealed that the effective connectivity 

from the right IFG to the left SMA was modulated by reactive modulatory effects, and 
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the effective connection from the left caudate to the right IFG was modulated by 

proactive modulatory control. I also found the indirect DLPFC-caudate-IFG-SMA-

STN-M1 pathway is involved in the implementation of proactive inhibition, while the 

“shorter” pathway IFG-SMA-STN-M1 involved in the reactive inhibition.    

2.4.3   DTI data 

The similarity between the white matter tracts in fronto-basal ganglia circuit 

displayed as a dendrogram showed there are 3 significant clusters (Fig. 13). The first 

linkage exists between two pathways (IFG-SMA and IFG-STN), which represents the 

most similarity compared to 6 association pathways. The further clustering analysis 

revealed the cluster including DLPFC-caudate/caudate-IFG/caudate-STN. The white 

matter tract SMA-STN has the most dissimilarity compared to other pathways.    
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Fig.13.   Hierarchical clustering of FA displayed as a dendrogram. 

I then calculated the correlations between these tracts with the Spearman’s rank 

correlation coefficient (Fig.14.). The significant correlations were found between the 

following tracts (p<0.05): DLPFC-caudate/caudate-IFG (0.8843), caudate-IFG/IFG-

SMA(0.6536), IFG-SMA/SMA-STN(0.8249), IFG-SMA/caudate-STN (0.7933), IFG-

SMA/IFG-STN (0.6330), SMA-STN/caudate-STN (0.7481), SMA-STN/IFG-

STN(0.6700), caudate-STN/IFG-STN(0.8046). 
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Fig.14.  Heat map of interact correlation matrices obtained from tract-level FA.  

Matrices for the Spearman’s rank correlation coefficient for FA is given in Table 

1. All the correlation coefficient was positive. 

Table 1 

Matrix of Spearman’s rank correlation coefficient for FA between white matter tracts of intertest: 

 

DLPFC-Caudate Caudate-IFG IFG-SMA SMA-STN Caudate-STN IFG-STN 

DLPFC-Caudate 1 0.8843 0 0 0 0 

Caudate-IFG 0.8843 1 0.6536 0 0 0 
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IFG-SMA 0 0.6536 1 0.8249 0.7933 0.6330 

SMA-STN 0 0 0.8249 1 0.7481 0.6700 

Caudate-STN 0 0 0.7933 0.7481 1 0.8046 

IFG-STN 0 0 0.6330 0.6700 0.8046 1 
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2.5    Discussion  

In the present study, I used a data-driven method to investigate the contribution 

of local white matter structure to response inhibition function, as well as the relationship 

between anatomical and functional/effective connectivity. For the first time, I revealed 

the specific clustering patterns as well as the significant correlations between white 

matter tracts in the fronto-basal ganglia circuit for response inhibition. Furthermore, I 

found correspondence between the structural and effective pathways and provide 

evidence for the existence of hyper-direct and indirect pathways in anatomical 

networks. 

Specific patterns of white matter tracts in the fronto-basal ganglion circuit 

The dendrogram showed that strong homology existed in white matter integrity 

as measured with FA between the DLPFC-caudate/caudate-IFG/caudate-STN, which is 

in line with the results of previous studies. Comparative tract-tracing studies in monkeys 

and DTI studies in humans have revealed that the DLPFC is connected with the caudate 

(Parent, 1990; Parent and Hazrati, 1995;Lehericy et al., 2004) and that the caudate  is 

one of the main basal ganglia nuclei receiving axons from nearly the entire cortex 

(Maurice et al., 1998; Kolomiets et al., 2001, 2003). Furthermore, studies related to 
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striatal anatomical and functional connectivity have proven  that the caudate is one of 

the main input nuclei of the basal ganglia and that the rostral/ventral caudate nucleus 

receives frontal input from the orbital and medial prefrontal cortex (Kunishio and 

Haber, 1994; Haber et al., 2000; Nakahara et al., 2002). A Transcranial Magnetic 

Stimulation (TMS) study revealed that stimulation of the DLPFC increased neural 

activity in the caudate (Strafella et al., 2001; Knoch et al., 2006). A DTI study also 

found that the head of the caudate was connected to the DLPFC (Lehericy et al., 2004). 

The DLPFC-caudate circuit was also shown to be involved in selective inhibition via 

the indirect pathway (Mink, 1996; Jahfari et al., 2011). 

The homology between the IFG-SMA/IFG-STN is also supported by the results 

of previous studies. DTI and more advanced diffusion imaging methods have been used 

to study the connectivity of the SMA region in humans and have shown the fibers 

connecting the SMA with the fronto-opercular region (area 44 or “Broca’s area”) 

(Lehericy et al., 2004; Klein et al., 2007; Oishi et al., 2008; Ford et al., 2010). There is 

converging evidence that the SMA and IFG play critical roles in controlling 

inappropriate response tendencies via their connections with the STN (Aron et al., 

2007a; Jahfari et al., 2011; Rae et al., 2015). Research on inhibitory control has also 

provided evidence that the fronto-basal ganglia pathways support motor control via 
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hyper-direct and indirect pathways; the former bypass the striatum, including the 

caudate, and directly connect the cortex and STN, and the latter transmit cortical 

activity to the striatum and then inhibit the activity of the thalamus (Albin et al., 1989; 

DeLong et al., 1990; Nambu et al., 2000; Mallet et al., 2016).     

In the further investigation of microstructural correlations among white matter 

tracts, I established that the current results indicate that there are statistically significant 

inter-tract correlations in tract-based measures of FA. In the DLPFC/caudate/IFG/STN 

cluster (DLPFC-caudate, caudate-IFG, caudate-STN), the most tightly correlated pairs 

of tracts in term of FA are the DLPFC-caudate/caudate-IFG (0.8843), and no significant 

correlation was found between the DLPFC-caudate and caudate-STN tracts. In the 

IFG/SMA/STN cluster (IFG-SMA, IFG-STN), the two tracts with homologous features 

also showed a significant correlation.  

Compared with the results of the hierarchical clustering analysis, I found that many, but 

not all, of the strong homologous tracts were tightly correlated. However, the presence 

of significant correlations between two tracts does not signify that they are homologous. 

For FA values, particularly strong non-homologous correlations were found in the 

caudate-STN and IFG-SMA.  
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The FA correlations appear to reflect known functional similarities and 

differences between tracts, while the value of FA has become the consensus measure of 

white matter microstructural “integrity” throughout the DTI literature due to its ability 

to measure the degree of directionality of diffusion within a voxel (Conturo et al., 1999; 

Basser et al., 2000; Gossl et al., 2002). Thus, the results of the hierarchical clustering 

and the correlation matrix provided evidence of correspondence between the functional 

and structural pathways within the fronto-basal ganglion network, although some 

regions without direct structural connections exhibited strong functional connectivity. 

Probabilistic tractography infers the functional pathway 

Comparison between the results of the clustering and correlation analyses 

revealed specific clustering patterns and significant correlations between white matter 

tracts. Numerous studies involving both humans and non-human primates have 

concluded that the DLPFC plays a central role in monitoring environmental cues to 

develop appropriate response strategies (Watanabe, 1990, 1992; Asaad et al., 2000; 

Ragozzino, 2007; Hikosaka and Isoda, 2010), and the results of the DCM analysis also 

provided evidence that the DLPFC acts as a driving input during proactive inhibition. 

Combined with the results of hierarchical clustering that revealed clustering in  the 

DLPFC/caudate/IFG/STN, it is reasonable to consider the DLPFC as the primary region 
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receiving  environmental cues, and then based on the results of the correlation analysis, 

I found that only the caudate-IFG white matter tract was significantly correlated with 

the DLPFC-caudate tract. As I continued the investigation of correlations between white 

matter tracts showing functional similarities, I found that the white matter tracts with 

significant correlations construct a directional functional pathway: the DLPFC-caudate 

caudate-IFG/ IFG-SMA/ SMA-STN pathway (Fig. 15.). 

 

Fig. 15. A “strategy” the behavioral inhibition. DLPFC-Caudate tract acts as the beginning to receive the 

information, and there is only one possible follow-up with significant correlation: Caudate-IFG. Based on 

this top-down process, the interact correlations of white matter tracts predict the effective pathways in 
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response inhibition. SMA: supplementary motor area, STN: subthalamic nucleus, IFG: inferior frontal 

gyrus, DLPFC: dorsolateral prefrontal cortex. 

In previous study, I found that the fronto-basal ganglia pathways are commonly 

involved in proactive and reactive inhibition, with a “longer” pathway (DLPFC-

caudate-IFG-SMA-STN) playing a modulatory role in proactive inhibitory control, and 

a “shorter” pathway (IFG-SMA-STN) involved in reactive inhibition. In this study, I 

found that the results of the clustering pattern and correlation analyses for the fronto-

basal ganglia circuit are consistent with the previous results of functional and DCM 

analyses for the fronto-basal ganglia circuit. Furthermore, the separate clusters revealed 

that the IFG-SMA white matter tract is less homologous compared with the DLPFC-

caudate and caudate-IFG white matter tracts, which also supported the existence of two 

different pathways: the hyperdirect pathway and indirect pathway. 

In this study, I did not find a significant correlation between FA and SSRT, 

although a correlation between SSRT and behavioral data was found in the previous 

study. I suggest several explanations for this lack of correlation. One possibility is that 

task performance may be the result of more complex network interactions between 

structure and function. The results from the hierarchical clustering and correlation 
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matrix also suggested that there is correspondence between the functional and structural 

pathways within the fronto-basal ganglion network, although some regions without 

direct structural connections exhibited strong functional connectivity. The divergence 

between the structural and functional networks may be attributed to the lack of 

correlation between structure and task performance. In addition, the tracts identified in 

the structural network are shared by different functional networks. In this case, some 

white matter tracts would not be specific for spatial inhibitory control tasks. 
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2.6    Conclusion 

To conclude, the results of the hierarchical clustering and correlation analyses 

revealed that there is correspondence between the structural and functional pathways in 

the fronto-basal ganglia circuit. Furthermore, I found that probabilistic tractography can 

infer the functional and effective pathway in response inhibition. 
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General discussion 

 

 The aim of the dissertation was to investigate the neural mechanism of the 

generation and control of action. In the first study, I used fMRI data acquired during a 

stop-signal paradigm task to identify the cortical and subcortical areas involved in 

proactive and reactive inhibitory processes. To evaluate the modulatory effects of 

proactive and reactive inhibition on the effective connections between these areas, I first 

conducted a DCM analysis where 70 DCM models were compared. The results indicate 

that the increasing activity in effective connectivity from the left SMA to the left STN 

was modulated by the right IFG, and the decreasing activity in effective connectivity 

from the right IFG to the left SMA was modulated by both proactive and reactive 

modulatory effects. I further investigated an alternative hypothesis with 13 additional 

DCM models in which the causal connection from/to the right DLPFC and the left 

caudate were considered for proactive inhibition. The results of the additional DCM 

model comparison show that the increased activity of the effective connection from the 

left caudate to the right IFG was modulated by proactive modulatory control, which 

resulted in the inhibitory effects in the connections from the right IFG to the left SMA 

in the comparison between proactive and reactive inhibitory control. In the second 
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study, I used a data-driven method to investigate the contribution of local white matter 

structure to response inhibition function, as well as the relationship between anatomical 

and functional/effective connectivity. For the first time, I revealed the specific 

clustering patterns as well as the significant correlations between white matter tracts in 

the fronto-basal ganglia circuit for response inhibition. Furthermore, I found 

correspondence between the structural and effective pathways and provide evidence for 

the existence of hyper-direct and indirect pathways in anatomical networks. 
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Conclusion 

 The current dissertation contributes to the neural mechanisms and network for 

behavioral control. I found that the effective connection from the IFG to the SMA is 

associated with reactive inhibition, while the effective connection from the caudate to 

the IFG is associated with proactive inhibition. The indirect DLPFC-caudate-IFG-SMA-

STN-M1 pathway is involved in the implementation of proactive modulation, while the 

hyperdirect pathway that bypasses the striatum contributes to reactive inhibition. The 

function of the IFG is more related to attention control, and the caudate more likely acts 

as a “gate” between proactive and reactive inhibition. The hierarchical clustering and 

correlation analyses further revealed that there is correspondence between the structural 

and functional pathways in the fronto-basal ganglia circuit. Furthermore, I found that 

probabilistic tractography can infer the functional and effective pathway in response 

inhibition. 
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