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Abstract

With the development and increasing popularity of cloud computing, video-on-demand, Internet

of things, and other emerging Internet services, network traffic is growing at an extremely rapid rate.

Therefore, from the deployment of the wavelength-division multiplexing-based optical network at

the beginning of the 2000s, optical network architecture has undergone several significant evolutions

to meet the rapid increase of network traffic. The first evolution from the conventional wavelength-

division multiplexing-based optical network to elastic optical network induced by the introduc-

tion of orthogonal frequency-division multiplexing, Nyquist wavelength-division multiplexing, and

distance-adaptive modulation technologies has prominently raised the spectral efficiency. More-

over, due to the capacity limits of conventional single-mode fibers, that is, the so-called nonlinear

Shannon limit, the optical network architecture based on space-division multiplexing technology

has been proposed to satisfy further growth of network traffic, which brought a further evolution to

the optical network architecture.

From the perspective of network planning, the resource allocation problem has also changed

several times to accord with the new features provided by every evolution of optical network ar-

chitecture. Generally, resource allocation in optical networks is divided into two categories: the

dynamic problem and the static problem. In the dynamic case which emerges during the network

operation, it is assumed that connection requests are unknown in advance, and they arrive then dis-

appear stochastically one-by-one. The resources required to establish the connection requests are

assigned dynamically according to the current state of the network. The objective of the dynamic

problem is to minimize the network blocking probability or to maximize the network throughput

within an acceptable blocking probability (e.g., 1%). In the static case which mainly relates to the

network planning phase, the traffic matrix containing a set of connection requests that must be es-

tablished in the network is known in advance, and these connection requests must be assigned at

the same time. In the static problem, the main objective is to minimize the number of used/required

wavelengths or frequency slices in the network, considering the following reasons:

• Minimizing the number of used frequency slices is equivalent to maximizing the number of

frequency slices that are not occupied in the network, which are available for future connec-
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tion requests – assuming that the network scenario is semi-dynamic, we optimize the network

by re-assigning the currently established connection requests as a static set, and the dynamic

connection requests arrive in the network hereafter. Indeed, the semi-dynamic scenario also

corresponds to the real-world scenario. In the real-world scenario, some lightpaths are pre-

established between node pairs according to the predicted traffic volume matrix. Such es-

tablished lightpaths will not be changed frequently, because an approximately 3.05 seconds

setup time is required to establish a new lightpath. Therefore, minimizing the number of

used frequency slices is to reduce the congestion level of the network, so as to satisfy more

subsequent connection requests.

• Another reason is that there may exist different optical network systems. In general, one

system with 320 frequency slices is much cheaper than the one with 640 frequency slices.

Therefore, if we can reduce the number of required frequency slices smaller than 320 in the

network planning phase, great cost-savings can be achieved.

In the wavelength-division multiplexing-based optical network, the resource allocation problem

is called the routing and wavelength assignment problem. The spectrum on an optical fiber is divided

into 80 numbers of available wavelengths which are fixed at 50 GHz in the typical wavelength-

division multiplexing-based optical network. A lightpath and wavelength must be assigned to each

connection request. The indices of these wavelengths must be consistent along the entire lightpath

and non-overlapped on a common link. Such constraints are called wavelength continuity and no-

overlapping.

Compared to the wavelength-division multiplexing-based optical network, the spectrum can be

divided more flexibly in the elastic optical network, such as a division of 320 numbers of 12.5 GHz

frequency slices or 640 numbers of 6.25 GHz frequency slices. The bandwidth variable transceivers

and optical cross-connects enable us to meet connection requests with varying bit-rate and estab-

lishing lightpaths flexibly by using different numbers of frequency slices as needed, which can

achieve higher spectral efficiency. However, as a negative effect, these frequency slices should be

contiguous, which introduces an additional constraint of spectrum contiguity in resource allocation.

Therefore, the resource allocation problem became to the routing and spectrum assignment problem

in the elastic optical network.

Although the elastic optical network is a promising technology that leads to more efficient uti-

lization of spectrum resource than does traditional wavelength-division multiplexing-based optical

network, the growth in the transmission capacity of standard single-mode fiber has dramatically

slowed because the transmission capacity per fiber is close to the nonlinear Shannon limit of the

existing single-mode fiber, while the strongly continuous increasing future Internet traffic will inex-

orably reach this capacity limit. Therefore, in addition to the higher spectral efficiency achieved by
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the elastic optical network, another way to overcome the capacity limitation is to get more available

spectrum resources. The space-division multiplexing has emerged as a viable solution, whose basic

concept is expanding the available optical transmission dimension of the space domain from the cur-

rent one to multiple parallel dimensions. The expansion of the space domain will increase network

capacity to higher orders of magnitude compared with what can be achieved with the single-mode

fiber-based optical network infrastructure, enabling the network capacity to keep pace with traffic

growth beyond the petabit-per-second level.

However, considering the expansion of spatial dimensions, it is necessary to choose appropriate

spatial dimension(s) to each connection request simultaneously while allocating the spectrum and

lightpath, which makes the resource allocation problem more complicated. In this case, the resource

allocation problem is the so-called routing, spectrum, and space assignment problem. Of course,

there also exist several extensions of this problem which considered additional features brought by

the space-division multiplexing technology, such as cross-talk awareness, space lane change, and

spatial granularity.

In summary, the evolutions of optical network architecture always introduce opportunities and

challenges to the resource allocation in optical networks. The specially designed algorithms are

essential to address the resource allocation problems owing to these evolutions. In this thesis, we

detailedly discussed static resource allocation problems in recent years and summarized our contri-

bution to this research field.
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Chapter 1

Introduction

The application of optical transmission for the long-haul wired transmission system started from the

nineteen eighty. Compared to the electrical transmission system, the time-division multiplexing-

based optical transmission system achieved 10 times capacity up to 100 Gbps, and thanks to the

wavelength-division multiplexing technology, the capacity of the optical transmission system in-

creased up to 400 Gbps at the beginning of the 2000s. Due to the development of emerging Internet

services, such as the internet of things, cloud computing, video on demand, 5G, internet traffic con-

tinuously grows in the past decade. The optical network has undergone significant changes to deal

with this problem, from the earliest WDM-based optical networks to the elastic optical network,

further to the space-division multiplexing network. However, the evolutions of the optical networks

always introduce opportunities and challenges on resource allocation, and specially designed algo-

rithms are essential to address the resource allocation problems to fit the features brought by the

new network architecture.

Figure 1.1: The evolutions of the long-haul wired terrestrial transmission system in the past few
decades.

In this chapter, we begin with an introduction of the traditional wavelength-division multiplex-

ing optical network, as well as the routing and wavelength assignment problem. Then, we make

an overview of the relevant background technologies used in elastic optical network and the space-
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division multiplexing optical network, as well as the routing and spectrum assignment problem and

the routing, spectrum, and space assignment problem. In addition, we explain how these factors are

related to the subject of our research problems listed as follows:

• The routing, modulation, spectrum, and transceiver assignment problem.

• The routing, spectrum, and core assignment with inter-core cross-talk management problem.

• The routing, modulation, spectrum, space, and spatial granularity assignment problem.

Moreover, we discuss the previous works related to resource allocation and clarify our contribution

to this research field.

1.1 Wavelength-division multiplexing-based optical networks

1.1.1 Optical fiber transmission

Figure 1.2: Wavelength bands in optical transmission: Optical loss (dB/km) V.S. wavelength (nm).

Compared to other wired physical transmission media, optical fiber transmission has been the

unique option of the terrestrial transmission system currently, because of its wide available band-

width and low loss. In the case of ensuring the optical loss of less than 0.5 dB/km, the total band-

width of an optical fiber is approximately 400 nm. Generally, the available bandwidth is divided

into several wavelength bands as shown in Fig. 1.2 [1, 2]. We can see that the band which achieves

the minimum optical loss is the C-band which ranges from 1530 nm to 1565 nm. Besides, since

the 1530 nm approximately corresponds to 196 THz, and 1565 nm corresponds to 192 THz, the

available spectrum spanned by the C-band is about 4 THz. Consequently, due to the advantage of

the low loss of the C-band, it is quite favorable for optical transmission with long-distance [1, 2].
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1.1.2 Wavelength-division multiplexing transmission technology

The concept of wavelength-division multiplexing (WDM) was first presented in 1978, and be real-

ized in the laboratory by 1980 [1]. As shown in Fig. 1.3, the WDM technology can multiply the

capacity of a single optical fiber by multiplexing a number of optical carriers onto it. In other words,

optical carriers can share a single optical fiber if different wavelengths are assigned to them.

Figure 1.3: Illustration of wavelength-division multiplexing technology.

A typical WDM-based optical network uses the C-Band transmission window with 50 GHz

channel spacing, that is, the total 4 THz spectrum on the C-band are divided into 80 numbers of

available wavelengths, and each of which occupies 50 GHz spectrum [1–3]. In an optical channel,

the spectrum used to carry the data is called the optical carrier, which should be less than 50 GHz,

because a switching guard-band that occupies a certain spectrum is necessary between two optical

carriers to achieve all-optical switching and routing. In general, the maximum supportable bit-rate

of a single optical carrier is 40 Gbps (or 100 Gbps with shorter transmission reach) [3, 4]. In this

case, for two connection requests with 60 Gbps and 90 Gbps traffic volume, the total spectrum

requirement used to serve these two connection requests is 250 GHz, as illustrated in Fig. 1.4.

Figure 1.4: Illustration of WDM transmission for connection requests with 60 Gbps and 90 Gbps
traffic volume.
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1.1.3 Routing and wavelength assignment problem

Figure 1.5: Illustration of wavelength continuity and no-overlapping constraints in RWA problem.

In this section, we introduce the routing and wavelength assignment (RWA) problem [5–8],

which is also called as the static lightpath establishment (SLE) problem in some literature [5]. In

(static) RWA problem, the network topology and connection requests are known in advance, and the

typical objective is to minimize the spectrum usage (i.e., the required number of wavelengths) while

a lightpath is assigned for each connection request. It is worth noting that wavelengths on all of the

links along a lightpath must be the same to ensure all-optical transmission, as shown in Fig. 1.5.

This constraint is the so-called wavelength continuity. Besides, another straightforward constraint

called wavelength no-overlapping also should be considered when establishing lightpaths, which

indicates that a single wavelength on a link is unable to be assigned to two lightpaths at the same

time. The RWA problem has been proved to be an NP-hard problem [5, 9]. The approaches used

to solve the RWA problem are usually the integer linear programming and the heuristic (greedy)

algorithm, which have been widely investigated in many previous works [5–8].

1.2 Elastic optical networks

With the development and increasing popularity of cloud computing, video-on-demand (VoD),

Internet of things (IoT) and other emerging Internet services, network traffic is growing explo-

sively [10]. Traditional optical networks based on WDM technology allow a single wavelength to

support a bit-rate of 40 Gbps. However, such a fixed frequency grid-based optical network suffers

low spectral efficiency, resulting in a waste of spectrum resource as shown in Fig.2. This shortcom-
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ing will eventually restrict data transmission services in the future.

To overcome the shortcoming above, the concept of elastic optical networks (EONs) has been

proposed to achieve high spectral efficiency for the next-generation optical network [11, 12]. The

key feature of EON is the much higher flexibility on the spectrum assignment. Conforming to

the recommendation of the International Telecommunication Union Telecommunication (ITU-T)

Standardization Sector G.694.1 [13], the total 4 THz spectrum resource can be divided into 320

numbers of 12.5 GHz frequency slices (FSs), and the central frequency granularity reduced to 6.25

GHz. Therefore, flexible optical channels that occupy different numbers of FSs with channel spac-

ing equaling the integer multiple of 6.25 GHz can be created in EONs, resulting in much higher

utilization of the spectral resource. In other words, flexible optical channels that carry different

bit-rates can be created as needed to meet connection requests with varying traffic volumes. This

flexibility is implemented by multiple advanced technologies which are detailed in the following.

1.2.1 Coherent optical orthogonal frequency-division multiplexing transmission tech-
nology

The coherent optical orthogonal frequency-division multiplexing (CO-OFDM) transmission tech-

nology [14–18] has been widely implemented in many other transmission systems - such as wire-

less local area network (LAN) [19] - before it is applied in the optical transmission as a solution to

overcome the shortcoming of the traditional WDM-based transmission. As shown in Fig.1.6, in the

CO-OFDM-based optical transmission, an optical carrier is composed of multiple sub-carriers, each

of which carries a low data rate. The spectrum occupied by two adjacent subcarriers can overlap

because they are orthogonally modulated, leading to high spectral efficiency.

Figure 1.6: Illustration of CO-OFDM transmission technology.

Let us consider that a CO-OFDM optical carrier is composed of N numbers of sub-carriers with

4 f spectrum occupation. Since the CO-OFDM is a double-side band (DSB) modulation technol-

ogy [20], the maximumly supportable symbol-rate of the carried data for each sub-carrier is 0.5 · 4 f
Gbaud (baud: symbols per second). Therefore, the total spectrum occupied by this optical carrier
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is 0.5 · (N + 1) · 4 f GHz, and total supportable symbol-rate is 0.5 · N · 4 f Gbaud. Consequently,

in theory, the supportable symbol-rate per Hertz of the CO-OFDM transmission technology is N
N+1

baud/Hz, which is close to the upper-bound of 1 baud/Hz (i.e., the Nyquist rate in the case of pass-

band transmission) when N is large. However, this theoretical rate of the CO-OFDM transmission

technology is difficult to reach in the real-world case, because of the inter-symbol interference (ISI)

and inter-carrier interference (ICI) [1].

1.2.2 Nyquist wavelength-division multiplexing transmission technology

Figure 1.7: Illustration of Nyquist-WDM transmission technology.

As shown in Fig. 1.7, The Nyquist wavelength-division multiplexing (N-WDM) is a promising

technology that can achieve high spectral efficiency by shaping the optical carrier into a square-

like power spectrum [21–24]. In the ideal case, the occupied spectrum of a Nyquist-shaped optical

carrier is identical with the symbol-rate of the carried data, that is, the supportable symbol-rate

per Hertz of the N-WDM transmission technology can reach 1 baud/Hz. However, due to the

resolution of a Nyquist-shaping filter is impossible to be infinitely fine in the real-world case, there

is a certain spectral penalty that exists due to the imperfect shaping. If we assume that the BW is

the spectrum occupation of the ideal Nyquist-shaped optical carrier, the real spectrum occupation

will be BW · (1 + β), where the β is the filter roll-off factor which is related to the resolution of

the applied filter. Therefore, similar to CO-OFDM, the supportable symbol-rate per Hertz of the

N-WDM is less than that of the ideal case (i.e., β = 0), and the Nyquist-shaped optical carrier is

actually like a trapezoid.

1.2.3 Adaptive modulation transmission technology

In this thesis, four different modulation formats are considered, which are dual-polarization (DP)

binary phase-shift keying (BPSK), quadrature phase-shift keying (QPSK), 8-ary quadrature ampli-

tude modulation (8-QAM), and 16-ary quadrature amplitude modulation (16-QAM), respectively.

The transmission reach and modulation levels (in bits per symbol) for these modulation formats are
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shown in Table 1.1. It is worth noting that the transmission reach depends on many factors, such as

design margins and fiber types, and many different reach models have been proposed in the litera-

ture. In our works, the transmission reach refers to the data proposed in Refs. [25–27] in the case of

CO-OFDM-based optical networks, and refers to the data proposed in Refs. [28, 29] in the case of

N-WDM-based optical networks.

Table 1.1: Transmission reach and modulation levels for different modulation formats.

Modulation formats DP-BPSK DP-QPSK DP-8-QAM DP-16-QAM

Transmission reach (km) CO-OFDM 4000 2000 1000 500
N-WDM 6300 3500 1200 600

Modulation level (bits/symbol) 2 4 6 8

From Table 1.1, we can see that a modulation format with a higher modulation level can support

more bits per symbol but meanwhile has a shorter transmission reach. Therefore, for connection

requests transmitted along lightpaths with different path-lengths, different modulation formats can

be applied to offer different spectral efficiencies. For example, in the ideal case, the N-WDM-based

transmission can maximumly support 1 baud/Hz (1 symbol/s/Hz), thus, offering spectral efficiency

of 2 bit/s/Hz, 4 bit/s/Hz, 6 bit/s/Hz, and 8 bit/s/Hz under DP-BPSK, DP-QPSK, DP-8-QAM, and

DP-16-QAM, respectively.

1.2.4 Flexible single-carrier transmission

Figure 1.8: Illustration of bandwidth variable transceiver (BVT) & flexible optical carrier.

In EONs, the total 4 THz spectrum resource on the C-band is divided into 320 numbers of 12.5

GHz FSs. As shown in Fig. 1.8, the software-defined network (SDN)-based programmable band-

width variable transceiver (BVT) [30–35] enables us to create a flexible optical carrier that occupies

varying numbers of FSs by adjusting its symbol-rate adaptively to meet connection requests with

different traffic volumes (i.e., bit-rate). For example, the adaptive symbol-rate of BVTs can be im-

plemented by adjusting the number of the sub-carriers in the case of CO-OFDM, or by adjusting

the width of the square-like power spectrum directly in the case of N-WDM. Moreover, in tradi-

tional WDM-based optical networks, changing the modulation format requires the use of a different
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transceiver. In contrast, different modulation formats can be supported by a single BVT in EONs.

Consequently, the flexible single-carrier transmission leads to much higher transmission flexibility

than the traditional WDM-based transmission, leading to higher spectral efficiency.

Figure 1.9: Illustration of WDM-based transmission V.S. flexible single-carrier transmission (the
ideal case).

A simple example is shown in Fig. 1.9. The same with what is shown in Fig. 1.3 for WDM-based

transmission, we assume that there are two connection requests with 60 Gbps and 90 Gbps traffic

volume, whose lightpath lengths are 3800 km and 2400 km, respectively. According to Table 1.1,

the DP-BPSK (modulation level: 2 bits/symbol) and DP-QPSK (modulation level: 4 bits/symbol)

can be applied for them. The required symbol-rate of the BVT for each connection request is equal

to the required bit-rate divided by the modulation level, which equals 60/2 = 30 Gbaud and 90/4

= 22.5 Gbaud, respectively. In the case of CO-OFDM-based transmission, we assume that each

sub-carrier occupies 4 f = 1 GHz spectrum, and support 0.5 Gbaud (i.e., the ideal case). Therefore,

N = 60 and 45 numbers of sub-carriers are required, leading to 30.5 GHz and 23 GHz total spectrum

requirement (refers to Section 1.2.1) for these two connection requests, respectively. On the other

hand, the total spectrum requirement for N-WDM-based transmission is 30 GHz and 22.5 GHz,

respectively, which are directly equal to the symbol rate (i.e., the ideal case). However, note that

the spectrum granularity is 12.5 GHz in EONs, and therefore, in both the cases of CO-OFDM and

N-WDM, the flexible optical carrier should occupy 37.5 GHz (3 FSs) and 25 GHz (2 FSs) for

the two connection requests, respectively. Moreover, the same with the traditional WDM-based

transmission, a certain width of switching guard-band should be allocated to sperate two flexible
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optical carriers. A switching guard-band of 12.5 GHz (0.5 FS on both sides) is assumed in the

example. Consequently, as shown in Fig. 1.9, the flexible single-carrier transmission achieves a

significant saving of 162.5 GHz on the spectrum.

Figure 1.10: Illustration of error-correcting code (ECC).

Unfortunately, in the real-world case, there are many issues that influence the spectral efficiency

in both the cases of CO-OFDM-based and N-WDM-based transmission, such as the physical issues

we mentioned in Section 1.2.1 and Section 1.2.2, and the redundant bits for error-correcting code

(ECC) [36] as shown in Fig.1.10 et al., resulting in more spectrum occupation compared to the ideal

case as shown in Fig. 1.9. To be able to focus more on the resource allocation problems regardless

of these complicated issues, there is a general assumption which is widely applied in the literature

for flexible single-carrier transmission, that is, using the required number of FSs under a given

modulation format directly to represent the traffic volume [Gbps] of the connection requests [37–

42]. For example, considering the inevitable adverse issues above, we assume that the supportable

bit-rate under DP-BPSK for a single FS spectrum (12.5 GHz) should less than the ideal 25 Gbps,

which equals 15 Gbps. Under this assumption, the supportable bit-rate per FS will become 30, 45,

and 60 Gbps for DP-QPSK, DP-8-QAM, and DP-16-QAM, respectively. Therefore, “connection

requests with 60 Gbps and 90 Gbps traffic volume” can be represented by “connection requests

required d60/15e = 4 FSs under DP-BPSK and d90/30e = 3 FSs under DP-QPSK”, leading to a few

additional spectrum occupations (as shown in Fig. 1.11) compared to the ideal case.

1.2.5 Spectral super-channel transmission

In the previous Section 1.2.4, we introduced flexible single-carrier transmission and compared its

spectral efficiency with that of the traditional WDM-based transmission. Nevertheless, due to the

limitation of the current analog-to-digital/digital-to-analog conversation (ADC/DAC) technology,

the supportable symbol-rate of a BVT is unable to increase without bound, resulting in the flexible

single-carrier transmission is more appropriate for low traffic volumes [30]. For example, to support

a connection request with 400 Gbps traffic volume under DP-BPSK, we require a BVT that supports

at least 200 Gbaud symbol-rate. Indeed, we require a higher symbol-rate in the real-world case

because of the ECC. However, to the best of our knowledge, the transceiver with the currently

highest symbol-rate was reported in Ref. [43], whose symbol-rate equals 107 Gbaud. Therefore,

considering the large traffic volumes in the future, spectral super-channel transmission technology

has been proposed to circumvent this limitation.
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Figure 1.11: Illustration of WDM-based transmission V.S. flexible single-carrier transmission (the
real-world case).

A spectral super-channel (Spe SpCh) [14, 18, 21, 23, 24, 44, 45] consists of multiple parallel

adjacent optical carriers, each of which is generated by a transceiver with fixed symbol-rate. These

N-WDM-based [21, 23, 24] or CO-OFDM-based [14, 18, 44, 45] optical carriers can be placed over

the spectral domain without switching guard-bands between each other. Fig. 1.12 shows an Spe

SpCh composed of 4 optical carriers placed in accordance with the ITU-T 12.5 GHz grid.

In Fig. 1.12, the symbol-rate of each transceiver is assumed to be 25 Gbaud, each of which

generates an optical carrier supporting 50 Gbps traffic volume under DP-BPSK (i.e., without con-

sidering ECC). The resolution of the Nyquist shaping filters is assumed to be 3.125 GHz, leading

to approximately 31.64 GHz spectrum occupation for each optical carrier [30]. Moreover, in ac-

cordance with the ITU-T 12.5 GHz spectrum granularity, the occupied spectrum of optical carriers

should be the integer multiple of 12.5 GHz, that is, 3 FSs. Therefore, it is obvious that an N-WDM-

based Spe SpCh composed of 4 optical carriers shown in Fig. 1.12 can support 200, 400, 600, and

800 Gbps traffic volume under DP-BPSK, DP-QPSK, DP-8-QAM, and DP-16-QAM, respectively,

and occupies 13 FSs (162.5 GHz) total spectrum (including switching guard-bands).

Indeed, similar to the case of flexible single-carrier transmission, considering the inevitable

redundant bits for ECC, we may need a transceiver with more than 25 Gbaud to support 50 Gbps

net traffic volume under DP-BPSK. A general assumption for the symbol-rate of each transceiver

is 28 Gbaud [26, 27] or 32 Gbaud [46], supporting 50 Gbps net traffic volume under DP-BPSK,

that is, considering 3 GBaud and 7 GBaud for ECC, respectively. It is worth noting that there are
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Figure 1.12: Illustration of a spectral super-channel composed of 4 Nyquist-shaped optical carriers
spaced in accordance with the ITU-T 12.5 GHz grid.

many works that did not discuss the ECC in detail, such as the assumption of 32 Gbaud transceivers

with 64 Gbps supportable traffic volume under DP-BPSK in Refs. [28, 47–50]. This indicates that

the supportable traffic volume for each transceiver considered in these works actually does not

represent the net traffic volume. Overall, although the symbol-rate of transceivers is varying in the

previous works and there may also be different considerations of ECC, the spectrum occupations

per optical carrier are the same in all previous works, that is, 3 FSs of 12.5 GHz. Consequently, for

transceivers with different symbol-rates ranging from 25 Gbaud to 32 Gbaud, we consider that they

are equivalent to what is shown at the bottom of Fig. 1.12.

As with the evaluation of the spectral efficiency in flexible single-carrier transmission, we show

the spectrum occupation in the case of Spe SpCh in Fig. 1.13. Of course, two connection requests

with the same 60 Gbps and 90 Gbps traffic volume are considered, and they are assumed to be

transmitted under DP-BPSK and DP-QPSK with 50 Gbps and 100 Gbps supportable bit-rate per

optical carrier. As shown in Fig. 1.13, in For the 60 Gbps connection request, we require d60/50e
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Figure 1.13: Illustration of WDM-based transmission V.S. spectral super-channel transmission.

= 2 optical carriers occupying 6 FSs. In addition, for the 90 Gbps connection request, we require

d90/100e = 1 optical carrier occupying 3 FSs. Moreover, note that the switching guard-bands

between the optical carriers that belong to a single Spe SpCh are unnecessary, but they are necessary

between two Spe SpCh to guarantee the effect of optical switching cascading [51]. Therefore,

the total required spectrum to serve these two connection requests are 11 FSs. We can see that

compared to the case of flexible single-carrier transmission, the Spe SpCh transmission requires

more spectrum because the use of fixed symbol-rate transceivers inevitably leads to certain waste

of spectrum. Nevertheless, the Spe SpCh transmission also achieves 112.5 GHz (9 FSs) spectrum

saving compared to the traditional WDM-based transmission, and, as we have discussed above, it is

more suitable for larger traffic volume compared to the flexible single-carrier transmission.

1.2.6 Bandwidth variable optical cross-connect

In Section 1.2.4 and Section 1.2.5 above, we have introduced two transmission technologies (i.e.,

flexible single-carrier transmission and Spe SpCh transmission) to generate optical-channels that

can support flexible bit-rates. These flexible optical-channels occupy different numbers of FSs to

meet connection requests with different traffic volumes. However, in traditional WDM-based optical

networks, the switching positions of the optical cross-connect (OXC) are spaced in accordance with

a fixed 50 GHz as shown in Fig. 1.14.a, which is unable to be applied in EON because the required

spectra of flexible optical-channels are varying. Therefore, bandwidth variable optical cross-connect
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Figure 1.14: Comparing of traditional optical cross-connect and bandwidth variable optical cross-
connect.

(BV-OXC) as shown in Fig. 1.14.b has been proposed in order to route/switch these flexible optical-

channels.

From Fig. 1.14, we can see that different from the traditional optical cross-connect, the avail-

able switching positions are spaced in accordance with a 12.5 GHz grid to support flexible optical

switching. As a result, the combination of the flexible optical-channel and BV-OXC enables us to

achieve a successful flexible transmission between any source-destination node pair in EONs.

1.2.7 Routing and spectrum assignment

The problem of routing and spectrum assignment (RSA) in EONs is similar to that of RWA problem

in WDM-based optical networks. As we discussed above, the 4 THz total spectra are divided into

320 numbers of fine 12.5 GHz FSs in EONs, and the objective of RSA is to minimize the required

FSs (i.e., occupied spectrum) in the network while assigning a lightpath and FSs to each connec-

tion request. However, in EONs, there is a difference that an additional constraint of the so-called

spectrum contiguity should be considered when assigning the FSs, that is, the FSs assigned to each

connection request should be contiguous considering the feature of flexible single-carrier trans-

mission and/or Spe SpCh transmission (see Section 1.2.4 and Section 1.2.5). Fig. 1.15 illustrates

the spectrum continuity, contiguity, and no-overlapping constraints in EONs by a simple example.

Moreover, as we have stated before, compared to the traditional WDM-based optical networks, in
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Figure 1.15: Illustration of spectrum continuity, contiguity and no-overlapping constraints in RSA
problem.

EONs, the adaptive modulation allows us to select an appropriate modulation format for each con-

nection request depending on its path-length, leading to higher spectral efficiency. Therefore, if the

adaptive modulation is taken into account, the RSA problem will be extended to a more compli-

cated routing, modulation, and spectrum assignment (RMSA) problem. Finally, as the evolutionary

problems of RWA, the RSA and RMSA problems have also been proved to be NP-hard [52]. Many

works concerning RSA and RMSA problems already exist, such as Refs. [37–42, 52], and please

refers to the surveys [53, 54] for more details.

1.2.8 Routing, modulation, spectrum, and tranceiver assignment

In the RSA and RMSA problems, optical signal regeneration will be applied at an intermedia node

by a pair of back-to-back placed transceivers, only when the length of the lightpath exceeds the

transmission reach of the selected modulation format. However, even if the length of the lightpath

does not exceed the transmission reach, we can actually use additional transceivers to partition a

lightpath into several consecutive lightpaths to further reduce the required spectrum resources. This

problem is called routing, modulation, spectrum, and transceiver assignment (RMSTA) problem

[26, 27, 55–57].

We present a simple example involving a chain network to help readers understand the dif-

ferences between the RSA, RMSA and RMSTA problems shown in Fig. 1.16, where different

modulation formats with varying transmission reach and modulation levels listed in Table 1.1 are
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Figure 1.16: Illustration of routing, modulation, spectrum, and tranceiver assignment problem.

considered. We assume that the CO-OFDM-based Spe SpCh transmission technology is applied,

and each transceiver operates at a fixed symbol-rate of 28 Gbaud with 50 Gbps supportable traffic

volume under DP-BPSK (i.e., 3 Gbaud for ECC). Each optical carrier and switching guard-band

occupies 3 FSs and 1 FS of 12.5 GHz, respectively.

The example shown in Fig.1.16 assumes that some FSs are already allocated (in gray), while the

switching guard-bands are shown in red. We consider a connection request with 200 Gbps traffic

volume to be carried on a physical path with an overall length of 1900 km. As shown in Fig.1.16.a,

in the case of RSA, we do not consider the adaptive modulation and use the basic DP-BPSK modu-

lation format, leading to a requirement of 19 FSs and 8 transceivers. Since 1900 km is shorter than

the transmission reach of DP-QPSK, in the case of considering the adaptive modulation, 13 FSs and

4 transceivers are required as shown in Fig.1.16.b. Moreover, compared to spectrum assignment in

the RSA and RMSA problems, dividing the lightpath into two lightpaths (i.e., regenerate the optical

signals) at node 3 yields a better spectrum utilization, leading to a less spectrum occupation of 10

FSs. However, it simultaneously requires 2 additional transceivers for signal regeneration compared

to the case of RMSA.

Moreover, Fig. 1.16 shows only two regeneration options. There are actually exist 2hop(p)−1

numbers of valid regeneration options depending on the hop length of the lightpath hop(p), and

the different options will result in different usages of FSs and transceivers as shown in Fig.1.16.c

and Fig.1.16.d. Consequently, the RMSTA problem is considerably more complex than the RSA

and RMSA problems and it is a problem worth considering and conforms to the real-world case.

The objective of RMSTA is, in addition to the assignment of lightpath and FSs to each connection

request, to find the best regeneration option among the valid options for each connection request that
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minimize the cost of network operations considering both the spectrum resource and transceivers.

1.2.9 Our contribution to routing, modulation, spectrum, and tranceiver assignment

The main difference between the RMSTA problem and the RSA/RMSA problem is the transceiver

placement (TP), that is, whether and where the optical signal should be regenerated at a node for

each connection request. To the best of our knowledge, there are only a few works that focus on the

RMSTA problem [26, 27, 55–58].

In Ref. [55], integer linear programming (ILP) optimization models and heuristic algorithms

were proposed to solve the RMSTA problem. However, the authors did not consider all the regen-

eration options for each lightpath; therefore, their solution could not guarantee the best spectrum

allocation. Moreover, when the optical signal is regenerated, modulation conversion is not allowed,

that is, the same modulation format must be used on each partitioned lightpath along the routing

path, resulting in a loss of one of the advantages of optical signal regeneration.

In Ref. [56], the authors focused on the RMSA and TP problems separately. They proposed an

ILP optimization model and a heuristic algorithm to solve the problems. However, the optimization

objective of this work is similar to the basic RSA, that is, to minimize the spectrum usage only but

not consider the cost owing to the use of the transceivers.

In Ref. [57], multiple ILP models to solve the RMSTA problem are proposed. The objective

is either related to the usage of the spectrum or takes a balance on the cost of the optical signal

regeneration and spectrum resources. However, in the proposed model of the regeneration cost,

only the number of regeneration nodes are considered, which excludes the detailed number of the

required transceivers. Moreover, the authors did not propose any scalable algorithm (e.g., greedy),

and indeed the proposed ILP models have been evaluated considering only 50 numbers of loaded

connection requests.

In Ref. [58], the RMSTA problem has been addressed considering a metro ring network. An

ILP model and a heuristic algorithm have been proposed. However, these proposed algorithms

correspond to metro ring networks only; they are not able to solve the problem in arbitrary networks.

In summary, since the TP problem is challenging by itself, the problems considered in the

mentioned works above are fundamentally different from the original RMSTA problem because

they have simplified the original problem by different considerations to make it easier to solve.

The first work on the original RMSTA problem is [26] (an extension of the authors’ previous

works [27]), in which the authors proposed a path-based ILP model and presented a heuristic algo-

rithm called Minimum Cost Lightpaths assignment for Ordered Demands (MCLOD) that integrates

the KSP algorithm to solve it. In their proposed heuristic algorithm, they first pre-calculated k

candidate paths for each connection request by the k-shortest path (KSP) algorithm. Then, they

assigned the connection requests one-by-one conforming to an ordered sequence. For each connec-
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tion request, they considered all the valid regeneration options for all k candidate paths and select

the one that leads to the lowest value of the objective function. However, as we stated above, each

routing path in the k candidate path set has 2hop(p)−1-th valid regeneration options (the regeneration

or non-regeneration choice is applied to every node on the path except the source and destination

nodes). Therefore, the proposed algorithm has an extremely high computational complexity. As the

network size increases, the computational time of their algorithm will increase significantly.

In our work [59], we addressed the original RMSTA problem. Our objective is to minimize the

total cost, which includes both the spectrum usage and transceiver usage, of network construction.

The key contributions of this work are listed as follows:

• Since the RMSTA problem is NP-hard, it is quite difficult to be solved in a large-scale net-

work using the ILP models. In our work, we proposed a novel virtual network-based heuristic

algorithm. According to our simulation experiments, the results show that it not only achieves

a better performance than those of previous algorithms but it also greatly reduces the compu-

tational time in large-scale networks.

• To evaluate the performance of the proposed virtual network-based heuristic algorithm, we

proposed two approaches to analyze the lower-bound of the RMSTA problem in large-scale

networks, and the simulation results show that the proposed approaches can obtain a tight

lower-bound. To the best of our knowledge, all the lower-bound analysis approaches pro-

posed in the previous works are based on the ILP models, which can be applied only in the

small-scale networks, and this is the first work that discussed the lower-bound of the RMSTA

problem in large-scale networks.

The proposed algorithms and simulation results of our work [59] entitled “Routing, Modulation,

Spectrum, and Transceiver Assignment in Elastic Optical Networks” will be detailed in Chapter 2.

1.3 Space-division multiplexing-based elastic optical network

As we have discussed, the EON is a promising technology that leads to more efficient utilization

of spectrum resources than does traditional WDM-based optical networks. However, the growth in

the transmission capacity of standard single-mode fiber (SMF) has dramatically slowed because the

transmission capacity per fiber is close to the nonlinear Shannon limit of the existing SMF [60–63],

while the strongly continuous increasing future Internet traffic will inexorably reach this capacity

limit. In this context, space-division multiplexing (SDM) has emerged as a viable solution for

overcoming this limitation [60, 61, 63–67]. The basic concept of SDM is expanding the available

optical transmission dimension of the space domain from the current one (SMF) to multiple parallel

dimensions. These transmission dimensions may be the cores/modes in a single SDM fiber, or
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current SMFs, which are called spatial dimension or space. The expansion of the space domain will

increase network capacity to higher orders of magnitude compared with what can be achieved with

the SMF-based network infrastructure, enabling transport networks to keep pace with traffic growth

beyond the petabit-per-second level [65, 68, 69].

1.3.1 SDM fibers

Figure 1.17: Illustration of different types of the SDM fiber.

As shown in Fig. 1.17, the expansion of spatial dimensions can be achieved by different types

of SDM fiber. The first one is to upgrades the current network link (SMF) to a bundle of parallel

SMFs (SMFB, as shown in Fig. 1.17.b) straightforwardly. A new design of SDM fiber is the multi-

core fiber (MCF, as shown in Fig. 1.17.e ∼ g) [70–72], which is implemented by increasing the

core-count within the same fiber cladding. These cores belonging to an MCF are weakly-coupled or

strongly-coupled with each other. The strongly-coupled MCF is called as coupled-MCF (as shown

in Fig. 1.17.g) [73–75]. Another new design of SDM fiber is the multi-mode fiber (MMF, as shown

in Fig. 1.17.c) [76, 77], which allows multiple strongly-coupled modes transmitted over a single

core. If only a few modes are allowed in an MMF, this MMF is called as few-mode fiber (FMF, as

shown in Fig. 1.17.d) [78, 79]. Finally, if an SDM fiber contains multiple cores and a few modes

are allowed to transmit over each core, it is referred to as few-mode multi-core fiber (FM-MCF, as

shown in Fig. 1.17.h) [80, 81].

In Table 1.2 we list the previous works on resource allocation that considered different SDM

fiber types. As shown in Table 1.2, the SDM fibers whose physical entities are parallel single-mode

cores (i.e., SMFB or MCF) are the most frequently considered SDM fiber in the previous works,
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Table 1.2: SDM fiber types of previous works on resource allocation.

SDM fiber type References

SMFB [28, 46–50, 82–89]
MCF [83, 88–115]
MMF or FMF [46, 89, 116–118]
FM-MCF [114, 119, 120]

because they are more compatible with the existing SMF technologies. Of course, there exist other

SDM fibers such as FMFs, coupled MCFs, MMFs, and FM-MCFs that we described above, they

are less preferred currently due to the following reasons: i) they require a complicated multi-input-

multi-output (MIMO) DSP to undo the optical signal, whose complexity increases nonlinearly with

the increase of the number of the strongly-coupled modes/cores [121, 122]; ii) they provide less

routing flexibility because the strongly-coupled modes/cores belong to such an SDM fiber should

be generated, routed and received jointly [29]; iii) they may need a long time to be widely deployed

[122]. Therefore, the same with the majority of the previous works, we only consider the SMFB or

MCF in this thesis.

1.3.2 Basic solution to achieve the SDM-EON

Figure 1.18: Illustration of the overlay of multiple EONs to achieve an SDM optical network.

The most straightforward solution to achieve an SDM-EON is shown in Fig. 1.18, which can
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be treated as an overlay of multiple independent SMF-based EONs [122,123]. Of course, as shown

in Fig. 1.19, it enables us to transmit data by either flexible single-carrier transmission or Spe SpCh

transmission over each spatial dimension (e.g., each core of 4-core MCFs or 4-SMFBs in the exam-

ple), such like what we can do in the EON.

Figure 1.19: Illustration of flexible single-carrier transmission and spectral super-channel transmis-
sion in SDM-EONs.

However, such a straightforward solution has some disadvantages. The first disadvantage is that

the less utilization of the physical devices. Let us consider a scenario that the transceivers installed

at EON-1 are almost deactivated because few connection requests only are loaded to EON-1, and

some connection requests loaded to EON-2 are blocked because of the lack of transceivers. As

shown in Fig. 1.18.b, in such a straightforward solution implemented by the stacked EONs, the de-

activated transceivers in EON-1 is unable to be used by other EON layers, leading to less utilization

of the physical devices. Therefore, the reconfigurable optical add/drop multiplexer (ROADM) has

been proposed to overcome this disadvantage. As shown in Fig. 1.20.a, the ROADM integrates the

function of multiple independent BV-OXCs and all of the transceivers are connected to it, which

enables that these transceivers can be shared by different EONs, leading to better utilization of

physical devices.

Another disadvantage of the overlay solution is that there is no interaction between different

EONs while the data are transmitted. As shown in Fig. 1.18.b, if we assume that the logical indices

of spatial dimensions (cores in MCF, or SMFs in SMFB) belonging to each SDM fiber (i.e., link)

in the network are the same, the indices of the spatial dimensions assigned to a connection request

on the ingress link and egress link at a node should be identical. In other words, the indices of the

assigned spatial dimensions on the links along the lightpath cannot be changed for each connection

request. That is, the spatial dimension assignment for each connection request should conform to the

space continuity constraint. Therefore, the space lane change (SLC) technology has been proposed

to relax this constraint. As shown in Fig. 1.20.b, a ROADM with SLC support can switch a spatial

dimension on the ingress link to any spatial dimension on the egress links (shown as the gray dotted

lines), leading to much higher routing flexibility compared to the one without SLC support (shown

in Fig. 1.20.a). However, as we will discuss in the later Section 1.3.7, the architecture of a ROADM
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Figure 1.20: Illustration of reconfigurable optical add/drop multiplexer (ROADM) with/without
space lane change (SLC).

with SLC support is more complex. Finally, we list the previous works that considered the SLC and

did not consider the SLC in Table 1.3.

Table 1.3: Previous works on resource allocation regarding the space lane change technology.

Space lane change References

With [28, 83, 84, 87, 90, 93–100, 103–106, 108, 114, 115]
Without [50, 82, 83, 86, 89, 91, 101, 102, 105, 110, 114, 116–118]

1.3.3 Routing, spectrum, and space assignment

The introduction of the parallel spatial dimensions in the SDM-EON enables us to allocate the

optical carriers using not only continuous FSs on the spectrum domain but also to distribute them

over different spatial dimensions. Therefore, the RSA problem in EONs converts into the problem

of Routing, spectrum, and space (i.e., spatial dimension) assignment (RSSA) problem in SDM-

EONs. Compared to the RSA problem, in RSSA problem, for each connection request, additional

variables related to the selection of spatial dimensions on each link along the lightpath should be

decided, which makes the RSSA problem more complex than the RSA problem. Similar to the RSA
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Figure 1.21: Illustration of spetrum assignment in the SDM-EON.

problem, the objective of the RSSA problem is to minimize the required FSs in the network (Fmax)

as shown in Fig. 1.21. For example, if we assume that the Fe
s indicate the maximum index of the

occupied FS on the spatial dimension s in link e, the Fmax can be calculated by Eq. (1.1), where

the E and S represents the set of links in the network and the set of spatial dimensions of the SDM

fibers, respectively.

Fmax = max{ Fe
s | e ∈ E, s ∈ S } (1.1)

Moreover, note that in the case of applying the ROADMs without SLC, the space continuity con-

straint should be satisfied when assigning the spatial dimensions to each connection request as

shown in Fig. 1.21.a, while relaxing this constraint by applying the ROADMs with SLC can achieve

higher routing flexibility, and may lead to lower Fmax , as shown in Fig. 1.21.b.

1.3.4 Routing, spectrum, and core assignment

In SDM-EONs, the spatial dimensions could be either SMFs, cores or modes. If the SDM-EON

is connected by MCFs, the inter-core interference of MCF, called the inter-core crosstalk (XT),

will become a crucial constraint that may severely affect the propagation quality. The XT will

occur when the same FSs are assigned to adjacent cores in a common fiber link to serve different

connection requests [91, 105, 113, 114].

A simple example of XT in the 7-core MCF is shown in Fig. 1.22. For simplicity, we assume

that the connection requests are assigned to only three cores (i.e., cores 1, 2 and 3) and that core

1 (or core 3) and core 2 are adjacent. The strength of the XT on the f -th FS of core c is related

to the number of active adjacent cores of core c (i.e., the same f -th FS has been assigned to other

connection requests). For example, since the FSs with the same index of that of R.1 have not been
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Figure 1.22: Illustration of inter-core crosstalk (XT) in the 7-core MCF.

assigned to any connection request on the adjacent cores, there is no occurrence of XT for R.1. In

contrast, there is an occurrence of weak XT for R.2 and R.6 on the 6-th FS because the same 6-th

FS has been assigned to R.4 in the adjacent core 2. Moreover, note that the XTs are affecting each

other on the adjacent cores, there is an occurrence of strong XT for R.4 on the 6-th FS because it is

affected by R.2 and R.6 simultaneously.

For a connection request, only when the XT on each assigned FS for the connection request is

less than an acceptable XT threshold (XTmax), the signals can be successfully transmitted on these

assigned FSs.

To minimize the XT and achieve a dense core arrangement to enable high-capacity and long-

distance transmissions, how to suppress the XT has become a primary challenge in the development

of MCFs [124–129]. K.Takenaga et al. developed a trench-assisted multi-core fiber (TA-MCF) in

[129]. In TA-MCF, XT is directly related to the mode-coupling coefficient, which can be estimated

without the need for numerical simulations.

According to the equations proposed in [130], if the f -th FSs of two adjacent cores c and c′ in a

common link e are assigned to different connection requests, the XT between them can be obtained

by the following equation:

XTe f
cc′ =

1 − exp(−2hLe)

1 + exp(−2hLe)
(1.2)

where h = 2k2r
βωtr

represents the mean XT increase per unit length of the fiber and is also regarded

as the power coupling coefficient in coupled-power theory [130], which is fixed for a given type of

MCF. The parameters k, r , β and ωtr represent the coupling coefficient, bend radius, propagation

constant and core pitch, respectively [95, 100, 128]. Le represents the length of link e.

In addition, Hayashi et al. [128] claimed that “The mean XT from multiple cores to one core can

be represented as a sum of the mean crosstalk from each of the multiple cores to the single core.”
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Therefore, on a given f -th FS, if a core c is affected by multiple adjacent cores where the same f -th

FSs are assigned to other connection requests, the XT on the f -th FS of core c can be calculated as

follows:

XTe f
c =

∑
c′∈Ae

c

XTe f
cc′ (1.3)

In Eq. (1.3), the XT on the f -th FS between two adjacent cores XT f
cc′ is calculated using

Eq. (1.2), where Ae
c represents the set of active adjacent cores of core c in link e; in other words,

for each core c′ ∈ Ae
c, the same f -th FS of core c′ has been assigned to other connection requests.

Moreover, for a connection request r , the lightpath of it may pass through multiple cores on differ-

ent links and occupy a number of continuous FSs on each of these cores. The XT of the connection

request r on each occupied f -th FS can be calculated by Eq .(1.4) as follows:

XT f
r =

∑
〈c,e〉∈pr

∑
c′∈Ae

c

XTe f
cc′ (1.4)

The pr in Eq. (1.4) represents the routing path of the connection request r , which contains the

selected core c in each link (i.e., 〈c, e〉) along the lightpath. Finally, it is worth noting that the XT on

each assigned f -th FS of the connection request should less than an acceptable XT threshold to en-

sure successful transmission, which depends on Ae
c and Le along the selected lightpath. Therefore,

in addition to the development of MCF with low XT on the physical layer, from the perspective of

networking, we can also avoid spectrum overlaps between adjacent cores in a common link (i.e.,

reduce the number of elements in Ae
c) or select a lightpath with short length (i.e., smaller Le for

each link) to ensure that the XT on each assigned f -th FS less than the XT threshold. Conse-

quently, in the case of SDM-EONs with MCF, considering the additional complexity owing to the

XT management, the RSSA problem becomes the routing, spectrum, and core assignment (RSCA)

problem.

1.3.5 Our contribution to routing, spectrum, and core assignment

As we listed in Table 1.2, many works have concentrated on the RSCA problem in recent years.

Among those works, some of them did not consider the influence of XT [84, 97, 101, 103, 104, 111,

115]. In the works who considered the influence of XT, the proposed algorithms for XT management

can be mainly divided into three cases:

• The XT-avoid case: the XT-avoid approach is to avoid spectrum overlaps between adjacent

cores in the fiber links while allocating FSs and cores to different connection requests. As

shown in Fig. 1.23.a, the same FSs cannot be assigned to different connection requests that

traverse through adjacent cores in the common links. The XT-avoid approach can simplify
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Figure 1.23: Illustration of three XT management approaches in the 7-core MCF.

the RSCA problem and significantly reduce the complexity of the problem. However, it

prevents the use of the same FSs on the adjacent cores of a fiber. Thus, even though the XT-

avoid approach can completely prevent the XT from occurring, the efficiency of the spectrum

multiplexing of MCF will be decreased.

• The XT-worst case: the XT-worst approach is to consider the XT in the worst interference

scenario. As shown in Fig. 1.23.b, the blank FSs are the empty FSs (i.e., have not been

assigned to any connection request), but for the XT-worst approach, they are considered to

be occupied to evaluate the XT. In other words, if we assume that the Ne
c represents the set

of the adjacent cores of core c in link e, for the XT-worst approach, Ae
c is always identical

with Ne
c , that is, all the adjacent cores are treated as active cores even though they are may

actually inactive. Since all adjacent cores of a target core c are contained in Ae
c, for a strict

XT threshold, to ensure that the XT on each assigned FS less than the threshold, the Le for the

links along the lightpath should be shorter. Therefore, the transmission reach will be bounded

significantly in this case, which is shorter than what the optical signal can actually reach.

This makes the XT-worst approach over-conservative since the set of the feasible lightpaths

— the length of each feasible lightpath is shorter than the bounded transmission reach —

may become significantly small. In an extreme case, the XT-worst approach may become

unworkable, because no any feasible lightpath can be found between a node pair (i.e., the

bounded transmission reach is shorter than the length of the shortest path), even though some

feasible lightpaths actually exist (if Ae
c , Ne

c ).

• The XT-aware case: the XT-aware approach is to compute the XT strictly depending on the

interference of a core with other active adjacent cores that share the same FS and link, as

shown in Fig. 1.23.c. The XT-aware approach can always perform better than both the XT-

avoid and the XT-worst approaches and leads to an optimal solution. It strictly calculates

the XT depending on the active adjacent cores that share the same FS on a common link
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along the lightpath. Therefore, for a strict XT threshold, the XT-aware approach can prevent

the same FSs from being assigned to adjacent cores to ensure that the XT of the lightpath

(for a given connection request) is less than the XT threshold. For a relaxed XT threshold,

the same FSs on adjacent cores are allowed to be multiplexed more times to achieve higher

spectral efficiency. However, in the XT-aware approach, how to calculate the XT is a key and

challenging task, which results in the problem becoming more complicated.

Table 1.4: XT management approaches of previous works on static/dynamic RSCA problem.

XT management approach References
Static problem Dynamic problem

XT-avoid [109] [90]
XT-worst [95, 98, 99, 102, 106, 110] [107, 113]
XT-aware - [83, 91, 93, 94, 96, 100, 105, 108, 112, 114]

In Table 1.4, we list the previous works that considered the different XT management ap-

proaches above for RSCA problem. We can see that many previous works have addressed the

static or dynamic RSCA problem considering XT management. In our work Ref. [131], we address

the static RSCA problem. Compared to the previous works, the key contributions of our work are

summarized as follows:

• We introduce a node-arc-based ILP model considering the XT based on the XT-worst ap-

proach. In contrast to previous path-based ILP models [95, 102] that need to pre-compute

several candidate paths for each connection request during the pre-processing stage, the pro-

posed ILP model can simultaneously find an optimal combination of routing paths and assign

corresponding FSs and cores for each connection request in a node-arc manner [38, 39]. The

numbers of both variables and constraints of the proposed node-arc-based ILP model are less

than the ones of the previous models, leading to much higher convergence efficiency. Our

simulation experiments show that it achieves a significantly shorter computational time com-

pared with the previous path-based ILP models.

• We introduce a mixed integer linear programming (MILP) optimization model considering the

XT strictly based on the XT-aware approach. In contrast to the XT-worst approach-based ILP

models, XT is calculated depending on the actual interference between cores on a common

link and therefore ensures a complete feasible routing path space for each connection request;

consequently, a strictly optimal solution can be obtained by the proposed MILP model.

• The static RSCA problem is an extension of the static RSA problem, which is known to be

NP-hard. The problem is difficult to solve in a reasonable time by the ILP/MILP models

for large-scale problem instances. For this reason, we propose an XT-aware-based heuristic
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algorithm for achieving scalability. In the proposed heuristic algorithm, a strict XT-aware FS

check mechanism is proposed to achieve the XT-aware approach. The simulation experiments

show that compared to the previous heuristic algorithms, the proposed heuristic algorithm can

obtain solutions that are closer to the optimal solutions or lower-bound.

Finally, to the best of our knowledge, our work is the first work that considers the XT-aware

for the static RSCA problem. The proposed (M)ILP models, heuristic algorithm, and simulation

results of our work Ref. [131] entitled “Routing, Spectrum and Core Assignment in SDM-EONs

with MCF: Node-arc ILP/MILP Methods and an Efficient XT-aware Heuristic Algorithm” will be

detailed in Chapter 3.

1.3.6 Spectrally & spatially flexible super-channel transmission

In Section 1.3.2, we introduced the basic solution to achieve SDM-EONs. However, it is not yet the

economically sustainable solution [132], because it can not provide any potential reduction of the

network cost per unit capacity. For instance, in the case of achieving the SDM by a simple overlay of

the SMF-based EONs, the S parallel EONs can provide S times the capacity, but meanwhile brings

S times the network CAPEX (e.g., cost and power consumption). That is, network CAPEX per

bit-rate would not be changed compared to the SMF-based EON systems. In addition, although the

application of ROADM can achieve a certain degree of cost savings by improving the transceiver

utilization, such a cost reduction is not remarkable compared to the solution of stacked EONs,

especially in the case of heavy load (i.e., all the transceivers are activated).

Figure 1.24: Illustration of spectrally & spatially flexible super-channels.

Therefore, to further make full use of the expanded spatial dimensions and achieve more cost-

efficient transmission [123,132,133], the spectrally & spatially flexible SpCh transmission has been
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recently proposed. The spectrally & spatially flexible SpChs can be mainly divided into three types.

A simple illustration of these three types of SpChs is shown in Fig. 1.24 (only transponders are

shown).

For simplicity, we consider four 200 Gbps connection requests to be transmitted in the DP-

BPSK modulation format over 4 spatial dimensions. In addition, each optical carrier is generated

by a transceiver supporting 50 Gbps under DP-BPSK with 28 Gbaud symbol-rate (3 GBaud for

ECC is assumed), and occupies 37.5 GHz spectrum. As in Fig. 1.24, the spectrum granularity is set

to 12.5 GHz, and a 12.5 GHz switching guard-band (6.25 GHz at both sides) is applied to separate

adjacent SpChs.

A spectral super-channel (Spe SpCh), which is composed of several continuous optical carri-

ers as shown in Fig. 1.24.a, can offer high spectral efficiency for serving connection requests with

flexible traffic volumes. The optical carriers are placed near the Nyquist condition, that is, without

switching guard-bands between them; switching guard-bands are necessary only between neighbor-

ing Spe SpChs. Note that an Spe SpCh can be generated by an array of independent transceivers as

we have shown in Fig.1.13, or by a spectral super-transceiver which integrated these independent

transceivers together as shown in Fig. 1.24.a. According to Refs. [133, 134], such an integrated

SpCh transceiver can achieve a 40% reduction in the device cost of all components (except lasers

and DSP) compared to multiple independent transceivers.

A spatial super-channel (Spa SpCh) is an extension of the Spe SpCh concept to the spatial do-

main as shown in Fig. 1.24.c. The optical carriers are arranged across numbers of or all of the spatial

dimensions over the same spectral range. The key feature of an Spa SpCh is that the optical carriers

at the same frequency but distributed over different spatial dimensions can share a common laser

at the transponder (and one laser at the receiver used as local oscillator), but meanwhile switching

guard-bands are necessary for each of the spatial dimensions occupied by an Spa SpCh.

A spatial and spectral super-channel (Spa & Spe SpCh) is a hybrid of an Spe SpCh and an Spa

SpCh as shown in Fig. 1.24.b. In other words, an Spa & Spe SpCh can be created by combining

multiple Spe SpChs in the same spectral range extending over multiple spatial dimensions. Thus,

the allocation of an Spa & Spe SpCh can span both the spectral and spatial domains.

Figure 1.25: Comparison of Spa SpCh and Spa & Spe SpCh.
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Indeed, both an Spe SpCh and an Spa SpCh can be treated as special cases of an Spa & Spe

SpCh. If we consider that an s × o SpCh represents an Spa & Spe SpCh in which one Spe SpCh

consisting of o contiguous optical carrier(s) (i.e., o is the spectral span) is allocated to each of s

spatial dimensions (i.e., s is the spatial span) in the same spectral range, an Spa SpCh is actually an

s × 1 SpCh whose spectral span o equals 1, and an Spe SpCh is an 1 × o SpCh whose spatial span

s equals 1. It is worth noting that the concepts of the Spa SpCh and the Spa & Spe SpCh have not

been clearly distinguished in many previous works. In order to avoid the possibility of confusion,

we use an additional example shown in Fig. 1.25 to further explain the difference between them.

As shown in Fig. 1.25, an SpCh belongs to an Spa SpCh only when its spectral span o equals 1.

Therefore, for a connection request with large traffic volume, leading to more than s optical carriers

are required, we should use multiple s × 1 Spa SpChs to transmit this connection request and s

numbers of guard-bands should be placed between them. On the other hand, even though an SpCh

occupies all spatial dimensions of an SDM fiber as shown in Fig. 1.25.d, if it is composed of more

than 1 optical carriers on the spectral domain without switching guard-bands (i.e., o > 1), it does

not belong to an Spa SpCh, but to an Spa & Spe SpCh. Overall, it is obvious that the Spa & Spe

SpCh inherits the advantages of both the Spa SpCh and Spe SpCh. On the spectral domain, it can

achieve spectrum savings by avoiding the placement of additional switching guard-bands. On the

spatial domain, it can achieve cost savings by sharing the components (e.g., lasers). Since both an

Spe SpCh and an Spa SpCh can be treated as special cases of an Spa & Spe SpCh, we use the s × o

SpCh to refer to all types of the SpChs in the rest of the thesis.

In the case that a connection request with T Gbps traffic volume is to be transmitted by such a

s × o SpCh with a given spatial span of s, the spectral span o of this SpCh can be calculated using

Eq. (1.5). In Eq. (1.5), ml represents the modulation level (see Table 1.1) of the selected modulation

format, and B represents the symbol-rate (excluding the ECC) of each inter-integrated transceiver.

o = min{x ∈ Z+ | T ≤ B · ml · s · x} (1.5)

Based on Eq. (1.5), the number of required FSs in each of the s patial dimensions (including the

switching guard-bands) can be calculated using Eq. (1.6) [135], where the WOC , WGB, and WFS

represents the spectrum occuppied by an optical carrier, guard-band, and FS, respecetively.

nFS = min{x ∈ Z+ | (o ·WOC +WGB) ≤ WFS · x} (1.6)

In the example shown in Fig. 1.24, T , B, ml equals 200 Gbps, 25 Gbaud (i.e., 28 Gbaud - 3

Gbaud for ECC), 2 bits/symbol (for DP-BPSK), respectively. According to Eq. (1.5), we require a

1 × 4 Spe SpCh, a 2 × 2 Spa & Spe SpCh, and a 4 × 1 Spa SpCh for each connection request in the

case of spatial span s equaling 1, 2, and 4, respectively. Futhermore, according to Eq. (1.6), these

SpChs requires 1 · 13, 2 · 7 and 4 · 4 FSs, respectively. Therefore, it is obvious that the SpCh with
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smallest spatial span s (i.e., 1×4 Spe SpCh) clearly achieves the highest spectral efficiency (13 FSs)

but has the largest requirement of lasers per connection request. Meanwhile, the SpCh with largest

spatial span s (i.e., 4× 1 Spa SpCh) requires 16 FSs since guard-bands are necessary in each spatial

dimension, while a single laser can be shared over the 4 spatial dimensions. The 2 × 2 Spa & Spe

SpCh strikes a balance between them.

In summary, if an SpCh with a larger spatial span s is applied, considerable savings in terms of

device cost can be achieved due to the components sharing (e.g., lasers). However, it is less spec-

trally efficient than one with a smaller s that can support an equivalent capacity because switching

guard-bands need to be placed on each spatial dimension to separate neighboring SpChs. Finally,

we list the previous works on resource allocation that applied different SpChs in Table 1.5.

Table 1.5: Spuer-channel policies of previous works on resource allocation.

Spuer-channel policy References

Spe SpCh [28, 47, 83, 84, 87, 89, 92–98, 100, 102–105, 108, 109, 112–115]
Spa SpCh [28, 46–50, 82, 85–89]
Spa & Spe SpCh [105, 107, 111, 114]

1.3.7 All-optical switching/routing for Spe & Spa SpChs

Similar to why the BV-OXC is required when the optical networks evolve from WDM-based op-

tical networks to EONs, ROADMs with different architectures are also needed to offer different

routing/switching strategies corresponding to different Spe & Spa SpChs in SDM-EONs. There

are two key factors that have a considerable influence on the ROADM architecture: i) the spatial

switching granularity (denoted by g), and ii) the SLC technology as we have shown in Fig. 1.20,

leading to different switching strategies.

The first category of switching strategies is called independent switching (Ind-Sw) and repre-

sents the case in which g is equal to 1. Indeed, Fig. 1.20 in Section 1.3.2 illustrate the case of

Ind-Sw. In the absence of SLC support, each spatial dimension can be switched independently to

any output port with the same spatial dimension index (i.e., conforming to the spatial continuity

constraint mentioned before). In contrast, the spatial continuity constraint is relaxed in the situation

with SLC support, as shown in Fig. 1.20.b. Ind-Sw can offer the highest routing flexibility, espe-

cially in the case with SLC support. Ind-Sw is used to switch the s × o SpChs whose spatial span s

equals 1 (i.e., Spe SpChs) or support the flexible single-carrier transmission (refers to Section 1.2.4).

The second category of switching strategies is called joint switching (J-Sw) and represents the

case in which g is equal to S. As shown in Fig. 1.26, all the spatial dimensions are switched jointly

as a single entity, resulting in the lowest routing flexibility. Besides, it is obvious that the case with
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Figure 1.26: Illustration of joint switching.

Figure 1.27: Illustration of fractional joint switching.

SLC support does not exist in this case. J-Sw is used to switch the s × o SpChs whose spatial span

s equals S (i.e., S × 1 Spa SpChs or S × o Spa & Spe SpChs).

The last category of switching strategies is called fractional joint switching (FrJ-Sw), which is a

hybrid approach combining the Ind-Sw and the J-Sw. As shown in Fig. 1.27, the spatial dimensions

are divided into several (i.e., S/g ) groups such that g numbers of spatial dimensions are contained
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in each group, and the spatial dimensions belong to a single group should be switched jointly. In the

case without SLC support, the indices of the spatial dimension groups on each link along a lightpath

should maintain the same as shown in Fig. 1.27.a, while the changing of group indices is allowed

to achieve relatively higher routing flexibility in the case with SLC support as shown in Fig. 1.27.b.

FrJ-Sw is used to switch the SpChs whose spatial span s equals g (i.e., g × 1 Spa SpChs or g × o

Spa & Spe SpChs).

Indeed, both Ind-Sw and J-Sw can be treated as special cases of FrJ-Sw. When spatial switching

granularity g is equal to 1, it corresponds to the case of Ind-Sw. When g is equal to S, all spatial

dimensions are considered as one group which corresponds to the case of J-Sw. Therefore, it is ob-

vious that the switching strategies are different for different applied spatial granularities g, as well as

whether the SLC is supported, and of course, leading to different architectures of the corresponding

ROADM.

The bottom of Fig. 1.28 illustrates the ROADM architecture at an intermediate node with nodal

degree D equaling 3, in the case of g equaling 2 without SLC support for 4-SMFBs/MCFs. The

segment in the dotted green frame is actually identical to the case (c) - FrJ-Sw: g = 2 without

SLC support - shown in the top of Fig. 1.28. This segment can be replaced with the corresponding

architectures to achieve other switching strategies. Therefore, according to Fig. 1.28, we can sum-

marize the number of required WSSs and the port-count per WSS for different switching strategies

in Table 1.6.

Table 1.6: The number of required WSSs and port-count per WSS for different switching strategies.

Num. of WSSs Port-count per WSS

With SLC
2 · D · Sg

g × {1 × [ Sg · (D − 1) + 1]}

Without SLC g × (1 × D)

According to Table 1.6, for a given network topology (i.e., the nodal degree D for each node

and the number of spital dimensions S for each link are given), J-Sw is a promising approach

for achieving economical SDM optical networks [136] since it requires the smallest number of

wavelength selective switches (WSSs), while the Ind-Sw who offers the highest routing flexibility

requires the largest number of WSSs, and FrJ-Sw strikes a balance between Ind-Sw and J-Sw. In

addition, it is obvious that for the switching strategies with the same switching granularity, they

require the same number of WSSs, but the one with SLC support requires the larger port-counts per

WSS. In summary, the switching strategy with smaller switching granularity g and/or SLC support

can provide higher routing flexibility, but meanwhile requires more WSSs and/or larger port-counts

per WSS, leading to more device cost of networks.

Finally, in Table 1.7 we listed the previous works on the resource allocation that considered

different switching strategies.
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Figure 1.28: Illustration of ROADM with spatial switching granularity g equaling 2 at an interme-
diate node with 3 degree. 33



Table 1.7: Switching strategies of previous works on resource allocation.

Switching strategy References

Ind-Sw [28, 47–50, 82–87, 89–106, 108, 110–115]
J-Sw [28, 46–50, 82, 85–89, 107]
FrJ-Sw [28, 46–50, 82, 85–87]

1.3.8 Routing, modulation, spectrum, space, and spatial granularity assignment

From Section 1.3.6 and Section 1.3.7, we can see that there is a one-to-one relationship exists

between the spatial switching granularity g of the switching strategies and the spatial span s of the

SpChs, that is, g must be always identical to s, because all of the s spatial dimensions belonging to

an SpCh should be switched jointly and an SpCh should be routed as a single entity. In other words,

once we decide the spatial switching granularity g of the switching strategy, the corresponding

SpChs with spatial span s equaling g should also be applied for transmission. Therefore, in the rest

of the thesis, we use spatial granularity i to refer to both spatial switching granularity g and spatial

span s.

As shown in Fig. 1.24 and Fig. 1.28, it is obvious that the spatial granularity i has a great

impact on the number of WSSs in ROADMs, port-count per WSS, the number of laser pairs in

SpCh transceivers, and the number of required FSs in the network. In this thesis, we assume that a

WSS type is selected beforehand for all ROADMs with different spatial granularity i, regardless of

whether all the ports of the selected WSS are fully utilized. In this case, the cost related to ROADMs

only depends on the number of required WSSs. If we consider the situation shown in Fig. 1.24 and

Fig. 1.28, the usages of network resources (i.e., FSs, WSSs, and lasers) can be summarized in

Table 1.8.

Table 1.8: The usages of network resources (i.e., FSs, WSSs, and lasers) for different spatial granu-
larities i.

Spatial granularity Num. of FSs Num. of WSSs Num. of laser pairs

i = 1 13 24 16
i = 2 14 12 8
i = 4 16 6 4

As shown in Table 1.8, a trade-off relationship exists between these network resources, a smaller

spatial granularity i will result in more cost on the devices (i.e., more WSSs and lasers), but bet-

ter utilization on the spectrum (i.e., fewer FSs are required to transmit the same traffic volumes).

By comparison, a larger spatial granularity i can achieve significant cost savings, but meanwhile

requires more numbers of FSs. Such results are in accordance with what we have discussed in Sec-

tion 1.3.6 and Section 1.3.7. Consequently, the spatial granularity i is a key factor that has a great
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impact on the spectrally & spatially flexible SDM optical networks, and it is worth considering in

network design.

In Refs. [28,49], the authors compared the performances (e.g., spectral efficiency and the usage

of WSSs) for varying spatial and spectral granularities in SDM networks and noted that a smaller

spatial and spectral granularity can lead to significant performance improvement for small con-

nection requests, while J-Sw is a suitable option for networks with large connection requests. In

Refs. [48,82,85], the authors investigated the performances of several SDM switching options (spa-

tial granularity) and the corresponding SpCh policies. They noted that J-Sw/FrJ-Sw offers similar

performance to that of Ind-Sw for particular network load profiles while also significantly reducing

the number of WSSs.

However, in all the works mentioned above, the authors focused on a comparative performance

analysis of transmission strategies applying different spatial granularities in dynamic scenarios,

while the spatial granularities are assumed to be given beforehand. In our work Ref. [137] enti-

tled “Joint Assignment of Spatial Granularity, Routing, Modulation and Spectrum in SDM-EONs:

Minimizing the Network CAPEX Considering Spectrum, WSS and Laser Resources”, we pro-

pose a problem called routing, modulation, spectrum, space, and spatial granularity assignment

(RMSSGA), which further consider the assignment of spatial granularity i and adaptive modulation

compared to the basic RSSA problem. Our objective is to minimize network CAPEX by consid-

ering varying network resources containing the FSs, WSSs, and lasers in SDM network design.

Different from previous works, we try to find the best spatial granularity and the assignment of each

connection request simultaneously. That is, the best spatial granularity is one of the variables that

should be decided in our work, which is not given beforehand. To the best of our knowledge, this is

the first work to consider the spatial granularity assignment in SDM network design.

To address the proposed RMSSGA problem, we first jointly optimize the problem by an ILP

model. Next, we present a decomposition method that divides the RMSSGA problem into two sub-

stituent subproblems, namely, (i) routing, modulation, space, and spatial granularity and (ii) spec-

trum assignment (RMSG + SA), and then solve them sequentially. Furthermore, since the RMSSGA

problem is an extension of the basic RSSA problem which is known to be NP-hard, we propose a

re-routing (RR)-based heuristic algorithm combining with a simulated annealing metaheuristic to

achieve scalability. The proposed algorithm and simulation results of our work Ref. [137] will be

detailed in Chapter 4.
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Chapter 2

Routing, Modulation, Spectrum and
Transceiver Assignment in Elastic
Optical Networks

As we discussed in Section 1.2, the EON is a promising new optical technology that uses spectrum

resources much more efficiently than does traditional WDM-based optical network. This chapter

focuses on the RMSTA problem in EON. In contrast to previous works that consider only the basic

RSA or RMSA problem, we additionally consider the transceiver allocation problem.

As we have shown in Fig. 1.16, transceivers can be used to regenerate signals (by connecting

two transceivers back-to-back) along the routing path, and different regeneration sites on a routing

path result in the different spectrum and transceiver usage. Therefore, the RMSTA problem is both

more complex and more challenging than are the basic RSA and RMSA problems. To address this

problem, we first propose an ILP model whose objective is to optimize the balance between spec-

trum usage and transceiver usage by tuning a weighting coefficient to minimize the cost of network

operations. Then, we propose a novel virtual network-based heuristic algorithm to solve the prob-

lem and present the results of experiments on representative network topologies. The results verify

that, compared to previous works, the proposed algorithm can significantly reduce both resource

consumption and time complexity.

This chapter is organized as follows. In Section 2.1, we propose the ILP model of the RMSTA

problem. In Section 2.2, we analyze the lower-bound of the RMSTA problem. In Section 2.3, we

propose an efficient heuristic algorithm to suboptimally solve the RMSTA problem. In Section 2.4,

we present numerical results and evaluate the performance of the proposed algorithm.

2.1 Integer liner programming model for the RMSTA problem

This subsection presents our integer linear programming (ILP) model for the static RMSTA prob-

lem. We assume that the optical signals are transmitted by CO-OFDM transmission technology.
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The objective is to minimize the network CAPEX considering (the maximal index of) the required

FSs and the number of required transceivers in the whole network, that is, make a trade-off between

these two network resources.

Parameters

V : The set of network nodes.

E : The set of network links.

NP : The set of node pairs in the network. Generally, node pair 〈i, j〉 is different from node pair

〈 j, i〉.

λsd : The traffic volume (Gbps) of the connection request between a source-destination pair 〈s, d〉.

M : The set of available modulation formats. As shown in Table 1.1, a modulation format with

higher modulation level can support a higher bit-rate but holds a shorter transmission reach.

Pi j : The set of all the possible routing paths from node i to node j, while each of which can be

established by a lightpath using DP-BPSK.

mp : The modulation format with the highest modulation level that can be used over path p, which

depends on the length of path p.

Lp : The set of physical links traversing path p.

Np : The set of nodes along path p.

S : The maximum usable FSs for each link in the network.

G : The bandwidth of the switching guard-band used to separate two adjacent lightpaths, denoted

by the number of FSs.

4OC : The number of FSs occupied by each optical carrier.

Cm : The bit-rate that an optical carrier can support using modulation format m, which in accordance

with what is shown in Table 1.1

α : The weighting coefficient (0 ≤ α ≤ 1).

Variables

xsdi jp ∈ {0,1}: Indicates whether path p ∈ Pi j has been established for the node pair 〈i, j〉 to serve the

connection request between node pair 〈s, d〉. This value equals 1 if the path has been established.

f sdi j ∈ Z
+
0 : Denotes the starting index of an FS of a lightpath between the node pair 〈i, j〉, used to

serve the connection request between node pair 〈s, d〉.

ϕsds
′d′

i ji′ j′ ∈ {0,1}: Equals 0 when the starting index of the assigned FSs of a lightpath between the

node pair 〈i′, j ′〉 used to serve the connection request between node pair 〈s′, d ′〉 is smaller than the

starting index of the FS of a lightpath between the node pair 〈i, j〉 used to serve the connection

request between node pair 〈s, d〉 (i.e., f s
′d′

i′ j′ < f sdi j ); otherwise, it equals 1.

Fmax ∈ Z
+: The maximal index of FSs used in the entire network.
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T ∈ Z+: The total number of transceivers used in the entire network.

Objective function

Minimize Cost = α · Fmax + (1 − α) · T (2.1)

Constraints

Cost constraints:

f sdi j + 4OC · d
λsd
Cmp

e · xsdi jp + G ≤ Fmax ∀〈s, d〉, 〈i, j〉 ∈ NP, p ∈ Pi j (2.2)∑
〈s,d〉, 〈i, j 〉∈NP

∑
p∈Pi j

2d
λsd
Cmp

e · xsdi jp ≤ T (2.3)

Constraint (2.2) ensures that the maximum index of utilized FSs is no smaller than the ending FS

index of any established lightpath p. Constraint (2.3) computes the number of transceivers required

by all lightpaths over all the connection requests.

Route selection constraints:∑
p∈Pi j

xsdi jp ≤ 1 ∀〈s, d〉, 〈i, j〉 ∈ NP (2.4)

∑
j∈V :j,i

∑
p∈Pi j

xsdi jp −
∑

j∈V :j,i

∑
p′∈Pj i

xsdjip′ =


1, if s = i
−1, if d = i
0, otherwise

∀〈s, d〉 ∈ NP, i ∈ V (2.5)

Constraint (2.4) ensures that no bifurcation of a traffic flow occurs; each traffic request between

node pair 〈s, d〉 is routed along a single lightpath p between a node pair 〈i, j〉. Flow conservation

on a lightpath is imposed by the Constraint (2.5). Constraints (2.4)∼(2.5) ensure a unique path

consisting of several partitioned lightpaths established between a node pair.

Spectrum assignment constraints:

ϕsds
′d′

i ji′ j′ + ϕ
s′d′sd
i′ j′i j = 1 ∀〈s, d〉, 〈s′, d ′〉, 〈i, j〉, 〈i′, j ′〉 ∈ NP : 〈s, d〉 , 〈s′, d ′〉 (2.6)

f s
′d′

i′ j′ − f sdi j ≤ S · ϕsds
′d′

i ji′ j′ ∀〈s, d〉, 〈s′, d ′〉, 〈i, j〉, 〈i′, j ′〉 ∈ NP : 〈s, d〉 , 〈s′, d ′〉 (2.7)

f sdi j + 4OC · d
λsd
Cmp

e + G − f s
′d′

i′ j′ ≤ (S + G) · (1 − ϕsds
′d′

i ji′ j′ + 2 − xsdi jp − xs
′d′

i′ j′p′)

∀〈s, d〉, 〈s′, d ′〉, 〈i, j〉, 〈i′, j ′〉 ∈ NP, p ∈ Pi j, p′ ∈ Pi′ j′ : 〈s, d〉 , 〈s′, d ′〉, Lp ∩ Lp′ , � (2.8)

Constraints (2.6)∼(2.8) ensure that the spectrum used by the two partitioned lightpaths p and

p′, which share common link(s) to serve the requests between node pairs 〈s, d〉 and 〈s′, d ′〉, do not

overlap. That is, when p and p′ share common link(s), the assigned FSs of a lightpath p must either

be before the starting FS index of lightpath p′ or after the ending FS index of lightpath p′. In other

words, constraints (2.6)∼(2.8) ensure spectrum continuity, spectrum contiguity, and non-overlap

between the different lightpaths that share common link(s).
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2.1.1 Discussion of the proposed ILP model

In the proposed ILP model, a path from a source node s to a destination node d may be composed of

multiple partitioned lightpaths, which makes the RMSTA problem more complex than the RSA and

RMSA problems. We can see that the computational complexity required to solve the problem is

dominated by the number of variables, that is, the larger of O(|NP |2 · |P |) and O(|NP |4), where |P |

denotes the number of paths per node pair. Here, the number of constraints is bound by O(|NP |4 ·

|P |2) from Constraint (2.8). In the worst case, when all the nodes are fully connected, |P | is equal

to (|V | −2)!. We can see that it is difficult to solve the RMSTA problem by the ILP-RMSTA method

for a large-scale network and/or under heavy traffic volumes. In fact, we tried to solve the RMSTA

problem in a simple 7-node DT network, but this problem could not be solved to optimality in a

12-hour period. Therefore, in this paper, we propose an efficient heuristic algorithm to solve the

problem. To examine the performance of the proposed heuristic algorithm, we use the two lower-

bounds obtained as described in the next section.

2.2 lower-bound analysis of the RMSTA problem

In this section, we discuss the lower-bound of the RMSTA problem. We propose two approaches to

find the lower-bound of the RMSTA problem. The main idea behind the first approach is to obtain

the lower-bounds of the decision variables of the objective function Eq. (2.1), that is, the Fmax and

T , separately. Then, the lower-bound of the problem can be obtained. The main idea behind the

second approach is to relax some of the constraints in the proposed ILP model above and then solve

the relaxed model using an appropriate approach (e.g., using an ILP solver such as Gurobi [138]).

2.2.1 The lower-bound of Fmax

Here, we assume that the cost of using a transceiver is zero—that is, a node can use a transceiver

without incurring any cost for regeneration. For each link e, the modulation format with the highest

modulation level that can be applied on this link is denoted by me. For a given traffic volume λsd
between source-destination pair 〈s, d〉, we can calculate the required FSs for each link e by Eq. (2.9)

as follows:

We = 4OC d
λsd
Cme

e + G (2.9)

Then, we set We to be the weight of the link e. Therefore, the routing path that uses the fewest FSs

to serve the connection request between node pair 〈s, d〉 can be obtained using Dijkstra’s algorithm

and the weight of the shortest path is the one that has the fewest FSs required by the connection

request 〈s, d〉 (denoted as Fsd
min).
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Figure 2.1: Illustration of the required FSs.

A simple example is shown in Fig. 2.1. The traffic volumes of the connection request between

node pair 〈1,4〉 and the guard-band G are assumed to be 600 Gbps and 1 FS, respectively. Moreover,

the number of FSs occupied by an optical carrier is assumed to be 3. We can see that for link e12

with 1400 km length, the DP-QPSK modulation format can be used on this link. Therefore, the

weight of link e12 is equal to 19 which is obtained by 3d600/100e +1 according to Eq. (2.9) and the

supported bit-rate per optical carrier has been shown in Table 1.1. The other connection requests

can be determined using the same process. Therefore, the smallest number of FSs required by the

connection request 〈1,4〉 (F14
min) can be obtained using Dijkstra’s algorithm. Here, it equals 51.

Consequently, the total FSs required by all the requests (Ftotal
min ) on all the links is, at mini-

mum, equal to
∑
〈s,d〉∈NP Fsd

min. Therefore, the lower-bound of Fmax is the ratio of Ftotal
min to the

number of links in the network (i.e., when the required FSs are evenly assigned to the links in the

whole network.). Thus, the processes above eventually yield the lower-bound of Fmax , as shown in

Eq. (2.10).

Fmax ≥

∑
〈s,d〉∈NP

Fsd
min

|E |
(2.10)

2.2.2 The lower-bound of T

In this subsection, we assume that all the requests are routed by the shortest path and that optical

signals can be regenerated at any site without considering whether a node actually exists at that site

on the routing path. Under the assumptions above, we then try to calculate the minimum number of

required transceivers for each connection request. Therefore, following similar processes as those

used to obtain the lower-bound of Fmax , we can obtain the smallest required number of transceivers
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for each connection request and then sum them to obtain the lower-bound of T .

Figure 2.2: Illustration of (a) the recursive invocation tree of a routing path with 4000 km length,
(b) the minimum transceiver usage.

For a given request within λsd Gbps traffic volume, the number of required transceivers depends

on how the routing path is segmented. To find the best partitions for a routing path, we use an iter-

ative approach. For any lightpath, we first determine whether to split it into two shorter lightpaths.

Then, for each partitioned lightpath we further determine whether to partition it further. This pro-

cess continues until the path length is within the reachable distance of the modulation format with

the fastest bit-rate. In the following example, a path length below 500 km will not be partitioned

further. Therefore, the problem for determining the number of transceivers becomes a typical Rod

Cutting problem [139], which can be solved using a dynamic programming algorithm. To help

readers understand this approach, we show the recursive invocation tree of a lightpath with 4000

km length in Fig. 2.2.a. Moreover, in the case of without regeneration, the number of the required

transceivers for a routing path with different path lengths can be obtained — according to the trans-

mission reaches and supportable bit-rates per optical carrier for different modulation formats listed

in Table 1.1 — as shown in Table 2.1.

Therefore, according to Fig. 2.2.a and Table 2.1, we can determine the best segment options

which lead to the smallest value of T sd
min by using a bottom-up method. For instance, a path with an

index of 6 (500 km ∼ 1000 km) can be divided into two paths with indices of 7 (0 km ∼ 500 km),

each of which uses a higher-level modulation format. Therefore, for this path, non-regeneration

requires 2dλsd/150e transceivers and the segmented option requires 4dλsd/200e transceivers. We

select the option that uses the fewest transceivers, save the results of this strategy, and do not recal-

culate the segment again each time.
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Table 2.1: Usable modulation levels and required transceivers of different path lengths.

Reachable range Index Modulation Transceivers

3,500km 1 DP-BPSK 2 dλsd/50e
3,000km 2 DP-BPSK 2 dλsd/50e
2,500km 3 DP-BPSK 2 dλsd/50e
2,000km 4 DP-QPSK 2 dλsd/100e
1,500km 5 DP-QPSK 2 dλsd/100e
1,000km 6 DP-8-QAM 2 dλsd/150e
500km 7 DP-16-QAM 2 dλsd/200e

Additionally, to simplify the recursive invocation tree (Fig. 2.2.a), we introduce two equations

that are always true as follows:

d
λsd
X
e ≤ 2d

λsd
2X
e ∀X ∈ Z+ (2.11)

d
λsd
X
e ≤ d

λsd
Y
e ∀X,Y ∈ Z+ : Y ≤ X (2.12)

According to Eq. (2.11) and Eq. (2.12), we can remove the segment options that require more

transceivers, and thus simplify the recursive invocation tree. For example, the 6-index path has two

segment options,a non-regeneration option and one that is a combination of two 7-index paths, re-

spectively. The transceiver usages are equal to 2dλsd/150e and 4dλsd/200e, respectively. However,

according to Eq. (2.12), we have 2dλsd/150e ≤ 2dλsd/100e, and according to Eq. (2.11), we have

2dλsd/100e ≤ 4dλsd/200e. Thus, non-regeneration is the best option for the 6-index path because

it requires less transceivers. The segment option that is the combination of the two 7-index paths

can be removed from the recursive invocation tree (Fig. 2.2.a). Then, the recursive invocation tree

goes from bottom to top. The 5-index path also has two segment options, non-regenerative and the

one that is a combination of a 6- and 7-index path, respectively. According to Eq. (2.11) and Eq.

(2.12), the 2dλsd/100e (non-regeneration) is smaller than 4dλsd/200e, and 4dλsd/200e is smaller

than 2dλsd/150e (the 6-index path) + 2dλsd/200e (the 7-index path). Therefore, the segment option

that is the combination of the 6- and 7-index path can be removed, because non-regeneration is also

the best option for the 5-index path. As shown in Fig. 2.2.a, beginning from the 4-index path, more

segment options should be considered when making comparisons. According to Eq. (2.11) and Eq.

(2.12), we can remove the segment options that require more transceivers to simplify the recursive

invocation tree. For some paths, we may not able to obtain a best or unique segment option (e.g.,

2-index and 3-index paths), but if the traffic volume λsd is given, a best segment option can be ob-

tained. This process eventually yields the results shown in Fig 2.2.b, which represents the smallest

values of T sd
min for different path lengths.

From Fig.2.2.b, for a given request with λsd Gbps traffic volume and the shortest routing path,

we calculate the minimum transceiver usage for this request as T sd
min. Thus, we can see that the

lower-bound of total transceiver usage, T , will be the sum of T sd
min for all node pairs as shown in Eq.
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(2.13).

T ≥
∑

〈s,d〉∈NP

T sd
min. (2.13)

As a result, the lower-bound of the RMSTA problem is the sum of the lower-bounds of Fmax and

T by tuning the weighting coefficient α. However, because we obtained the two variables that affect

the objective function separately but did not consider the relationship between the two variables, the

lower-bound is not a tight lower-bound for the problem. Therefore, in the following subsection, we

also show a different approach that can obtain a relatively tighter lower-bound by relaxing some of

the constraints of the ILP model proposed in Section 2.1.

2.2.3 lower-bound obtained by relaxing the problem constraints

Another way to obtain the lower-bound of the problem is to relax the original problem constraints

and then use the solution of the relaxed problem as the lower-bound. In the definition of the orig-

inal RMSTA problem, each connection request is allocated to a set of contiguous FSs over each

partitioned lightpath. Here, we assume that we can completely separate a connection request into

multiple connection requests, each of which requires only 1 FS and can be individually routed with-

out the need of guard-band G. In other words, there is no need to satisfy the constraints of spectrum

continuity for each connection request. Therefore, we can significantly reduce the complexity of the

problem, which leads to the lower-bound can be found using a commercial optimization solver in

a reasonable time, even for quite large networks with heavy traffic volumes. The ILP model which

relaxed the constraints of spectrum continuity is shown in the following, where the P(e) represents

the set of routing paths going through link e.

The relaxed ILP model

Minimize Cost = α · Fmax + (1 − α) · T (2.14)

Constraints ∑
〈s,d〉, 〈i, j 〉∈NP

∑
p∈Pi j∩P(e)

(4OC · d
λsd
Cmp

e + G) · xsdi jp ≤ Fmax ∀e ∈ E (2.15)∑
〈s,d〉∈NP

∑
〈i, j 〉∈NP

∑
p∈Pi j

2d
λsd
Cmp

e · xsdi jp ≤ T (2.16)∑
p∈Pi j

xsdi jp ≤ 1 ∀〈s, d〉, 〈i, j〉 ∈ NP (2.17)

∑
j∈V :j,i

∑
p∈Pi j

xsdi jp −
∑

j∈V :j,i

∑
p′∈Pj i

xsdjip′ =


1, if s = i
−1, if d = i
0, Otherwise

∀〈s, d〉 ∈ NP, i ∈ V (2.18)
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Constraint (2.15) ensures that the maximum index of the utilized FSs is no smaller than the

number of FSs used to serve the requests on any link e. The constraints of spectrum continuity

are relaxed. Constraints (2.17) and (2.18) are the same as the routing constraints proposed in the

RMST A ILP model. Thus, this approach significantly reduces the dominant numbers of variables

and constraints, to O(|NP |2 · |P |) and O(|NP |2), respectively, and the model can be solved in an

acceptable time using the commercial optimization solvers.

2.3 Heuristic algorithm for RMSTA

In this section, we propose a heuristic algorithm called graph and virtual network-based assignment

(GVNA), which consists of two components: the virtual network construction and the routing,

modulation, spectrum, and transceiver assignment.

2.3.1 Virtual network construction

Algorithm 1 Virtual network construction.
Input: Physical network topology G(V,E) and a connection request with {λsd} traffic volume

between node pair 〈s, d〉
Output: A virtual network Gvn(Vvn,Evn)

1: Generate a new network topology, denoted by Gvn(Vvn = Vvn,Evn = �)

2: for each node pair 〈i, j〉 ∈ NP do
3: spi j ← calculate the shortest physical path (in weight) between the node pair 〈i, j〉 by Dijk-

stra’s algorithm
4: len(spi j) ← calculate the length of spi j
5: for each available modulation format m (from high-level one to the low-level one) do
6: if len(spi j) is smaller than the transmission reach of modulation format m then
7: Build a virtual link vei j between node pair 〈i, j〉— append vei j into Evn

8: vei j .sp← spi j
9: vei j .m← m

10: vli j .weight ← calculate the the weight of virtual link vei j by Eq. (2.19) according to
vei j .sp and vei j .m

11: break for
12: end if
13: end for
14: end for
15: return Gvn

The virtual network denoted by Gvn(Vvn,Evn) is constructed based on the physical network

topologies, where the Vvn and Evn represents the set of virtual nodes and links, respectively. The

Vvn is always identical with the set of nodes V in the physical network G(V,E). Here, we assume

that: i) the function len(p) returns the length (in km) of physical path p, ii) the SE(p) represents the

set of physical links along the physical path p, and iii) the ωe represents the weight of physical link
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e. The shortest path (in weight, i.e., the sum of ωe for each link e along the path) between node

pair 〈i, j〉 can be obtained by the Dijkstra’s algorithm, which is denoted by spi j . If the length of this

path len(spi j) is shorter than the transmission reach of a certain modulation format (see Table 1.1),

we will build a virtual link vei j between node pair 〈i, j〉 and record the modulation format with the

highest modulation level which can be applied on this path, depending on the path length len(spi j).

Such a virtual link has several attributes as listed Table 2.2.

Table 2.2: Attributes of a virtual link vei j .

Attribute Definition

vei j .sp The shortest physical path spi j between node pair 〈i, j 〉
vei j .m The highest-level modulation format can be applied on spi j
vei j .weight The weight of the virtual link vei j

For a given connection request with λsd traffic volume between node pair 〈s, d〉, the weight of

the virtual link vei j .weight is computed by Eq. (2.19) as follows:

vei j .weight = α ·
Fi j

|E |
+ (1 − α) · Tve (2.19)

where

Fi j = |SE(vei j .sp)| · (4OC ·
λsd

Cvei j .m
+ G) (2.20)

Tve = 2
λsd

Cvei j .m
(2.21)

In Eq. (2.20), |SE(vei j .sp)| represents the number of the physical links along the shortest phys-

ical path vei j .sp; thus, Fi j represents the total number of required FSs along the path. Tve in

Eq. (2.21) represents the total number of required transceivers, and |E | represents the number of

all physical links in the network. Thus, if the virtual link vei j is selected to serve the connection

request, the weight of the virtual link vei j .weight indicates the weighted sum of the required FSs

and transceivers that will be used. Briefly, from Eq. (2.20), we can see that the virtual links (vei j)

whose shortest physical paths vei j .sp require fewer FSs and transceivers will result in a smaller

value of vei j .weight. Finally, for each node pair in the network, we will try to build a virtual link

to create a virtual network.

Fig. 2.3 provides an example of virtual network construction using the simple 6-node network

shown in Fig. 2.1. We assume that there is a 600 Gbps traffic volume between node pair 〈1,4〉 and

that α and 4OC are equal to 0.5 and 3, respectively. For a node pair 〈2,4〉, for example, the shortest

physical path is [2,3,4], whose length is 2,900 km; therefore, a virtual link, (ve24) can be established

between the node pair 〈2,4〉. The values of ve24.sp, ve24.m, and ve24.weight are determined to be

[2,3,4], 1, and 18.2, respectively. Moreover, we can see that no virtual link can be established
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Figure 2.3: Example of virtual network construction.

between the node pairs 〈1,4〉 and 〈2,5〉, because the lengths of the shortest physical paths between

these node pairs are beyond the reachable distance of the DP-BPSK modulation format (i.e., 4,000

km as shown in Table 1.1).

The pseudocode for the virtual network construction algorithm is shown in Algorithm 1.

2.3.2 Routing, modulation, spectrum and transceiver assignment

As shown in Algorithm 1, we illustrate how to create a virtual network for a given connection

request. In a virtual network, each virtual link has been weighted and the value reflects the FS

and transceiver usage required by the physical paths corresponding to this virtual link. Therefore,

based on the virtual network, we can find the shortest virtual path using Dijkstra’s algorithm for a

connection request between node pair 〈s, d〉. This virtual path denoted as vpsd, has made a trade-off

between FS and transceiver usage. Such a virtual path may consist of one or multiple virtual links,

and each virtual link corresponds to a physical path. In other words, each virtual link corresponds to

a partitioned lightpath on the routing path between node pair 〈s, d〉. Therefore, each virtual path can

be converted to a (physical) routing path consisting of either one or multiple partitioned lightpaths.

This is a candidate routing path for the connection request between node pair 〈s, d〉.

However, we should find multiple candidate routing paths for each connection request. There-

fore, at this stage, for a given connection request between node pair 〈s, d〉, we find candidate paths

one-by-one individually: whenever a candidate path is found, we increase the weight of the phys-

ical links that correspond to this physical path. In other words, for each physical link e along the

currently found candidate routing path, we will double its weight (i.e., ωe). Then, we generate an-

other new virtual network using Algorithm. 1. Note that the virtual network is constructed based on
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Algorithm 2 Routing, modulation, spectrum and transceiver assignment algorithm.
Input: Physical network topology G(V,E)
Output: Value of the objective function Eq. (2.1)
1: Set Fmax to be 0
2: Set T to be 0
3: for connection request with λsd traffic volume between each node pair 〈s, d〉 ∈ NP do
4: for each link e in E do
5: ω← length of link e
6: end for
7: x ← 0
8: Generate a new path candidate set CPsd = �

9: while x < k do
10: Generate a virtual network Gvn(Vvn,Evn) using Algorithm. 1
11: vpsd ← calculate the shortest virtual path on Gvn by Dijkstra’s algorithm
12: lpsd ← convert the virtual path vpsd into a physical routing path
13: Append lpsd into LPsd

14: x← x + 1
15: if x < k then
16: for each physical link e along lpsd do
17: Double the ωe

18: end for
19: end if
20: end while
21: lpbest

sd
← Select the best routing path in LPsd that yields the smallest value of Eq. (2.22).

22: Perform the FF-SA policy to assign the FSs on each partitioned lightpath of lpbest
sd

23: Assign transceivers to the source, destination, and intersection nodes of two partitioned light-
paths

24: Update Fmax , T
25: end for
26: Compute Cost using the objective function Eq. (2.1)

the original physical network; thus, when the weights of some of the physical links in the original

physical network increase, the shortest path between 〈i, j〉 pair (vei j .sp) may also change, leading

to the change of attributes of some virtual links. Therefore, based on the new virtual network, we

can find another candidate routing path by employing Dijkstra’s algorithm. This process repeats

until we have found k candidate paths.

Thus far, we have obtained k candidate paths using Gvn. However, we still need to select

the most suitable routing path among the candidate paths. We assume that function FS M AX(lp)

returns the highest index of the required FSs, if the connection request is transmitted along the

candidate routing path lp, where the FSs assigned to each partitioned lightpath (each of which cor-

responding to a virtual link) on lp are assumed to be allocated using the first-fit spectrum allocation

(FF-SA) policy. We will select the one among the k candidate routing paths which can lead to the
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Figure 2.4: Illustration of network topologies: (a) 7-node DT, (b) 11-node COST239, (c) 17-node
NSF-East, and (d) 28-node EON-RT.

lowest value of Eq. (2.22) shown as follows:

C(lp) = αF ′ + (1 − α) · Tlp : F ′ = max{F M AX(lp) , Fmax} (2.22)

where Fmax is the current maximal index of the FSs used in the entire network and Tlp represents

the total number of transceivers required by lp.

The above processes will be repeated for each connection request until all the connection re-

quests have been satisfied. We will serve connection requests one-by-one in accordance with a

serving sequence in the following:

• Product of the Hops and Bit-rate First (PHBF) sequence: connection requests are sorted in

descending order by the product of the hops in the shortest physical path of the connection

request and its requested bit-rate. Then, we serve the connection request that has the largest

product value first.

Finally, the pseudocode for Routing, modulation, spectrum and transceiver assignment algo-

rithm is shown in Algorithm 2.
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2.4 Simulation experiments and performance results

In this section, we evaluate the performance of the proposed heuristic algorithm using four network

models of various sizes and scales as shown in Fig. 2.4. Table 2.4 lists the key parameters for the

four tested networks.

Table 2.3: Key parameters of networks used in the simulation experiments.

Information DT [140] COST239 [141] NSF-East [142] EON-RT [143]

Number of nodes 7 11 17 28
Number of links 11 22 26 34

Average node degree 3.1 4.0 3.1 2.4
Average link length 236 km 421 km 630 km 733 km

The simulation experiments were performed on a computer running the Microsoft Windows

10 operating system with 16 GB memory and an AMD Ryzen 3.6 GHz CPU. The tight lower-

bound obtained by the relaxed ILP-RMSTA model was obtained using the commercial optimization

software AMPL/Gurobi (v8.0.1) [138]. We compared the performance of the proposed algorithm

with that of three previously proposed algorithms implemented as listed below.

• Maximum Reuse Spectrum Allocation (MRSA) algorithm for the RSA problem as proposed

in [38], where the modulation format used in the RSA problem is assumed to be BPSK.

• Longest Path First (LPF) ordering + Heuristic Allocation algorithm for the RMSA problem

as proposed in [52]. This algorithm was included because LPF ordering achieves the best

results (without considering the iteration).

• The MCLOD algorithm for the RMSTA problem as proposed in [27]. This algorithm was

included because it is the only previous work that considers both the spectrum usage and the

detailed transceiver usage, which is the same optimization objective as our work. Moreover,

for a fair comparison, in the simulation experiments with the MCLOD algorithm, we adopt

the same ordering (for a given traffic matrix) used by our algorithm.

For all the algorithms, the spectral super-channel transmission is assumed, where each optical

carrier supports 25 Gbaud symbol-rate and occupies 4OC = 3 FSs (37.5 GHz). A guard-band of

1 FSs (12.5 GHz) is assumed to separate two spectral super-channels. The number of candidate

routing paths k is assumed to be 5 (per connection request). We evaluated 10 different connection

request matrices and the results are averaged For each connection request matrix, we assume that

there is a connection request between each node pair. That is, the number of connection requests

equals V(V−1), which equates to 42, 110, 272, 756 for the DT7, COST239, NSF-East and EON-RT

networks, respectively. The traffic volume for each connection request is randomly generated with

bit-rates ranging from 50 Gbps to 1 Tbps.
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2.4.1 Performance of the proposed algorithm

Figure 2.5: Cost comparison of various algorithms.

Fig. 2.5 shows the values of the cost function (see Eq. (2.1) in Section 2.1) of different algo-

rithms as the coefficient α changes from 0.99 (i.e., aiming to minimize the FSs) to 0.01 (i.e., aiming

to minimize the transceivers). The tables under the figures show the 95% confidence intervals of the

proposed GVNA-PHBF algorithm. In Fig. 2.5 — compared to the algorithm that does not consider

signal regeneration and modulation (the RSA problem) — we can see that the proposed algorithm

achieves far better results. Moreover, compared to the algorithm that does not consider regeneration

(the RMSA problem), the proposed algorithm performs somewhat better on small networks, and

considerably better on large networks. Moreover, compared to the MCLOD algorithm, GVNA per-
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forms better for all values of the coefficient α. Finally, we can observe that the proposed algorithm

is very close to the lower-bound of the RMSTA problem.

To further compare the different algorithms, we use the metric gain (denoted by Gi), which

is the ratio of the cost achieved by the proposed algorithm to another algorithm i and defined as

follows.

Gi =
The cost of algorithm i

The cost of the proposed algorithm
− 1. (2.23)

Here, we show the cost gains achieved by the proposed algorithm and by the RMSA-LPF algorithm

on each network in Fig. 2.6.

Figure 2.6: The cost gain between GVNA-PHBF and RMSA-LPF.

As Fig. 2.6 shows, cost gains are significantly high as the network size increased. On the

NSF-East and EON-RT networks, the proposed algorithm achieved significant improvements (8%

∼ 149% and 8% ∼ 123% for NSF-East and EON-RT networks, respectively) over the RMSA-LPF

algorithm, especially when α is large.

2.4.2 Computational time comparison

Table 2.4 shows the average computational time required by each algorithm on each network (over

different α and traffic matrices). The 95% confidence intervals of the computational time of the

proposed GVNA-PHBF are shown in line 4 of the table.

From Table 2.4, as the network size increases, we can see that the computational time increases

substantially for all the algorithms. The RSA-MRSA and RMSA-LPF algorithms require less com-

putational time because they do not consider the modulation adaptively and/or flexible regenera-

tion; thus, they also lead to the worst results (see Fig. 2.5). Moreover, as we have discussed in
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Table 2.4: Computational time (in seconds) of different algorithms on each network.

Algorithm DT7 COST239 NSF-East EON-RT

RSA-MRSA 0.005 0.016 0.158 1.897
RMSA-LPF 0.008 0.038 0.461 4.161
GVNA-PHBF 0.061 0.390 2.543 21.550
( 95% confidence intervals ) 0.001 0.002 0.007 0.112
MCLOD 0.029 0.219 9.230 776.265

Section 1.2.9, for a given connection request, the time complexity of the MCLOD algorithm is

O(2n−1) per request, where n is equal to the hop-length of the path with the largest hop-length in

the allowable paths generated using a KSP algorithm. Therefore, as the network size increase, the

compute time of the MCLOD algorithm will increase exponentially. Thus, we can see that while the

MCLOD algorithm requires less computational time than the proposed GVNA-PHBF algorithm on

small networks, as the network size increases, the computational time difference between the pro-

posed GVNA-PHBF algorithm and the MCLOD algorithm becomes smaller and smaller. Finally,

on the 28-node EON-RT network, the MCLOD algorithm requires more than 700 seconds, while

the proposed GVNA-PHBF algorithm only requires approximately 20 seconds. This computational

time difference can be expected to enlarge further when even larger networks are considered.

From the above results, compared to algorithms that do not consider regeneration (transceiver

allocation), the proposed algorithm achieves far better results and is close to the lower-bound. More-

over, compared to algorithms that do consider regeneration, we achieve better results in less time

on large networks. Overall, the proposed algorithm is more suitable for large networks than are the

previous algorithms.
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Chapter 3

Routing, Spectrum and Core
Assignment in SDM-EONs with MCF:
Node-arc ILP/MILP Methods and an
Efficient XT-aware Heuristic Algorithm

In this chapter, we focus on the static RSCA problem in SDM-EONs with MCFs. As we have

discussed in Section 1.3.4, for RSCA problems, it is a challenging task to control the inter-core

interference, called inter-core crosstalk (i.e., XT), within an acceptable level and simultaneously

maximize the spectrum utilization. We first consider XT in a worst interference scenario (i.e.,

XT-worst approach), which can simplify the RSCA problem. In this scenario, we formulate the

RSCA problem using a node-arc-based ILP model in which the numbers of both variables and

constraints are greatly reduced compared with previous ILP models, thereby leading to a significant

improvement in convergence efficiency. Then, we consider the XT strictly (i.e., XT-aware approach)

and formulate the problem using a MILP model, which is an extension of the node-arc-based ILP

method mentioned above, and it is more suitable for strict XT thresholds and/or geographically

large networks, that is, it has a higher degree of generalizability. Finally, we propose an XT-aware-

based heuristic algorithm. The simulation results demonstrate that the proposed heuristic algorithm

achieves higher spectral efficiency, the higher degree of generalizability and higher computational

efficiency than the existing heuristic algorithms.

This chapter is organized as follows. In Section 3.1, we present our node-arc-based ILP/MILP

optimization models for the static RSCA problem based on the XT-WC and XT-aware approaches.

In Section 3.2, we propose a novel heuristic algorithm based on the XT-aware approach. In Sec-

tion 3.3, we present the results and evaluate the performance.

53



3.1 Problem formulation

In this section, we first present a node-arc-based ILP optimization model based on the XT-WC

approach. Then, we present an extended (node-arc-based) MILP optimization model based on the

XT-aware approach. Finally, we compare our optimization models with the existing path-based ILP

optimization models. The flexible single-carrier transmission shown in Section 1.2.4 and the basic

SDM network architecture shown in Section 1.3.2 are considered. Additionally, we assume that the

modulation format m used for transmission is given beforehand.

3.1.1 Node-arc-based ILP optimization model based on XT-WC approach

Parameters

V : The set of network nodes.

E : The set of network links.

C : The set of cores on each MCF.

Nc : The set of adjacent cores of core c.

R : The connection request matrix, r = {s(r), d(r), λr } ∈ R, where s(r) and d(r) are the starting and

ending nodes of r , respectively, and λr is the required FSs of r .

Li : The set of links that start or end at node i.

xtecc′ : The XT between core c and core c′ on link e based on Eq. (1.2) by setting L equal to the

length of link e.

Θm : The inter-core crosstalk threshold of the given modulation format m.

F : The set of the required FSs in the network. In the worst case (i.e., all connection request pass

through the same core in a common link), |F | =
∑

r ∈R λr .

M : A large number

Variables

lecr ∈ {0,1}: A binary variable that is equal to 1 if core c on link e is selected to serve connection

request r and equal to 0 otherwise.

nir ∈ {0,1}: A binary variable that is equal to 1 if the lightpath that is used to serve connection

request r passes through node i and equal to 0 otherwise.

αr ∈ Z
+: An integer variable that denotes the starting FS index of the lightpath that is used to serve

connection request r .

βr ∈ Z
+: An integer variable that denotes the ending FS index of the lightpath that is used to serve

connection request r .

ϕr
′

r ∈ {0,1}: A binary variable that takes a value of 0 if the ending FS index βr′ of the lightpath that

is used to serve connection request r ′ is smaller than the starting FS index αr of the lightpath that is
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used to serve connection request r .

Fmax ∈ Z
+: An integer variable that indicates the number of maximum required FSs for the network.

Objective Function

Minimize Fmax (3.1)

Constraints

Cost constraint:

βr ≤ Fmax ∀r ∈ R (3.2)

Constraint (3.2) ensures that the maximum FS index Fmax is not smaller than the ending FS

index of the lightpath for any connection request r .

Route selection constraints∑
c∈C

lecr ≤ 1 ∀r ∈ R, e ∈ E (3.3)∑
c∈C

∑
e∈Ls(r )

lecr = 1 ∀r ∈ R (3.4)∑
c∈C

∑
e∈Ld(r )

lecr = 1 ∀r ∈ R (3.5)∑
c∈C

∑
e∈Li

lecr − 2nir = 0 ∀r ∈ R, i ∈ V : i , s(r), d(r) (3.6)

2
∑
c∈C

lecr ≤ nir + n j
r ∀r ∈ R, e : (i, j) ∈ E (3.7)

Constraint (3.3) ensures that there is at most one core that can be selected on a link e for any

connection request r . Constraint (3.4) ensures that for a connection request r , the first link of a

lightpath starts from node s(r). Thus, the sum must be equal to one. Constraint (3.5) ensures that

for a connection request r , the last link of a lightpath ends at node d(r). Thus, the sum must be equal

to one. Constraint (3.6) ensures that for any intermediate node traversed by a lightpath, there are

one link that should end at the node and one link that should start from the node. Constraint (3.7)

ensures that if the lightpath for a connection request r traverses a link e:(i, j), it must also traverse

nodes i and j.

Spectrum assignment constraints:

ϕr
′

r + ϕ
r
r′ = 1 ∀r,r ′ ∈ R (3.8)

βr′ − αr ≤ |F |(ϕrr′ + 2 − lecr − lecr′ ) − 1 ∀r,r ′ ∈ R : r , r ′, e ∈ E, c ∈ C (3.9)

βr = αr + λr − 1 ∀r ∈ R (3.10)
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Constraints (3.8) and (3.9) ensure that the FSs of two lightpaths that share a common core on a link

do not overlap. In other words, when two lightpaths share a core on a common link, the assigned

FSs of one connection request can be either before or after the FSs of the other connection request.

Thus, the spectrum non-overlapping constraint is satisfied. Constraint (3.10) ensures that the ending

FS index βr is equal to the starting FS index αr plus the number of required FSs minus one for each

connection request r , which ensures the constraint of spectrum contiguity. In addition, αr and βr

are assigned as belonging to each connection request r , which potentially ensures the spectrum

continuity.

Crosstalk constraints:∑
c′∈Nc

∑
e∈E

xtecc′ · l
ec
r ≤ Θm ∀r ∈ R, c ∈ C (3.11)

Constraint (3.11) ensures that for each connection request r , the XT of the lightpath that is selected

by the route selection constraints (3.3)∼(3.7) should be less than the XT threshold, where, based on

the XT-WC approach, the worst interference scenario is considered, that is, we set Ae
c (see Eq. (1.3))

equal to Nc for all links.

3.1.2 Extended MILP optimization model based on XT-aware approach

The strict XT-aware MILP model is an extension of the node-arc-based ILP model in Section 3.1.1.

The point is that we should calculate the XT on each assigned FS f for each connection request r

strictly. Here, we introduce some additional variables and constraints, as follows.

Variables

oec fr ∈ {0,1}: A binary variable that is equal to 1 if the f -th FS of core c on link e is assigned to

serve connection request r and equal to 0 otherwise.

te fr : A continuous variable that indicates the XT on link e at the f -th FS for connection request r .

Constraints ∑
f ∈F

oec fr − λr · lecr = 0 ∀r ∈ R, e ∈ E, c ∈ C (3.12)

|F | · (
∑
c∈C

oec fr − 1) ≤ f − αr ∀r ∈ R, e ∈ E, f ∈ F (3.13)

|F | · (
∑
c∈C

oec fr − 1) ≤ βr − f ∀r ∈ R, e ∈ E, f ∈ F (3.14)

Constraints (3.12)∼(3.14) ensure the relationship between lecr , αr , βr and the additional variable

oec fr . In other words, when core c on link e is selected to serve connection request r (lecr = 1), the

FSs between the starting FS index αr and ending FS index βr should be assigned to serve connection

request r on core c of link e (oec fr = 1, f ∈ [αr, βr ]).
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Crosstalk constraints

For strict XT-aware, the XT Constraint (3.11) for the above node-arc-based ILP method is not

available here, and two new constraints are introduced.∑
c′∈Nc

∑
r′∈R

xtecc′ · o
ec′ f
r′ − te fr ≤ M · (1 − oec fr ) ∀r ∈ R, e ∈ E, c ∈ C, f ∈ F (3.15)∑

e∈E

te fr − Θm ≤ 0 ∀r ∈ R, f ∈ F (3.16)

Constraint (3.15) ensures that if the f -th FS of core c on link e is assigned to serve connec-

tion request r (oec fr = 1), then the XT of connection request r on link e at the f -th FS (te fr )

should be greater than the sum of the XT due to the active adjacent cores on the common link e

that share the same f (see Eq. (1.3)). For example, when oec fr = 1, Constraint (3.15) becomes∑
c′∈Nc

∑
r′∈R xtecc′ · o

ec′ f
r′ ≤ te fr . If an active adjacent core c′ of core c (in Nc) on the common

link e is excited to serve another connection request r ′ (oec
′ f

r′ = 1), then the XT between these two

cores (xtecc′) should be summed. Then, te fr should be greater than the sum. In another case, when

oec fr = 0, Constraint (3.15) is deactivated due to the larger value |F | on the right-hand side of the

constraint. In other words, te fr can be 0 in this case. Constraint (3.16) ensures that for each connec-

tion request r , the XT of the selected lightpath should be less than the XT threshold on each assigned

FS. Overall, according to the constraints above, we have incorporated the XT-limit constraint into

the MILP model based on the strict XT-aware approach.

3.1.3 Analysis of the proposed ILP/MILP models

In this subsection, we summarize the proposed node-arc-based ILP/MILP optimization models and

compare them with the previous path-based ILP optimization models [95, 102]. The major differ-

ences are stated as follows.

First, the proposed ILP/MILP methods, which belong to the node-arc category, decide the op-

timal routes and allocate FSs and cores for all the connection requests simultaneously, whereas

the ILP methods in [102] and [95], which belong to the path category, only allocate FSs for the

lightpath services but do not find routes for the lightpath services. That is, several candidate paths

between each source-destination pair should be pre-calculated as the input parameters of the ILP

optimization models. If we assume that the XT-threshold is large enough, the optimal solutions can

be obtained using the proposed node-arc-based ILP method. In contrast, only when all the routing

paths for each connection request are considered, it is guaranteed that the optimal solutions can be

obtained using the existing path-based ILP methods in [102] and [95]. If only a few (e.g., the KSP)

pre-calculated candidate paths are considered for each connection request, a very efficient or even

optimal solution may also be found, but we cannot claim that the current solutions are the optimal

solutions if all the routing paths for each connection request are not considered in the optimization
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process.

Second, the previous ILP methods [95, 102] consider the XT in the worst interference scenario

(XT-WC), and the feasible lightpath space may become smaller (see Section 1.3.5) for a strict

XT threshold, particularly in geographically large networks. In an extreme case, some connection

requests may not be satisfied since in the worst interference scenario, the XT may be greater than

the XT threshold, even for the shortest path of these connection requests. In contrast, the proposed

MILP method considers the XT strictly (i.e., XT-aware). Therefore, the optimal solution can be

obtained.

Next, we examine the convergence efficiency of the optimization models by counting the num-

bers of variables and constraints of the optimization models. Note that in some cases, adding con-

straints in an optimization model will not reduce but rather improve the convergence speed of the

model. However, the numbers of variables and constraints are still a metric that is worth consider-

ing [39]. For all the optimization models, we assume that the number of cores of a multi-core fiber,

denoted by |C |, is equal to an invariant constant.

For the proposed ILP optimization model (Section 3.1.1), the dominant numbers of variables

and constraints are O(|R|2) (according to ϕr
′

r ) and O(|R|2 · |E |) (according to Constraint (3.9)),

respectively, where |R| and |E | represent the total numbers of connection requests and links in the

network, respectively.

For the ILP optimization model in [95], the number of variables is bounded by O(|R|2 · |E |),

while the number of constraints is bounded by the larger of O(|R|2 · |E |) and O(|R| · |P |), where

|P | represents the number of pre-calculated candidate routing paths per connection request. When

all the possible routing paths are considered, the ILP method in [95] can safely ensure finding the

optimal solution, but an upper bound for |P | can be up to O(2 |N |) [144]. Meanwhile, when only k-

shortest paths are considered, an optimal solution may not be found, but the |P | can be significantly

reduced to k. For the ILP optimization model in [102], the numbers of both variables and constraints

are bounded by O(|R|2 · |P |2).

Finally, for the proposed MILP optimization model (Section 3.1.2), the dominant number of

variables is the larger one between O(|R|2) (according to ϕr
′

r ) and O(|R| · |E | · |F |) (according to

oec fr ), and the dominant number of constraints is the larger one between O(|R|2 · |E |) (according to

Constraint (3.9)) and O(|R| · |E | · |F |) (according to Constraint (3.15)), where |F | is the total number

of required FSs, which is the objective of the optimization model. Because it is difficult to find an

exact number for |F | before the optimization model is solved, we set it as its upper bound, which is

equal to
∑

r ∈R λr , where λr is the traffic volume units in FS for connection request r . Here, we set λ

as the average number of traffic volume units in FS for each connection request; thus, we can derive

the upper bound for the dominant numbers of both variables and constraints as O(|R|2 · |E | · λ).

Overall, we can observe that the proposed ILP optimization model has considerably smaller
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numbers of variables and constraints. However, for the proposed MILP optimization model, to

achieve the XT-aware, we need to mark the status of each FS on each core and link, which inevitably

introduces more variables and constraints. We summarize the convergence efficiencies of the four

optimization models in Table 3.1.

Table 3.1: Comparison among four optimization models.

Model #Variables #Constraints

The proposed ILP model O( |R |2) O( |R |2 · |E |)
The proposed MILP model O( |R |2 · |E | · λ) O( |R |2 · |E | · λ)
ILP model in [95] O( |R |2 · |E |) O( |R |2 · |E |) or O( |R | · |P |)
ILP model in [102] O( |R |2 · |P |2) O( |R |2 · |P |2)

We also present the total numbers of columns (variables) and rows (constraints) given by the

Gurobi ILP solver [138] when solving the optimization models for a 6-node 9-link simple network

[95] (Fig. 3.2.a in Section. 3.3) in Table 3.2, where |R| is set to be 15 (a connection request between

each node pair) and λr is set as a random number from 1-3 (FSs). The number of cores of a multi-

core fiber |C | is set to be 3. Three different cases of pre-calculated candidate paths per node pair

P are considered, which represent all the routing paths (for each connection request) in the n6s9

network topology, 5-shortest paths, and 3-shortest paths.

Table 3.2: Comparison among four optimization models in the n6s9 network (by GUROBI v.7.0.1
solver).

Model Columns Rows Non-zeros

Our ILP model (Sec. 3.1.1) 736 6,285 31,185
Our MILP model (Sec. 3.1.2) 35,836 33,823 449,578
ILP Model in [95] (All-paths) 15,623 23,239 95,490
ILP Model in [95] ( |P | = 5) 14,671 23,205 94,026
ILP Model in [95] ( |P | = 3) 13,831 23,175 92,796
ILP Model in [102] (All-paths) 44,674 99,560 375,536
ILP Model in [102] ( |P | = 5) 21,586 47,850 180,240
ILP Model in [102] ( |P | = 3) 8,026 17,550 65,820

As shown in Table 3.2, the proposed ILP optimization model (Section 3.1.1) has significantly

fewer rows and columns than previous ILP optimization models even though we have bound the

number of the pre-calculated candidate paths |P | equal to 3. These results are consistent with the

analytical results shown in Table 3.1.

3.2 Heuristic algorithm for the RSCA problem with XT management

In this section, we present our XT-aware heuristic algorithm, which contains two components: a

strict XT-aware FS check mechanism and a routing, spectrum and core assignment component.
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3.2.1 Strict XT-aware frequency slice check mechanism

Algorithm 3 Strict XT-aware frequency slice check mechanism.
Input: p = ∪(e, c), fs , fe
Output: 1 or 0
1: for frequency slice f in range [ fs, fe] do
2: Set XT sel f

f
equal to 0 as the XT of the new connection request itself on f

3: for (link e,core c) in routing path p do
4: for each adjacent core c′ of core c do
5: Set ar equals to U[e, c′, f ], that is, the previously assigned connection request that occupies the f on core

c′ of link e
6: if ar ,None then
7: The current XT of previously assigned connection request XT[ar, f ]+ = ∆xt(c, c′, e)
8: XT sel f

f
+ = ∆xt(c, c′, e)

9: if XT[ar, f ] > XT threshold then
10: return 0
11: end if
12: end if
13: end for
14: end for
15: if XT sel f

f
> XT threshold then

16: return 0
17: end if
18: end for
19: return 1

Our strict XT-aware FS check mechanism works as follows. When a new connection request

arrives, we should check the increased XTs of the previously assigned connection requests to ensure

that they are still less than the XT threshold, because the XTs of previously assigned connection

requests will increase if the same FS(s) in an adjacent core are assigned to the new connection

request. Moreover, since XT between two adjacent cores is mutual affected, we should also ensure

that the XTs on each assigned FS of the new connection request itself are less than the XT threshold,

which are related to the number of active adjacent cores on the same FS (used to serve the previously

assigned connection requests).

We use the following two tables in the strict XT check mechanism.

• A usage table represents the FS usage per core and link, which is denoted as follows:

U[e, c, f ] =
{

ar If FS f on core c of link e has been assigned to request ar
None Otherwise

• A table of the current XT of previously assigned connection requests ar on their assigned

FSs, which is denoted as follows:

XT[ar, f ] =
{

The current XT of ar on FS f : If f is assigned to ar
None Otherwise

The pseudocode for our strict XT-aware FS check mechanism is shown in Algorithm 3. The

inputs of the algorithm are the pre-assigned routing path p = ∪(e, c) containing links and cores
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along the path and the pre-assigned FSs, that is, the starting FS fs and the ending FS fe. The

output of the algorithm is a Boolean number, where 1 represents that the connection request can be

transmitted successfully on these pre-assigned FSs and 0 otherwise.

Figure 3.1: Example of our strict XT check mechanism.

We present a simple example in Fig. 3.1 to show how our XT-aware mechanism works. We

consider a simple chain network, where each link has a 3-core MCF. We assume that there are some

FSs already successfully assigned to other connection requests ar (shown in green). The XTs on

each of their assigned FSs (i.e., XT[ar, f ]) are less than the XT threshold. For instance, we can

observe that ar2 shares the same FSs (i.e., f1 and f2) with ar1 and ar3 on a common link e12;

therefore, the XT of ar2 on f1 (i.e., XT[ar2, f1]) can be calculated by Eq. (1.3), which equals the

sum of ∆xt(c1, c2, e12) (see Eq. (1.2), where L equals the length of link e12) and ∆xt(c2, c3, e12). In

the same way, XT[ar2, f2] can also be calculated as ∆xt(c1, c2, e12) + ∆xt(c2, c3, e12). Since the ar2

is already successfully assigned, the XT[ar2, f1] and XT[ar2, f2] are less than the XT threshold.

Here, a new connection request arrives with a requirement of 4 FSs from source node 1 to

destination node 3. We assume that the connection request is pre-assigned to core 2 starting from

the f3 FS on each link. We need to check, for example, whether we can successfully assign the FSs,

shown in red, to the new connection request.

First, we should check the increased XTs of the previously assigned connection requests due to

the new connection request to ensure that they are still less than the XT threshold (line 4 ∼ line 10

61



in Algorithm 3). For example, since the previously assigned connection request ar1 shares the same

f3 on adjacent cores of the common link e12 with the new connection request, the XT of ar1 on the

f3 FS will increase by ∆xt(c1, c2, e12) according to Eq. 1.2 and Eq. 1.3. We should ensure that the

sum of XT[ar1, f3] (the current XT stored in the XT table) and ∆xt(c1, c2, e12) is less than the XT

threshold. Similarly, for ar3, because it shares the same f3 FS with the new connection request on

two common links (i.e., e12 and e23), the XT of ar3 on f3 will increase twice (i.e., ∆xt(c2, c3, e12)

and ∆xt(c2, c3, e23)), and it should also be less than the XT threshold. We should repeat this process

for each pre-assigned FS of the new connection request. If the increased XTs of the previously

assigned connection requests on their occupied FSs — due to sharing the same FSs with the new

connection request — are greater than the XT threshold, the pre-assigned FSs and cores cannot be

successfully assigned to the new connection request.

Then, we should check the XT of the new connection request itself on each pre-assigned FS

to ensure that it can be successfully transmitted (line 15 in Algorithm 3). As can be seen in

Fig. 3.1, the XT of the new connection request itself on the f3 (XT sel f
f3

) is the sum of ∆xt(c1, c2, e12),

∆xt(c2, c3, e12), ∆xt(c1, c2, e23) and ∆xt(c2, c3, e23). Using the same approach, the XTs on the f4,

f5, and f6 can be calculated to be ∆xt(c1, c2, e12), 0, and 0, respectively. Then, we should check

these XTs, and if any of them is greater than the XT threshold, the new connection request cannot

be successfully transmitted.

3.2.2 Routing, spectrum and core assignment

Algorithm 4 Routing, spectrum and core assignment.
Input: Connection request matrix R (r = {s(r), d(r), λr } ∈ R)
1: Sort R in descending order by the required FSs λr
2: Calculate the k shortest routing paths for each pair of nodes based on the KSP algorithm [52]
3: for each r in R do
4: Set the starting FS of r equal to 1 as fs
5: for each ksp in KSPr do
6: if FSs between [ fs, fs+λr −1] are available on at least one core (the core is selected according to the predefined

reducing XT algorithm in [96]) of each link along the ksp then
7: Check XTs based on Algorithm 3
8: if Algorithm 3 returns 1 then
9: Assign the FSs between [ fs, fs +λr −1], lightpath ksp and the selected cores to serve connection request

r
10: Update usage table U[e, c, f ] and XT table XT[r, f ]
11: break for — Move to the next r
12: end if
13: end if
14: end for
15: fs+ = 1
16: return to line 5
17: end for

For a given connection request matrix R, we first sort the connection requests in descending

order according to the traffic volume and then determine the routing, the spectrum and the core
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assignment for the connection requests r ∈ R one by one, starting from the one with the largest

traffic volume. For two connection requests with the same traffic volume, we first serve the one

whose shortest path has more hops because it is difficult to assign available consecutive FSs for a

connection request with more hops due to the spectrum contiguity and continuity constraints.

The algorithm works as follows. First, we pre-calculate the k shortest routing paths for each

connection request r as a set of KSPr in a pre-processing phase based on the KSP algorithm [52].

Then, for each r in sorted R, the starting FS fs will start from the 1-st FS. For each ksp in KSPr ,

if the FSs between [ fs, fs + λr − 1] are available on at least one core (the core is selected according

to the predefined reducing XT algorithm in [96]) of each link along the ksp (i.e., satisfying the

contiguity and continuity constraints), check the XT-limit constraint based on Algorithm 3. If the

XT-limit constraint is also satisfied (Algorithm 3 returns 1), assign the FSs between [ fs, fs +λr −1],

the routing path ksp and the cores to the connection request r . However, if all the ksp in KSPr are

not feasible on the current fs, we increase the starting FS fs by one and repeat the above processes

until there is at least one ksp in KSPr that is feasible. Finally, we update the usage table U[e, c, f ]

and XT table XT[ar, f ] and move to the next connection request. The pseudocode of our routing,

spectrum, and core assignment algorithm is shown in Algorithm 4.

3.3 Simulations and performance evaluations

Figure 3.2: Illustration of network topologies: (a)6-node n6s9 simple network, (b)14-node NSF
network, and (c)28-node EON network.

In this section, we evaluate the performance of the proposed ILP/MILP methods and heuristic

algorithm. Two types of MCFs are considered in the simulation experiments, which are a 3-core

MCF (for small-scale problem instances) and a 7-core MCF [91, 100] (for large-scale problem in-

stances). The parameters r , β, k, ωtr of the MCFs are set as 50 mm, 4×106 m−1, 4×10−4, 4.5×10−5

m, respectively [91, 95, 100]. The simulation experiments were performed on Microsoft Windows

10 using a computer with an Intel Xeon 8-core 3.5 GHz CPU and 64 GB of memory. We used the
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Gurobi Optimizer 7.0.1 [138] to solve the optimization models, and for all the heuristic algorithms,

we used the same KSP algorithm proposed in [52], where k is set to be 3. Moreover, in the simula-

tion experiments, a unit FS (i.e., the grid granularity) is assumed to be 12.5 GHz bandwidth [13,52],

and two neighboring optical carriers are separated by a guard-band that occupies 1 FS.

3.3.1 Simulation experiments in small-scale problem instances

We first evaluate the performance of the proposed ILP/MILP methods and heuristic algorithm in

small-scale instances (simple network topology, 3-core MCF, the small set of offered connection

requests, and so forth).

Convergence efficiency of the proposed ILP/MILP optimization models

We employ the existing ILP optimization models proposed in [102] and [95] as benchmarks to eval-

uate the convergence efficiency of the proposed ILP/MILP optimization models. For the existing

two path-based ILP optimization models, we consider three different cases of pre-calculated can-

didate paths, which are all the possible routing paths (AP), 5-shortest paths (5SP) and 3-shortest

paths (3SP). Moreover, the two existing ILP methods in [95, 102] and the proposed ILP method

consider the XT in the worst interference scenario. To ensure that the candidate path space will not

be bounded by the XT threshold (see Section 3.1.3), we consider a simple and geographically small

six-node nine-link (n6s9) network [95], as shown in Fig. 3.2.a. In the n6s9 network, the XTs (worst

case) of all the paths are less than the XT threshold (set as -30 dB in this part of the simulation

experiments [95, 102]).

According to the statements above, the solutions obtained by the proposed node-arc-based

ILP/MILP methods and the existing path-based ILP methods (AP) can guarantee the optimality.

A fair comparison should be considered among these four methods, but for reference, we also eval-

uate the performance of the existing ILP methods in the cases of 3SP and 5SP.

The number of connection requests |R| is set to be 15 (a connection request between each node

pair). The traffic volumes ranges considered are from 1-3, 2-4, and to a maximum of 5-7 units of

FSs. For each of the traffic volume ranges, we generate 10 different connection request matrices

R. The criterion for the convergence efficiency measurement is the ‘runtimes’ that are given by

AMPL/Gurobi [138].

Fig. 3.3 shows the convergence efficiencies of the four optimization models in the n6s9 network.

The x-axis shows different ranges of traffic volumes. The y-axis shows the computational time. The

results are averaged by 10 different connection request matrices R.

As shown in Fig. 3.3, the computational time increases with increasing traffic volume range for

all the methods because the feasible solution spaces of the optimization models expand with the

increase in required FSs, leading to longer computational time. We can observe that the proposed
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Figure 3.3: Convergence efficiency comparison among the four optimization models for the n6s9
network.

ILP method can solve the problem in less than 1 second, and even compared with the cases of 3SP

and 5SP of the existing ILP methods, it requires less computational time. However, because the

proposed MILP method consider the XT strictly (i.e., XT-aware), it takes more computational time.

The results are consistent with the theoretical analysis in Table 3.1 and Table 3.2.

Generalizability of the proposed MILP method and heuristic algorithm

To evaluate the generalizability of the proposed MILP method and heuristic algorithm, we consider

the previous n6s9 network and let the XT threshold decrease from -30 dB to -40 dB (the different

modulation formats [145] and the XT margin [146], which can be set by the network operators,

will lead to different XT thresholds). The decrease of the XT threshold can also be viewed as the

geographical size of the network becomes larger but the XT threshold remains the same, where the

number of connection requests |R| is fixed as 15 (between each node pair) and the required FSs

are randomly selected between 1 to 5 FSs. For each XT threshold value, we generated 10 different

connection request matrices R, and the results are averaged as shown in Fig. 3.4.

As shown in Fig. 3.4, there are no points for the two existing XT-WC-based heuristic algorithms

(i.e., the SPSA algorithm proposed in [95] and the ARSCA-SP algorithm proposed in [102]) when

the XT threshold is reduced to -34 dB, because they become unable to assign the lightpaths to some

connection requests. That is, in the worst interference scenario, the XTs of the shortest path for

these connection requests become greater than -34 dB (e.g., the connection request between node

pair [1,6]); thus, these connection requests will be blocked. In contrast, the proposed XT-aware-

based MILP method and heuristic algorithm can assign the FSs adaptively to ensure successful
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Figure 3.4: Evaluation of generalizability for the n6s9 simple network.

transmissions by avoiding assigning the same FSs to adjacent cores on some common links along

the lightpaths. Thus, as shown in Fig. 3.4, the required FSs become large as the XT threshold de-

creases. We list the number of blocked connection requests by the existing XT-WC-based heuristic

algorithms for each XT threshold in Table 3.3 as follows.

Table 3.3: The number of blocked connection requests by the XT-WC-based heuristic algorithms in
the n6s9 network.

Θ (dB) -30 -32 -34 -36 -38 -40

Num. of Blocked r 0 0 1 3 7 12

Spectrum efficiency of the proposed heuristic algorithm

In this paragraph, we evaluate the spectral efficiency achieved by the proposed heuristic algorithm

in small-scale problem instances compared with the heuristic algorithms proposed in the previous

works [95, 102]. The solutions obtained based on the proposed ILP optimization model are set as

the benchmarks. Because in geographically small networks, the solutions obtained based on the

proposed ILP optimization model are also the most optimal solution (see Section 3.3.1), but the

proposed ILP method requires the least computational time. In this part, the XT threshold is fixed

to be -30 dB.

Fig. 3.5 presents the results of the spectral efficiency of each approach in the n6s9 network, in

which the x-axis shows the numbers of connection requests |R|, and the source node and destination

node for all connection requests are randomly selected. The required FSs for each connection

request are considered as a random number from 1 to 5 (FSs). For each |R|, we generate 10 different

66



Figure 3.5: Spectrum efficiency comparison among different approaches for the n6s9 simple net-
work.

connection request matrices R, and the results - maximum required bandwidth (FSs) in the entire

network - are averaged, as shown on the y-axis.

As shown in Fig. 3.5, in small-scale problem instances, the proposed heuristic algorithm per-

forms better than the two existing heuristic algorithms, and the solutions are closer to the optimal

solutions.

3.3.2 Simulation experiments in large-scale problem instances

We evaluate the performance of the proposed heuristic algorithm in large-scale problem instances,

i.e., two realistic geographically large network topologies (i.e., the NSF network [147] and the EON

network [148] as shown in Fig. 3.2.b and Fig. 3.2.c), a 7-core MCF [91, 100] and a large set of

connection requests.

Spectrum efficiency of the proposed heuristic algorithm in large-scale problem instances

First, we evaluate the spectral efficiency achieved by the proposed heuristic algorithm. The numbers

of connection requests |R| are considered ranging from 100 to 1000 with 100 granularity (shown

on the x-axis), and the source node and destination node for all connection requests are randomly

selected. The required FSs for each connection request are considered as a random number from

1 to 10 (FSs). We generate 10 different connection request matrices R, and the results - maxi-

mum required FSs - are averaged. Because it is very difficult for the ILP/MILP methods to find

the effective solutions for large-scale problem instances in an acceptable time, we use the cut-set

approach — a cut separates the network with N nodes into 2 disjoint induced sub-graphs. All the

67



Figure 3.6: Spectrum efficiency comparison among different algorithms for the NSF network and
the EON network.

traffic volumes between those 2 disjoint sub-graphs are carried by the links that compose the cut,

and the traffic volumes are assigned to the cores and links evenly. — to obtain the lower bounds of

the problem. Additionally, for a fair comparison, the XT threshold is set as -20 dB to ensure that

the pre-calculated candidate path space of the existing XT-WC-based heuristic algorithms in [95]

and [102] will not be bounded by the XT threshold.

Fig. 3.6 presents the results of the spectral efficiency of each heuristic algorithm, while the tables

under the figures show the 95% confidence intervals of the proposed GVNA-PHBF algorithm. From

Fig. 3.6, we can observe that in large-scale problem instances, the proposed heuristic algorithm also

performs better than the two existing heuristic algorithms, and the solutions are closer to the lower

bounds.

Computational efficiency of the proposed heuristic algorithm in large-scale problem instances

In this paragraph, we evaluate the computational efficiency achieved by the proposed heuristic al-

gorithm. Fig. 3.7 shows the computational time of the heuristic algorithms in the simulation exper-

iments above (Section 3.3.2).

As shown in Fig. 3.7, as the number of connection requests |R| increases, the computational

time of the existing SPSA algorithm in [95] increases exponentially. In contrast, the computational

time of the proposed XT-aware-based heuristic algorithm increases almost linearly as |R| increases.

The ARSCA-SP algorithm in [102] achieves the highest computational efficiency, because it only

considered one routing path (i.e., the shortest path) for each node pair. However, as shown in

Fig. 3.6, the ARSCA-SP algorithm has the worst spectral efficiency.
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Figure 3.7: Computational efficiency comparison among different heuristic algorithms for the NSF
network and the EON network.

Generalizability of the proposed heuristic algorithm in large-scale problem instances

Figure 3.8: Generalizability of different heuristic algorithms for the NSF network and the EON
network.

In this paragraph, we evaluate the generalizability of the proposed heuristic algorithm. The XT

thresholds are considered from -21 dB to -32 dB per -1 dB step. The number of connection requests

|R| is fixed as 1000, and the required FSs for each connection request are considered as a random

number from 1 to 10 (FSs). For each XT threshold value, we generate 10 different connection

request matrices R, and the results are averaged, as shown in Fig. 3.8.

As shown in Fig. 3.8, the results of the ARSCA-SP remain the same because the ARSCA-SP

algorithm does not consider multiple candidate paths (i.e., all the connection requests are connected
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by the shortest path).

Moreover, for the 14-node 21-link NSF network, we can observe that when the value of the XT

threshold is relaxed (-21 dB ∼ -25 dB), for the XT-WC-based SPSA algorithm, all the pre-calculated

candidate paths (e.g., KSPs) are almost feasible. This leads to a relatively small difference between

the proposed heuristic algorithm and the SPSA algorithm. However, when the value of the XT

threshold is reduced to -26 dB, for the SPSA algorithm, its feasible candidate path space will be

significantly bounded. In contrast, the proposed XT-aware-based heuristic algorithm is not notably

affected, which will result in a greater difference in performance between the two heuristic algo-

rithms. Moreover, when the XT threshold is further reduced (-27 dB ∼ -32 dB), the XT-WC-based

algorithms become unable to find even one feasible candidate path for some connection requests, be-

cause the shortest paths of these connection requests become infeasible due to the strict XT threshold

in this case. Therefore, these connection requests cannot be satisfied by the XT-WC-based SPSA and

ARSCA-SP algorithms. Meanwhile, we can observe that the required FSs of the proposed heuristic

algorithm increase in this case because the proposed heuristic algorithm starts to avoid assigning

the same FSs to adjacent cores to ensure successful transmissions. A similar tendency can also be

observed for the 28-node 34-link EON network. Furthermore, we list the percentage of blocked

connection requests by the XT-WC-based algorithms in Table 3.4.

Table 3.4: The average percentage of blocked connection requests by the XT-WC-based heuristic
algorithms in the NSF network and the EON network.

Θ (dB) -26 -27 -28 -29 -30 -31 -32

NSF-14 1.1 8.7 23.8 40.7 56.6 70.9 81.5
EON-28 0.0 16.5 31.9 44.0 62.6 71.4 80.2

In conclusion, for large-problem instances, the proposed heuristic algorithm can cope well with

strict XT thresholds (see Fig. 3.8), and better solutions (see Fig. 3.6) can be obtained based on the

proposed heuristic algorithm within acceptable time (see Fig. 3.7).
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Chapter 4

Joint Assignment of Spatial Granularity,
Routing, Modulation and Spectrum in
SDM-EONs: Minimizing the Network
CAPEX Considering Spectrum, WSS
and Laser Resources

As we have discussed in Section 1.3.6 and Section 1.3.7, in spectrally & spatially flexible super-

channel transmission-based SDM-EONs, the spatial dimensions can be divided into one or several

group(s). Spatial dimensions in the same group can be jointly switched based on J-Sw / FrJ-Sw,

resulting in less WSS usage. Additionally, the optical carriers on the same frequency of these

spatial dimensions in the same group can share a single laser source. Therefore, a larger spatial

granularity can reduce the usage of both WSS and laser devices. However, compared to the case of

a smaller spatial granularity, this scenario leads to more guard-bands, i.e., more spectrum resources,

are required. Consequently, spatial granularity i is a key factor of minimizing the CAPEX in SDM-

EON design. In this chapter, we address the RMSSGA problem proposed in Section 1.3.8. The

objective is to minimize the network CAPEX, i.e., minimize the total cost related to the network

resources containing the spectrum, WSS, and laser. We first present a joint ILP-RMSSGA model

to solve this problem. Next, we present a decomposition method that divides RMSSGA into two

substituent sub-problems, and then solve them sequentially. Because of the limitation of the ILP

model in larger-scale problem instances, a rerouting-based heuristic algorithm is proposed. We

examine the performances of the proposed algorithms via simulation experiments and find that the

best spatial granularity is related to the network resources to which network operators attached

more importance. Moreover, we analyze the impact of guard-band width and the traffic volume of

the connection requests on the decision regarding the best spatial granularity.

This chapter is organized as follows. In Section 4.1, we present our ILP formulations for the
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static RMSSGA problem, from the joint RMSSGA ILP model to the decomposed RMSG + SA ILP

models. In Section 4.2, we propose our rerouting-based heuristic algorithm. In Section 4.3, we

present the results and evaluate the performances of the proposed algorithms.

4.1 ILP formulations for RMSSGA problem

In this section, we first present a joint optimal ILP-RMSSGA optimization model. We next divide

the RMSSGA problem into the RMSG and SA subproblems and formulate each problem separately

and sequentially.

4.1.1 Joint ILP-RMSSGA model

Parameters

V : the set of network nodes.

E: the set of network links.

R: the set of connection requests r .

Pr : the candidate paths of r .

mlp: the availiable highest modulation level of path p ∈ Pr depends on the path length [km] of p

(refer to Table 1.1).

S: the set of all spatial dimensions of the links (fibers).

I: I = {1,....,i,...|S |}, the set of all available spatial granularities i.

Gi: the set of spatial dimension groups G of spatial granularity i. In the case of uniform grouping,

each spatial dimension group G in Gi contains i spatial dimensions (i.e., |G | = i).

G: G =
⋃

i∈I Gi, the set of all spatial dimension groups G.

lrpG: the number of required laser pairs — one laser source at transmitting side and one local oscil-

lator at receiving side — for r if spatial dimension group G ∈ G and path p ∈ Pr are selected to

serve r . It can be calculated using Eq. (1.5) in Section 1.3.6 with parameter mlp.

f rpG: the number of required FSs (containing guard-bands) in each spatial dimension in G if spatial

dimension group G and path p are selected to serve r . It can be calculated using Eq. (1.6) in Sec-

tion 1.3.6.

α, β, γ : parameters represent the cost related to unit spectrum (FS), WSS and laser pair, respec-

tively, which are set depending on how much the network operators attached importance to these

resources.

Dtotal: the total number of node degrees in the network.

Mf s, Mlaser , Mwss: large positive numbers, which represent the upper bounds of FSs, laser pairs

and WSSs, respectively.
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Variables

Fmax ∈ Z
+: An integer variable that indicates the (maximal index of) required FSs in the network.

Smax ∈ Z
+: An integer variable that indicates the total number of required WSSs in the network.

Lmax ∈ Z
+: An integer variable that indicates the total number of required laser pairs in the network.

ar ∈ Z+: An integer variable that denotes the starting FS index of the connection request r .

br ∈ Z+: An integer variable that indicates the number of required laser pairs to serve r .

δrr
′

∈ {0,1}: A binary variable that takes a value of 0 if the ending FS index of r ′ is smaller than

the starting FS index of r (ar ) and 0 otherwise.

θi ∈ {0,1}: A binary variable that is equal to 1 if i is selected to be the best spatial granularity to

serve the connection requests and 0 otherwise.

xrpG ∈ {0,1}: A binary variable that is equal to 1 if spatial dimension group G of path p is selected

to serve r and 0 otherwise.

Objective function

Minimize α · Fmax + β · Smax + γ · Lmax (4.1)

As shown in Eq. (4.1), the objective is to minimize the total cost related to the network resources

containing spectrum (FS), WSS and laser pair (i.e., network CAPEX).

Constraints

Constraint for spatial granularity decision:∑
i∈I

θi = 1 (4.2)

Constraint (4.2) ensures that there is only one spatial granularity i ∈ I that can be selected to

serve the connection requests.

Constraint for FS:

Fmax ≥ ar + f rpG · x
r
pG ∀r ∈ R, p ∈ Pr,G ∈ G (4.3)

For a connection request r , we have xrpG = 1 if the spatial dimension group G on path p is

selected to serve the connection request. Thus, the ending FS index of r is the sum of the starting

FS index ar and the required FSs f rpG . Constraint (4.3) ensures that Fmax is not smaller than the

ending FS index of any r ∈ R.

Constraint for WSS:

Mwss · (1 − θi) + Smax ≥ 2 ·
∑
v∈V

Dv · |S |/i ∀i ∈ I (4.4)
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As shown in Table 1.6 of Section 1.3.7, the usage of WSSs at a node v ∈ V is related to the

selected spatial granularity i and the node degree Dv, which is equal to 2 ·Dv · |S |/i. Therefore, if the

spatial granularity i is selected (i.e., θi = 1), Constraint (4.4) becomes Smax ≥ 2 ·
∑

v∈V Dv · |S |/i.

In another case (i.e., θi = 0), Constraint (4.4) is deactivated due to the larger value Mwss on the

left-hand side of the constraint.

Constraints for laser pairs:

br + Mlaser · (1 − xrpG) ≥ lrpG ∀r ∈ R, p ∈ Pr,G ∈ G (4.5)

Lmax ≥
∑
r ∈R

br (4.6)

For each r ∈ R, we have br ≥ lrpG , according to Constraint (4.5), when xrpG = 1, where the

number of laser pairs required by r (i.e., lrpG) can be calculated by Eq. (1.5) in Section 1.3.6. In

another case (o.e., xrpG = 0), Constraint (4.5) is deactivated. Then, the total number of required

laser pairs Lmax should be greater than the sum according to Constraint (4.6).

Constraint for routing: ∑
p∈Pr

∑
G∈Gi

xrpG = θi ∀r ∈ R, i ∈ I (4.7)

If spatial granularity i is selected (θi = 1), for each r ∈ R, only one combination of G and p

can be selected to serve the connection request r . That is, the sum should be 1. In another case

(i.e, θi = 0), the sum should be 0. Therefore, Constraint (4.7) ensures a unique lightpath for each

connection request r ∈ R.

Constraints for spectrum continuity, contiguity and non-overlapping:

δrr
′

+ δr
′r = 1 ∀r,r ′ ∈ R : r , r ′ (4.8)

ar ≥ ar′ + f r
′

p′G − Mf s · [3 − (xrpG + xr
′

p′G + δ
rr′)]

∀r,r ′ ∈ R, p ∈ Pr, p′ ∈ Pr′,G ∈ G : r , r ′, p ∩ p′ , ∅ (4.9)

The following is an example illustrating Constraint (4.9): If xrpG = 1, xr
′

p′G = 1 and p ∩ p′ , ∅,

then the selected two lightpaths p, p′ have joint links, and the two connection requests r , r ′ are

transmitted by the same dimension group G. According to Constraint (4.8), either δrr
′

or δr
′r must

be equal to 1. If δrr
′

= 1, then Constraint (4.9) indicates that the starting FS index of r (i.e.,

ar ) should be greater than the ending FS index of r ′ (i.e., ar′ + f r
′

p′G). This is consistent with the

definitions of δrr
′

. In other cases, Constraint (4.9) is deactivated due to the larger value of Mf s on

the right-hand side of the constraint. Therefore, Constraint (4.8) and Constraint (4.9) ensure the

constraints of spectrum contiguity and non-overlapping. Moreover, since we employ a path-based

method to formulate the problem, the spectrum continuity constraint is satisfied automatically.
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4.1.2 Decomposed ILP-RMSG + SA formulations

According to the the joint ILP model, we can see that the constraint related to the spectrum conti-

nuity is the main reason for limiting the convergence efficiency of the joint ILP-RMSSGA model.

In this subsection, we first propose an ILP-RMSG model by relaxing the constraint of spectrum

continuity in the joint ILP-RMSSGA model to determine the best spatial granularity in the network,

and lightpath (i.e., routing path, modulation format) for each connection request. Then, based on

the outputs of the ILP-RMSG model, we assign the spectrum resource (FSs) to each connection

request considering the spectrum continuity constraint.

ILP-RMSG model

Parameters

In the ILP-RMSG model, the parameters are the same as those in the joint ILP-RMSSGA model

(see Section 4.1.1).

Variables

Most of the variables in Section 4.1.1 can be used in the ILP-RMSG model. However, since

we relax the spectrum continuity constraint, the corresponding variables Fmax , ar and δrr
′

in Sec-

tion 4.1.1 are not applied. Moreover, the following additional variable is necessary in the ILP-

RMSG model:

Fuse ∈ Z
+: An integer variable that indicates the maximal number of used FSs in each spatial

dimension of all the links in the network.

Objective function

Minimize α · Fuse + β · Smax + γ · Lmax (4.10)

Eq. (4.10) is similar to the objective of the joint ILP-RMSSGA model (see Eq. (4.1)). However,

in the ILP-RMSG model, we consider only the number of used FSs (see the definition of Fuse)

regardless of how these FSs are assigned. That is, we do not consider the spectrum continuity

constraint.

Constraints

Most of the constraints for the joint ILP-RMSSGA model in Section 4.1.1 can be used here,

though the original spectrum-related constraints (i.e., Eq. (4.3), Eq. (4.8) and Eq. (4.9)) are not

applied. Moreover, the following additional constraint for Fuse is necessary:

Fuse ≥
∑
r ∈R

∑
p∈Pr :e∈p

xrpG · f rpG ∀G ∈ G, e ∈ E (4.11)
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As shown in Constraint (4.11), for each spatial dimension group G ∈ G on each link e ∈ E , the

value of Fuse should be greater than the total number of required FSs used to serve the connection

requests that pass through spatial dimension group G on link e. This is consistent with the definition

of Fuse.

ILP-SA model

Parameters

The ILP-SA model is applied after the RMSG subproblem is solved. Thus, we have some

additional parameters that can be used in the ILP-SA model based on the outputs of the ILP-RMSG

model, as shown below:

iout : iout = {i ∈ I |θi = 1}, the spatial granularity used to serve the connection requests.

prout,G
r
out : prout,G

r
out = {p ∈ Pr,G ∈ G|xrpG = 1}, the assigned lightpath prout and the spatial

dimension group Gr
out used to serve the connection request r .

Variables

In the ILP-RMSG model, we can determine the spatial granularity and lightpaths (modulation

formats) for connection requests. However, to address the problem, the FSs should be assigned

to each connection request while considering the spectrum continuity constraint. Therefore, the

spectrum-related variables that are not applied in the ILP-RMSG model (i.e., Fmax , ar and δrr
′

) are

applied in the ILP-SA model.

Objective function

Minimize α · Fmax + β · Smax + γ · Lmax (4.1)

The objective of the decomposed ILP-SA model is the same as the joint ILP-RMSSGA model.

However, according to Table 1.6, we can see that the number of required WSSs per degree is equal to

2· |S |/i which is related to only the spatial granularity i. Note that we have already decided the spatial

granularity iout by applying the decomposed ILP-RMSG model, thus the usage of WSSs (Smax) in

the network is equal to the product of the total degrees of network Dtotal and 2 · |S |/iout , which is a

constant at this time. Moreover, in Eq. (1.5), T represents the bit-rate of a connection request which

is fixed. In the case of uniform grouping assumed in our work, |G | is equal to spatial granularity iout

actually; the value of BRm is related to the length of selected lightpath (see Table 1.1). Therefore,

similar to the WSS, since we have decided the lightpath for each connection request (i.e., prout,G
r
out )

and spatial granularity iout , NOC (i.e., the number of required optical carriers on each assigned

spatial dimension, which is equal to the number of required laser pairs) is a constant for a given
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connection request. Consequently, the usage of laser pairs (Lmax) in the network is equal to the sum

of NOC for all connection requests, which is also a constant. Therefore, in this case, Eq. (4.1) can

be considered as:

Minimize Fmax (4.12)

Constraints

As shown in Eq. (4.12), the objective of the ILP-SA model is to assign the FSs to each connec-

tion request while considering the spectrum continuity constraint to minimize the (maximal index

of) required FSs (i.e., Fmax) in the network. The following spectrum-related constraints which are

not considered in the ILP-RMSG model should be considered here to obtain a feasible solution.

Fmax ≥ Fuse (4.13)

Fmax ≥ ar + f rpr
outG

r
out

∀r ∈ R (4.14)

δrr
′

+ δr
′r = 1 ∀r,r ′ ∈ R : r , r ′ (4.15)

ar ≥ ar′ + f r
′

pr′
outG

r′
out

− Mf s · (1 − δ
rr′)

∀r,r ′ ∈ R : r , r ′, prout ∩ pr
′

out , ∅,G
r
out = Gr′

out (4.16)

Since the the spatial granularity and lightpaths (modulation formats) for the connection re-

quests have been determined by the ILP-RMSG model, the constraints in Eq. (4.14), Eq. (4.15) and

Eq. (4.16) are much simpler than the corresponding constraints in Eq. (4.3), Eq. (4.8) and Eq. (4.9)

in Section 4.1.1. Moreover, note that Fuse is one of the outputs of the ILP-RMSG model, which

is obtained by relaxing the spectrum continuity constraint; it is a lower bound of Fmax . Therefore,

an additional constraint (Eq. (4.14)) is applied here to improve the convergence efficiency of the

ILP-SA model.

4.1.3 Analysis of the proposed ILP formulations

In this subsection, we examine the convergence efficiency of the optimization models by counting

the numbers of variables and constraints of them. Note that in some cases, adding constraints to

an optimization model will not reduce but rather improve the convergence speed of the model.

However, the numbers of variables and constraints are still a metric worth considering [39, 131].

For the joint ILP-RMSSGA model, the dominant number of variables is the larger one of O(|R|2)

(according to δr
′

r ) and O(|R| · |Pr | · |G|) (according to xrpG), while the dominant number of constraints

is bounded by O(|R|2 · |Pr |
2 · |G|) according to Constraint (4.9). In this paper, we consider k

candidate paths for each connection request r; thus, |Pr | is equal to k. Meanwhile, we can treat

|G| as a constant multiple of the number of spatial dimensions |S | because G equals
⋃

i∈I Gi. |R|

represents the total number of connection requests. Therefore, we can derive the upper bounds for
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the dominant numbers of variables and constraints as max{O(|R|2) , O(k · |R| · |S |)} and O(k2 · |R|2 ·

|S |}, respectively.

For the decomposed ILP-RMSG model, the dominant numbers of both variables and constraints

are bounded by O(k · |R| · |S |) according to xrpG and Constraint (4.3) / Constraint (4.5), respectively.

For the decomposed ILP-SA model, the dominant numbers of both variables and constraints are

bounded by O(|R|2) according to δr
′

r and Constraint (4.15) / Constraint (4.16), respectively.

Table 4.1: Comparison among the ILP formulations.

Model # Variables # Constraints

ILP-RMSSGA max{O( |R |2) , O(k · |R | · |S |)} O(k2 · |R |2 · |S | }
ILP-RMSG O(k · |R | · |S |) O(k · |R | · |S |)
ILP-SA O( |R |2) O( |R |2)

Overall, compared to the joint ILP-RMSSGA model, the optimal solutions to the RMSSGA

problem might not be found by the decomposed formulations. Nevertheless, as shown in Sec-

tion 4.3, the decomposed ILP-RMSG + SA formulations achieve very reasonable results that are

comparable to the optimal solutions. Moreover, the decomposed ILP-RMSG and ILP-SA for-

mulations have considerably fewer numbers of variables and constraints than does the joint ILP-

RMSSGA model. An overview of the dominant numbers of variables and constraints of the pro-

posed ILP formulations is shown in Table 4.1.

Table 4.2: Comparison among the ILP formulations in the simple 6-node-and-18-link network (us-
ing the GUROBI solver).

Model Columns Rows Non-Zeros

ILP-RMSSGA 2,017 24,204 115,135
ILP-RMSG 1,117 1,422 5,995
ILP-SA 901 901 1,801

We also present the total numbers of columns (variables) and rows (constraints) yielded by the

GUROBI ILP solver [138] when solving the optimization models for a simple network topology (as

shown in Fig. 4.2.a) in Table 4.2, comprising 6 nodes and 18 directed links with 6 spatial dimensions

for all links (|S | = 6), where |R| is set as 30 (one connection request exists between each node pair)

and, for each r ∈ R, 3 candidate paths are considered (i.e., k = 3).

As shown in Table 4.2, the decomposed ILP-RMSG and ILP-SA formulations have significantly

fewer columns, rows, and nonzeros than the joint ILP-RMSSGA model. These results are consistent

with the analytical results shown in Table 4.1.
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4.2 Heuristic algorithm

Similar to the decomposed ILP-RMSG + SA formulations, we propose a re-routing(RR)-based

heuristic algorithm that divides the RMSSGA problem into RMSG and SA subproblems and solve

each subproblem separately and sequentially.

4.2.1 Decomposed RR-RMSG + ILP-SA heuristic algorithm

RR-based RMSG heuristic algorithm

In this subsection, we focus on the RMSG subproblem. The optimization goal is to find the best spa-

tial granularity and the corresponding routing path for each connection request r in the given traffic

matrix R that can minimize RMSG cost — the value of the RMSG objective function Eq. (4.10).

The proposed heuristic algorithm is executed via the following three steps:

• STEP 1: Preassignment step. For a given spatial granularity i, preassign the routing paths and

laser pairs to all the connection requests.

• STEP 2: RR step. According to the assignment above, try to minimize RMSG cost by rerout-

ing some connection requests.

• STEP 3: Spatial granularity decision step. For all the available spatial granularities, repeat

STEP 1 and STEP 2. Then, select the best spatial granularity and its corresponding assign-

ment as the final solution.

More detailed descriptions are presented below:

Preassignment algorithm:

For a given spatial granularity i, we serve the connection requests in R one by one. For each

new connection request r , the preassignment algorithm selects the path p and the spatial dimension

group G – among Pr and Gi – leading to the minimum value of Eq. (4.17), as shown below.

Cr
pG = α ·

Fr
pG · Hp

|E |
+ β · Smax + γ · Lr

pG (4.17)

In Eq. (4.17), if spatial dimension group G on path p is selected to serve connection request r ,

Fr
pG represents the maximum number of used FSs in spatial dimension group G of the links along

path p. Hp represents the hops of path p, and Lr
pG represents the number of required laser pairs,

which can be calculated by Eq. (1.5). Therefore, Fr
pG · Hp can be treated as the approximate total

number of the required FSs to serve the connection request r . Minimizing Fr
pG · Hp can reserve

more available FSs for the subsequent connection requests. Besides, note that Fuse indicates the

maximal number of used FSs in the network. We divide Fr
pG · Hp by |E | because, for a given FS
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usage Fr
pG · Hp, the more physical links |E | that exist in the network, the lower the impact on Fuse

it will have. Moreover, since the spatial granularity i is given, the Smax in Eq. (4.17) is a constant at

this time (see Table 1.6).

RR algorithm:

According to the results of the preassignment algorithm, we can calculate the RMSG cost by

Eq. (4.10), which is represented by CPA. The following two tables report the usage/assignment

information.

• F[e,G]: A usage table representing the required number of FSs in spatial dimension group G

of link e.

• R[e,G]: An assignment table representing the set of connection requests assigned to spatial

dimension group G of link e.

Algorithm 5 Re-routing-based heuristic algorithm for the RMSG sub-problem.
Input: F[e,G], R[e,G], CPA

Output: F[e,G], R[e,G], CRR

1: Ccurrent ← CPA.
2: while True do
3: Find the currently most congested combination of [link e, spatial dimension group G] as [emax,Gmax] by:

[emax,Gmax] = argmax
e∈E ,G∈Gi

{F[e,G]}

4: RRin f o ← An empty set to store the RR information.
5: for each connection request r in R[emax,Gmax] do
6: for each candidate path p in Pr do
7: for each spatial dimension group G in Gi do
8: if rerouting connection request r to spatial dimension group G of path p can reduce the current RMSG

cost (i.e., Ccurrent ) then
9: Add [r, p,G,Xcost ] to RRin f o, where Xcost is the cost difference before and after rerouting r .

10: end if
11: end for
12: end for
13: end for
14: if RRin f o is not an empty set then
15: According to RRin f o, reroute the connection request that has the largest Xcost (i.e., the one that can minimize

the Ccurrent )
16: Update F[e,G], R[e,G] and Ccurrent .
17: else
18: Break while
19: end if
20: end while
21: CRR ← Ccurrent

22: return F[e,G], R[e,G], CRR

The pseudo-code of the RR algorithm is shown in Algorithm 5. The inputs of Algorithm 5 are

CPA and the two tables mentioned above. The outputs of the algorithm are the same as the inputs;

however, to achieve a lower RMSG cost, the assignment may be updated by the RR algorithm.
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As shown in Algorithm 5, our RR algorithm works as follows. According to the assignment

of the preassignment algorithm, we first find the currently most congested combination of [link e ,

spatial dimension group G] and record it as [emax,Gmax] (line 3). Then, we check each connection

request that passes through spatial dimension group Gmax of link emax according to the assignment

table R[emax,Gmax] (line 5) and reroute the one that can maximally reduce the RMSG cost. Finally,

we update the assignment and the current RMSG cost Ccurrent (line 16). The above process is

repeated (line 2) until we cannot find a connection request that can reduce Ccurrent by rerouting it

(line 18).

Spatial granularity decision:

According to the preassignment and the RR algorithms above, we can obtain the RMSG cost

for each available spatial granularity i ∈ I. Note that the service sequence is very important in

the preassignment algorithm. The different sequences will lead to different assignment results of

preassignment algorithm, because the preassignment algorithm assigns the connection requests one

by one. Moreover, since the RR algorithm is executed based on the assignment results of the pre-

assignment algorithm, the service sequence also has an impact on the results of the RR algorithm.

Therefore, we apply the simulated annealing (SimAn) metaheuristic proposed in Ref. [52] to find a

good sequence that yields better RR algorithm results. However, to reduce the computational com-

plexity of the algorithm, we do not iterate all the available spatial granularities in I (via SimAn).

We employ a filter parameter Θ (≥ 1) to select the spatial granularities that need to be iterated

(Iiteration).

First, we sort the service sequence of the connection requests in R by the longest-path-first (LPF)

criterion [52]. We next apply Algorithm 5 once by using the sorted service sequence to obtain the

RMSG cost for each available spatial granularity i ∈ I. Then, we can calculate the threshold by

multiplying the lowest RMSG costs of the spatial granularities and the filter parameter. The spatial

granularities that need to be iterated are those with their RMSG costs are less than the threshold. A

simple example is shown in Fig. 4.1.

As shown in Fig. 4.1, we assume that the set of the available spatial granularities I is { 1, 2, 3,

4, 6, 12 }, and the corresponding RMSG costs of them are equal to 1650, 1420, 1000, 1250, 1530

and 1880, respectively. We assume that the filter parameter Θ is set as 1.5. We can see that the

lowest RMSG cost of spatial granularities is equal to 1000. Thus, we can calculate the threshold by

1000 × 1.5 which equals 1500. Therefore, the spatial granularities that need to be iterated are i = 2,

i = 3, i = 4 because their RMSG costs are less than 1500. That is, Iiteration is equal to {2,3,4},

which is a sub-set of I.

Finally, the best spatial granularity is the one resulting in the lowest RMSG cost after iterating

the spatial granularities in Iiteration. The outputs of the spatial granularity decision algorithm are
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Figure 4.1: Example of the selection of the spatial granularities that need to be iterated.

the best spatial granularity and its corresponding assignment of all the connection requests.

SA heuristic algorithm

The ILP-SA model proposed in Section 4.1.2 is used to assign the spectrum resource. Since we

consider the planning phase of the network, which can be performed offline, a few hours of runtime

is generally acceptable. Indeed, the ILP-SA model is computationally tractable for the sizes of

realistic backbone networks. As shown in Section 4.3, for a realistic 14-node, 42-link NSF network

with 12 spatial dimensions on each link and hundreds of Tbps-level connection requests, the ILP-SA

model can yield good solutions within a reasonable amount of time.

4.2.2 KSP & FF-SA heuristic algorithm

For further larger problem instances, such as thousands of connection requests and complex net-

works with dozens of spatial dimensions on each link, the ILP-SA model above may struggle to

find a good solution within a reasonable amount of time. In these cases, the classic KSP & FF-

SA policy [52] combined with the SimAn iteration can be applied to solve the RMSSGA problem.

However, according to our simulation experiments, the performance of KSP & FF-SA is 21.8% (on

average) worse than that of the proposed RR-RMSG + ILP-SA heuristic algorithm for a realistic

NSF network.

4.3 Simulations and performance evaluations

In this section, we evaluate the performances of the proposed ILP formulations and heuristic al-

gorithm. For a fair comparison among the three SDM switching paradigms and the corresponding

SpCh policies, regardless of the transmission medium and related performance constraints, a bun-

dle of 6 or 12 (for different network sizes) independent SMFs is considered. We assume that the
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Figure 4.2: Illustration of network topologies: (a) 6-node n6s9 simple network and (b) 14-node NSF
network.

granularity of the spectrum grid is 12.5 GHz [13], that the transceivers operate at a fixed baud rate

of 32 Gbaud and that each transceiver transmits/receives an optical carrier that occupies 37.5 GHz

(refers to Section 1.2.5 and Section 1.3.6). The transmission reach and bit-rates supported by a

transceiver/optical carrier are shown in Table 1.1. Moreover, we consider that a guard-band of 6.25

GHz is allocated on both sides of all occupied spatial dimensions between two SpChs.

For all the proposed algorithms, we use k = 3 candidate paths for each source-destination node

pair obtained via the KSP algorithm proposed in Ref. [52]. The results of the proposed RR-RMSG

+ ILP-SA (or KSP & FF-SA) heuristic algorithm are obtained after 1000 SimAn iterations (125

iterations per thread via multiprocessing). We use the GUROBI Optimizer 7.0.1 [138] to solve the

ILP optimization models. The simulation experiments are performed using Microsoft Windows 10

on a computer with an Intel Xeon 4-core 8-thread 3.6 GHz CPU and 64 GB of memory.

4.3.1 Performance evaluations for different optimization goals

First, we rewrite the objective function Eq. (4.1) as follows:

Minimize: α · Fmax + β · Smax + γ · Lmax = α · (Fmax +
β

α
· Smax +

γ

α
· Lmax)

Since α is a parameter which is given beforehand, the objective function above is mathematically
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Table 4.3: Performance evaluations for different optimization goals in the simple n6s9 network.

W. Coef. ILP-RMSSGA ILP-RMSG + SA RR-RMSG + ILP-SA KSP & FF-SA

ωs: f ωl: f N.F N.L N.W N.i Cost Time N.Hit Gap Time N.Hit Gap Conf. Time N.Hit Gap Time1 2 3 6

0.001

0.001 20.6 115.5 93.2 0 75 9 16 20.849 8.3s 100 0.0% 1.5s 100 0.0% 0.27 7.7s 90 0.7% 12.9s
0.005 20.6 115.4 93.2 0 75 9 16 21.310 10.4s 100 0.0% 1.8s 100 0.0% 0.27 7.5s 89 0.8% 12.9s
0.01 20.6 115.4 93.2 0 75 9 16 21.888 22.4s 100 0.0% 4.3s 100 0.0% 0.28 7.5s 88 1.0% 12.9s
0.05 22.2 55.9 38.2 0 0 6 94 25.003 146.3s 100 0.0% 12.8s 100 0.0% 0.30 7.3s 90 1.7% 12.9s
0.1 22.2 55.9 38.2 0 0 6 94 27.798 53.9s 100 0.0% 7.5s 100 0.0% 0.32 7.2s 98 1.7% 12.9s

0.005

0.001 20.6 115.5 93.2 0 75 9 16 21.222 8.2s 100 0.0% 1.5s 100 0.0% 0.27 7.7s 88 0.8% 12.9s
0.005 20.6 115.4 93.2 0 75 9 16 21.683 12.0s 100 0.0% 2.0s 100 0.0% 0.27 7.6s 87 1.1% 12.9s
0.01 20.6 115.4 93.2 0 75 9 16 22.261 34.0s 100 0.0% 4.6s 100 0.0% 0.28 7.6s 89 1.0% 12.8s
0.05 22.2 55.9 38.2 0 0 6 94 25.156 113.6s 100 0.0% 9.7s 100 0.0% 0.30 7.5s 92 1.6% 12.9s
0.1 22.2 55.9 38.2 0 0 6 94 27.951 57.7s 100 0.0% 6.2s 100 0.0% 0.32 7.3s 96 2.8% 12.9s

0.01

0.001 20.6 115.5 93.2 0 75 9 16 21.688 9.6s 100 0.0% 1.6s 100 0.0% 0.27 7.7s 87 1.1% 12.9s
0.005 20.6 115.4 93.2 0 75 9 16 22.150 16.4s 100 0.0% 3.3s 100 0.0% 0.28 7.7s 91 0.8% 12.8s
0.01 20.6 115.4 93.2 0 75 9 16 22.727 40.0s 100 0.0% 5.5s 100 0.0% 0.28 7.7s 89 1.1% 12.9s
0.05 22.2 55.9 38.2 0 0 6 94 25.347 69.4s 100 0.0% 7.9s 100 0.0% 0.30 7.5s 86 2.6% 12.9s
0.1 22.3 55.2 37.4 0 0 4 96 28.139 52.7s 100 0.0% 6.0s 100 0.0% 0.32 7.4s 98 2.8% 12.9s

0.05

0.001 22.2 55.9 38.2 0 0 6 94 24.134 8.9s 100 0.0% 0.9s 100 0.0% 0.29 7.7s 88 2.1% 12.9s
0.005 22.2 55.9 38.2 0 0 6 94 24.358 10.8s 100 0.0% 1.2s 100 0.0% 0.29 7.7s 87 2.0% 12.9s
0.01 22.2 55.9 38.2 0 0 6 94 24.637 12.1s 100 0.0% 1.5s 100 0.0% 0.29 7.7s 87 2.1% 12.9s
0.05 22.2 55.9 38.2 0 0 6 94 26.873 32.2s 100 0.0% 2.9s 100 0.0% 0.31 7.6s 97 2.3% 12.9s
0.1 22.4 53.7 36.0 0 0 0 100 29.584 34.4s 100 0.0% 2.8s 100 0.0% 0.32 7.5s 100 2.0% 12.9s

0.1

0.001 22.2 55.9 38.2 0 0 6 94 26.042 6.3s 100 0.0% 0.8s 100 0.0% 0.29 7.6s 99 2.5% 12.9s
0.005 22.2 55.9 38.2 0 0 6 94 26.266 8.0s 100 0.0% 1.1s 100 0.0% 0.30 7.6s 98 2.9% 12.9s
0.01 22.2 55.9 38.2 0 0 6 94 26.545 11.1s 100 0.0% 1.4s 100 0.0% 0.30 7.6s 94 3.1% 12.9s
0.05 22.4 53.7 36.0 0 0 0 100 28.697 11.2s 100 0.0% 1.4s 100 0.0% 0.31 7.5s 100 1.7% 12.9s
0.1 22.4 53.7 36.0 0 0 0 100 31.384 14.3s 100 0.0% 1.5s 100 0.0% 0.32 7.3s 100 2.4% 12.9s

1 ≤1 22.4 53.7 36.0 0 0 0 100 - <7.8s 100 0.0% <0.9s 100 0.0% - <6.2s 100 ≤1.3% <13.5s

≤1 1 22.4 53.7 36.0 0 0 0 100 - <87.6s 100 0.0% <7.2s 100 0.0% - <5.8s 100 ≤1.3% <13.5s

equivalent to:

Minimize: Fmax +
β

α
· Smax +

γ

α
· Lmax = Fmax + ωs: f · Smax + ωl: f · Lmax (4.18)

As shown in Eq. (4.18), ωs: f / ωl: f represents the relative cost ratio of a WSS / a pair of laser and

one FS resources. Then, we evaluate the performances of the ILP model and heuristic algorithms

under different settings of ωs: f and ωl: f . For comparison, we also evaluate the performance of the

KSP & FF-SA heuristic algorithm mentioned in Section 4.2.2.

Simulation experiments in n6s9 simple network

An n6s9 simple network topology (see Fig. 4.2.a), comprising 6 nodes and 18 directed links, with a

bundle of 6 independent SMFs for all links, is considered in this part of the simulation experiments.

The available spatial granularity i is considered to belong to {1, 2, 3, 6}. Note that nonuniform

grouping (i.e., ∃G ∈ Gi : |G | , i) of the spatial dimensions is allowed for all three algorithms.

However, for a fair comparison, in the simulation experiments, we consider only the cases of uni-

form grouping (i.e., ∀G ∈ Gi : |G | = i). The results are shown in Table 4.3.
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We randomly generate 100 different traffic matrices which compose a set denoted as Rset . For

each traffic matrix, one unidirectional connection request r exists between each node pair (s, d). The

bit-rates of connection requests follow a normal distribution with an average of 1000 Gbps and a

fixed standard deviation of 150 Gbps (ranging from 426 Gbps to 1470 Gbps) referring to the settings

in Ref. [28] and [49]. Both ωs: f and ωl: f are considered ranging from 0.001, 0.005, to a maximum

of 1. For a fair comparison, the Rset above is considered for each combination of ωs: f and ωl: f ,

and the results in Table 4.3 represent the averages over 100 traffic matrices. Moreover, the filter

parameter Θ for “RR-RMSG” (see Section 4.2.1) is set to 1.6.

In Table 4.3, “N.F”, “N.L” and “N.W” represent the numbers of required FSs, laser pairs and

WSSs in the network, respectively. “N.i” represents the number of times that the spatial granularity

i is chosen as the best spatial granularity for the traffic matrices R ∈ Rset . For example, N.2 = 75

indicates that there are 75 generated traffic matrices R ∈ Rset have chosen the spatial granularity i =

2 as the best spatial granularity to serve the connection requests in R. “N.Hit” represents the number

of times that the other three algorithms select the same best spatial granularity as that of the optimal

solution (given by “ILP-RMSSGA”) as the result. Note that we generated 100 traffic matrices

in Rset ; thus, both the sum of “N.i” and the maximum of “N.Hit” are equal to 100. Moreover,

“Cost” represents the value of the RMSSGA objective function Eq. (4.18), and “Gap” represents

the average percentage gap of the “Cost” between the optimal solutions which are obtained by the

“ILP-RMSSGA” and those of the other three algorithms. “Time” represents the runtime of the

algorithms. For all ILP formulations, the values returned by the ‘RunTime’ parameter given by

AMPL/GUROBI [138] are used as the measured runtimes. Finally, “Conf.” represents the 95%

confidence intervals (over 100 traffic matrices) regarding the value of the objective function of the

proposed “RR-RMSG + ILP-SA” algorithm.

As shown in Table 4.3, different combinations of ωs: f and ωl: f result in different decisions

regarding the best spatial granularity. When ωs: f or ωl: f is very small (e.g., ωs: f ,ωl: f = 0.001),

the algorithms tend to conserve spectrum resources while allowing further usage of laser pairs and

WSSs. Therefore, in these cases, a smaller spatial granularity i = 2 is selected 75 times as the

best granularity over 100 traffic matrices, while i = 3 and i = 6 are selected only 9 and 16 times,

respectively. When ωs: f or ωl: f increases (e.g., ωs: f ,ωl: f = 0.05), the largest spatial granularity

i = 6 is selected 94 times to reduce the usage of WSSs and laser pairs. Finally, when either ωs: f or

ωl: f is equal to 1, the largest spatial granularity i = 6 is always selected as the best one.

Even though a smaller spatial granularity can reduce the number of guard-bands between SpChs,

more contiguous FSs are required in the selected spatial dimension group G. Note that Fmax is cal-

culated by the (maximal index of) required FSs in the network. Therefore, when several connection

requests inevitably share a common spatial dimension group on a common link, the assignment of

large numbers of contiguous FSs (due to the smaller spatial granularity) will increase the value of
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Fmax . For example, in Fig. 1.24 of Section 1.3.6, if a new connection with the same FS requirement

is considered, for the smallest spatial granularity i = 1, Fmax will increase to 26, regardless of the

spatial dimensions selected to serve the new connection request. In contrast, in this case, the larger

spatial granularity i = 2 and largest spatial granularity i = 4 require only 21 FSs and 20 FSs, respec-

tively. Overall, in most cases, a relatively smaller spatial granularity can reduce the usage of FSs by

decreasing the number of guard-bands. However, the largest spatial granularity is not always able

to reduce the usage of FSs (depending on the network features and the traffic matrix R). This is the

reason why i = 1 is never selected and why i = 6 is still selected for some traffic matrices, even if

ωs: f or ωl: f is very small, as shown in Table 4.3.

As a result, when the importance of FSs and that of WSSs or laser pairs are similar (i.e., ωs: f

or ωl: f close to 1), J-Sw (Spa SpCh) is always the best choice for serving the connection requests.

From a comparison of the first row (smaller spatial granularities are selected in most cases) and

the last row (the largest spatial granularity is always selected) in Table 4.3, the required FSs do

not change obviously. However, the numbers of required WSSs and laser pairs are significantly

reduced. In addition, as analyzed above, even in the cases where a single FS has more value than a

WSS and a pair of laser, a smaller spatial granularity is not always the best decision.

Table 4.3 shows that compared to the optimal solutions given by “ILP-RMSSGA”, the “ILP-

RMSG + SA” and “RR-RMSG + ILP-SA” algorithms can achieve the same performance, with a

0.0% average gap regarding the optimization objective and 100% hit rates regarding the spatial gran-

ularity decisions, but with less runtime required. Therefore, in Table 4.3, we do not provide details

regarding the spatial granularity decisions (the assignment of FSs, laser pairs, and WSSs) of the two

algorithms, as the results are the same as the optimal solutions. Moreover, since 1000 iterations are

carried out for “RR-RMSG + ILP-SA” and “KSP & FF-SA”, the runtime of each exceeds that of

“ILP-RMSG + SA”. Finally, “KSP & FF-SA” clearly yields relatively worse solutions than those

of the proposed algorithms.

Simulation experiments in the NSF network

The NSF network topology (see Fig. 4.2.b) [147] comprising 14 nodes and 42 directed links, with

a bundle of 12 independent SMFs for all links, is considered. The available spatial granularity i is

considered to belong to {1, 2, 3, 4, 6, 12}. We randomly generate 10 different traffic matrices which

compose a set denoted as Rset . For each traffic matrix R ∈ Rset , one unidirectional connection

request r exists between each node pair (s, d) (182 connection requests exist in the NSF network).

The average bit-rate per connection request is also set as 1000 Gbps with a fixed standard deviation

of 150 Gbps (ranging from 517 Gbps to 1511 Gbps). Both ωs: f and ωl: f are considered ranging

from 0.001, 0.005, to a maximum of 0.1. The filter parameter Θ for “RR-RMSG” is set to 1.2 in

this part of the simulation experiments.
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Table 4.4: Performance evaluations for different optimization goals in the NSF network.

W. Coef. ILP-RMG + SA RR-RMG + ILP-SA KSP & FF-SA

ωs: f ωl: f
N.i ILP-RMG ILP-SA N.i RR-RMG ILP-SA Cost Time2 3 4 6 12 L.Bound Cur.Cost Cost Time 3 4 6 12 Cost Time Cost Conf. Time

0.001

0.001 5 1 4 0 0 51.75 55.86 57.97 3.4 6 4 0 0 58.32 161.5 58.72 0.78 0.3 72.23 389.6
0.005 1 0 6 3 0 53.89 59.40 62.90 15 3 7 0 0 61.20 172.1 61.20 0.43 0.4 75.95 388.6
0.01 0 1 8 1 0 58.35 62.14 65.64 12.3 0 10 0 0 64.38 177.0 64.38 0.38 0.5 79.48 388.4
0.05 0 0 0 3 7 69.92 81.16 82.46 246.4∗ 0 0 3 7 82.00 146.9 82.80 0.99 211.9∗ 100.21 388.8
0.1 0 0 0 0 10 84.06 93.74 95.64 300.0∗ 0 0 0 10 94.34 103.0 95.14 1.52 232.3∗ 113.24 389.4

0.005

0.001 3 3 4 0 0 52.76 57.28 62.48 1.2 4 6 0 0 59.61 170.7 59.61 0.36 0.3 73.69 389.9
0.005 0 0 5 5 0 55.68 60.65 61.85 118.9∗ 0 9 1 0 62.21 175.2 62.21 0.43 0.8 77.83 388.9
0.01 0 0 4 6 0 58.95 63.53 64.13 71.8∗ 0 6 4 0 65.12 177.7 65.12 0.47 1.7 81.40 388.7
0.05 0 0 0 2 8 73.64 81.71 83.21 247.1∗ 0 0 1 9 82.40 144.9 83.20 1.08 238.2∗ 100.91 388.5
0.1 0 0 0 0 10 78.82 94.08 96.18 300.0∗ 0 0 0 10 94.74 101.1 95.64 1.29 249.4∗ 114.79 388.5

0.01

0.001 0 2 7 1 0 54.91 58.73 60.83 32.3∗ 1 9 0 0 60.84 173.2 61.34 0.81 0.5 76.64 389.3
0.005 0 3 6 1 0 57.65 61.20 64.00 2.9 0 8 2 0 62.94 174.9 62.94 0.58 1.5 78.64 388.6
0.01 0 0 3 7 0 60.51 64.58 65.08 160.5∗ 0 7 3 0 66.27 175.5 66.27 0.80 1.7 81.67 388.3
0.05 0 0 0 3 7 76.18 82.06 83.56 247.5∗ 0 0 2 8 82.92 138.0 83.82 1.03 221∗ 101.78 388.6
0.1 0 0 0 0 10 84.94 94.50 96.20 300.0∗ 0 0 0 10 95.19 102.0 95.89 1.28 204.9∗ 115.17 388.9

0.05

0.001 0 0 1 9 0 66.25 67.87 68.67 171.9∗ 0 1 9 0 69.77 168.5 69.77 0.67 3.2 87.24 388.8
0.005 0 0 0 10 0 68.07 69.66 70.46 217.2∗ 0 0 10 0 71.78 166.4 71.78 0.75 2.9 88.02 388.5
0.01 0 0 0 10 0 70.15 71.92 72.82 202.3∗ 0 0 10 0 73.76 167.0 73.76 0.93 3.4 91.14 388.8
0.05 0 0 0 0 10 81.37 85.88 87.88 300.0∗ 0 0 0 10 86.49 127.3 87.39 1.32 247.7∗ 105.78 388.0
0.1 0 0 0 0 10 96.89 97.86 99.96 300.0∗ 0 0 0 10 98.67 97.4 99.67 1.45 254∗ 117.23 388.0

0.1

0.001 0 0 0 10 0 75.52 76.43 76.93 240.8∗ 0 0 7 3 78.16 152.2 78.36 0.69 71.9∗ 96.42 388.0
0.005 0 0 0 5 5 76.72 78.18 79.38 219.9∗ 0 0 4 6 79.26 144.5 79.76 1.01 157.4∗ 97.49 387.9
0.01 0 0 0 4 6 78.38 79.93 81.63 272∗ 0 0 2 8 80.79 142.0 81.69 1.09 230.5∗ 99.29 388.3
0.05 0 0 0 0 10 88.73 90.08 92.48 300.0∗ 0 0 0 10 90.69 101.5 91.89 1.08 247.1∗ 110.57 388.6
0.1 0 0 0 0 10 101.21 102.06 104.06 280.3∗ 0 0 0 10 102.67 93.1 103.77 1.18 276∗ 121.87 387.7

Time∗: the ∗ represents that for all the applied 10 traffic matrices, the running time of the ILP-SA formulation has reached the bound of
the limited running time of 300 seconds at least once.

Table 4.4 presents the results obtained for the NSF network. “ILP-RMSSGA” becomes unable

to produce good solutions within a reasonable amount of time for the NSF network. This outcome

means that we cannot obtain the optimal solutions in these cases. Therefore, we cannot provide the

hit rates (“N.Hit”) and the performance gaps (“Gap”) of the other algorithms. For each traffic matrix

R ∈ Rset , the results for “ILP-RMSG + SA” are obtained by stopping the optimization of “ILP-

RMSG” and “ILP-SA” after 1 hour and 5 minutes of runtime (i.e., the ‘RunTime’ of GUROBI),

respectively. Similarly, the runtime of “ILP-SA” in “RR-RMSG + ILP-SA” is also restricted to 5

minutes. In fact, for most (55.6%) inputs (i.e., ωs: f , ωl: f and R), “ILP-SA” can be solved within

5 minutes; for the other inputs, it can also obtain good solutions with a less than 2.5% average

‘MIPGap’ (given by GUROBI) after 5 minutes, which indicates the high convergence efficiency of

“ILP-SA”. In contrast, the computational time of “ILP-RMSG” for all ωs: f and ωl: f values have

exceeded the limitation of 1 hour. Note that the optimal solution to “ILP-RMSG” is the lower bound

of the joint RMSSGA problem. Therefore, the ‘BestBound’ (given by GUROBI) of “ILP-RMSG”

after 1 hour can be treated as a more relaxed lower bound of the joint RMSSGA problem, which is

represented by “L.Bound” in Table 4.4.
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From Table 4.4, the results are clearly similar to those in Table 4.3, which were obtained for the

n6s9 simple network. When ωs: f and ωl: f are very small (e.g., ωs: f ,ωl: f = 0.001), the algorithms

tend to conserve the spectrum resources, resulting in smaller spatial granularities (i = 2,3,4) being

selected more often. Then, as ωs: f or ωl: f increases, relatively larger spatial granularities are se-

lected more often. Furthermore, when ωs: f and ωl: f are equal to 0.1, the largest spatial granularity

(i = 12) is always selected.

Moreover, both the “ILP-RMSG + SA” and “RR-RMSG + ILP-SA” algorithms yield much

better solutions than those of “KSP & FF-SA”, which are close to the lower bound (i.e., “L.Bound”).

The gaps between the “RR-RMSG + ILP-SA” and “KSP & FF-SA” algorithms range from 8.4% to

31.4%, with an average of 21.8% over all the inputs. Additionally, comparing the results obtained by

the RMSG algorithms (i.e., “Cur.Cost” of “ILP-RMSG” with a 1-hour runtime limitation and “Cost”

of “RR-RMSG”) with their corresponding results after SA (i.e., “Cost” of “ILP-SA”), decomposing

the RMSSGA problem into RMSG and SA subproblems is shown to not have significant effects

(within a 3% average gap) on the final results, even though we limited the runtime of “ILP-SA” to

5 minutes and considered hundreds of Tbps-level connection requests.

Table 4.5: Average numbers of required FSs, laser pairs and WSSs in the cases of ωs: f ,ωl: f equal
to 0.001 and 0.1.

W. Coef. ILP-RMSG + SA RR-RMSG + ILP-SA

ωs: f ωl: f N.F N.L N.W N.F N.L N.W

0.001 0.001 56.7 878.1 386.4 57.7 718.0 302.4
0.1 0.1 71.7 239.6 84.0 71.2 241.7 84.0

Finally, we present the average numbers of required FSs, laser pairs and WSSs of the “ILP-

RMSG + SA” and “RR-RMSG + ILP-SA” algorithms when ωs: f and ωl: f equal to 0.001 (smaller

spatial granularities are selected more often) and 0.1 (the largest spatial granularity is always se-

lected) in Table 4.5. From Table 4.5, comparing the results of the two cases, the selection of the

largest granularity is shown to not have an obvious effect on the number of required FSs. In con-

trast, the numbers of required laser pairs and WSSs clearly change. Hence, the largest granularity

is always the best decision when the importance of FSs and that of WSSs or laser pairs are similar.

4.3.2 Impact of guard band width on the decision regarding the best spatial granu-
larity

The key advantage of a smaller spatial granularity is that the number of guard-bands in all occu-

pied spatial dimensions between neighboring SpChs can be reduced. As a negative effect, more

WSSs and laser pairs are required. Therefore, the advantage of a smaller spatial granularity is more

pronounced when the guard-band becomes wider. In contrast, a larger spatial granularity is more ap-

propriate for a narrower guard-band to reduce the usage of WSSs and laser pairs. In this subsection,
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we analyze the impact of guard-band width on the decision regarding the best spatial granularity.

Since we cannot obtain the optimal decisions regarding the best spatial granularity in the NSF net-

work, the n6s9 simple network is considered in the simulation experiments. Moreover, for a fair

comparison, the same set of (100) traffic matrices Rset used in Section 4.3.1 is considered in these

simulation experiments. ωs: f and ωl: f are fixed to 0.001, as in this case, various spatial granularities

are selected (see Table 4.3). The guard-band widths considered ranging from 6.25 GHz to 25 GHz

with a 6.25-GHz step. The results are shown in Table 4.6.

Table 4.6: Impact of the guard bandwidth on the decision regarding spatial granularities for a 6-
node, 18-link simple network.

W.GB ILP-RMSSGA ILP-RMSG RR-RMSG
+ ILP-SA + ILP-SA

[GHz] N.1 N.2 N.3 N.6 N.Hit Gap N.Hit Gap

6.25 0 75 9 16 100 0% 100 0%
12.50 0 88 9 3 100 0% 100 0%
18.75 0 88 9 3 100 0% 100 0%
25.00 0 100 0 0 100 0% 100 0%

As shown in Table 4.6, as “W.GB” (denoting the guard-band width) becomes wider, the smaller

granularities are selected more often. When “W.GB” increases to 25 GHz, for all 100 traffic ma-

trices, spatial granularity i = 2 is selected. Clearly, the results are consistent with the theoretical

analysis above. Moreover, both “ILP-RMSG + SA” and “RR-RMSG + ILP-SA” achieve the same

performance (100% hit rate and 0% average gap regarding the optimization objective) comparing

to the optimal solutions.

4.3.3 Impact of average traffic volume of conncetion requests on the decision regard-
ing the best spatial granularity

In the simulation experiments of the previous subsection, we changed the guard-band width and

analyzed its influence on the choice regarding the best spatial granularity. From another perspective,

since the traffic volume of the connection requests are not changed (i.e., the same Rset used), we

change the ratio between the FSs used for data transmission and the FSs occupied by the guard-

band. Therefore, if the guard-band is fixed, a smaller granularity should be more suitable for the

traffic matrices with the smaller traffic volume of connection requests. Thus, we now analyze the

effect of the average traffic volume of connection requests on the choice regarding the best spatial

granularity. Similarly, we consider an n6s9 simple network with ωs: f and ωl: f fixed at 0.001. For a

fair comparison, we further consider 10 sets of 100 traffic matrices based on the original Rset used

in Section 4.3.1. For the 10 new sets, the traffic volume of each connection request is considered to

be 0.5, 0.75, 1.25, up to a maximum of 3 times the volume of the original one in Rset , respectively.

That is, the average bit-rate per connection request in the new sets is changed to 500 Gbps, 750

89



Gbps, 1250 Gbps, up to a maximum of 3000 Gbps, respectively. The results are shown in Table 4.7.

Table 4.7: Impact of the average traffic volume [Gbps] of connection request on the decision re-
garding spatial granularities for a 6-node, 18-link simple network.

Av.Volume r ILP-RMSSGA ILP-RMSG RR-RMSG
+ ILP-SA + ILP-SA

[Gbps] N.1 N.2 N.3 N.6 N.Hit Gap N.Hit Gap

500 0 100 0 0 100 0% 100 0%
750 0 94 6 0 100 0% 100 0%

1000 0 75 9 16 100 0% 100 0%
1250 0 58 17 25 100 0% 100 0%
1500 0 14 12 74 100 0% 98 0.1%
1750 0 12 6 82 100 0% 100 0.3%
2000 0 4 3 93 100 0% 99 0.6%
2250 0 1 0 99 100 0% 100 0.3%
2500 0 0 1 99 100 0% 100 0.5%
2750 0 0 0 100 100 0% 100 0.6%
3000 0 0 0 100 100 0% 100 0.2%

As shown in Table 4.7, as the average bit-rate of the connection request (“Av.Volume r”) in-

creases, the larger spatial granularities are selected more often. As mentioned above, regardless of

whether the traffic volume of the connection requests increases or the guard-band width decreases,

we actually increase the ratio between the FSs used for data transmission and the FSs occupied by

the guard-band. Thus, larger spatial granularities are selected more often. Similarly, both the “ILP-

RMSG + SA” and “RR-RMSG + ILP-SA” algorithms achieve very similar performances compared

to those for the optimal solutions.
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Chapter 5

Conclusion and Future Work

This Ph.D. thesis addressed the resource allocation problems several generations of optical net-

works, from the traditional WDM-based optical networks to the EONs, and further to the spectrally

& spatially flexible SDM-EONs. The conclusion of this thesis are per chapter summarized as fol-

lows:

• In Chapter 1, we introduced the evolutions of the optical networks in recent years from the

traditional WDM-based optical networks to the spectrally & spatially flexible SDM-EONs.

We also introduced opportunities on the resource allocation brought by the evolutions of the

optical networks and discussed the challenges of these problems. In addition, we summarized

our contribution to the research field of resource allocation in optical networks.

• In Chapter 2, we addressed the RMSTA problem in elastic optical networks. The key point

of the RMSTA problem is that solving it would allow transceivers to be used more flexibly in

elastic optical networks. The problem objective seeks to minimize the cost of network oper-

ations by making a trade-off between spectrum usage and transceiver usage. We proposed an

ILP model and an efficient heuristic algorithm (i.e., GVNA) to solve the static RMSTA prob-

lem. The results of simulation experiments on representative network topologies and realistic

networking scenarios indicate that, compared to algorithms that do not consider flexible use

of transceivers (for the RMSA problem), the proposed algorithm achieved significant perfor-

mance improvements on the 17-node NSF-East and the 28-node EON-RT networks. More-

over, compared to the previous algorithm that considered the flexible use of transceivers(i.e.,

the MCLOD algorithm), the proposed algorithm achieved better results, as well as remarkable

savings of computational time on NSF-East and EON-RT networks. Such a computational

time difference would be enlarged further if a larger network were considered. Overall, the

proposed algorithm is more suitable for large networks.

• In Chapter 3, we addressed the static RSCA problem with XT management in SDM-EONs

connected by MCFs. We first proposed a node-arc-based ILP model that assigns lightpath,
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core, and the corresponding spectrum simultaneously for each connection request. In the pro-

posed ILP model, we considered the XT in the worst interference scenario similar to previous

works. The simulation results showed that the proposed ILP model can increase dozens or

more than one hundred times in terms of convergence efficiency compared with the existing

ILP models, and significantly reduce the required variables and constraints. We next proposed

two XT-aware-based approaches that consider XT strictly: an MILP model, which is the ex-

tension of the proposed ILP model above, and a heuristic algorithm. The simulation results

showed that the two XT-aware-based approaches can cope well with the cases of different

XT-thresholds and/or different geographical sizes of the networks. Moreover, the simula-

tion results demonstrated that the proposed heuristic algorithm can obtain effective solutions

within an acceptable time even for large-scale problem instances (in 40 s for 1000 requests in

28-node 34-link EON network), which are more approximate to the optimal solutions or the

lower-bounds of the problem than the existing approaches.

• In Chapter 4, we introduced the RMSSGA problem. The objective was to minimize the net-

work CAPEX considering spectrum (FS), WSS and laser resources in spectrally & spatially

flexible SDM-EONs. To solve this problem, we presented various algorithms, ranging from

the optimal ILP-RMSSA model and the decomposed ILP-RMSG + SA models to an RR-

based heuristic algorithm combined with a simulated annealing metaheuristic. We found that

the decision of the best spatial granularity is related to the network resources to which net-

work operators attach more importance. When the importance of FSs and that of WSSs or

lasers are similar (the cost ratio ωs: f or ωl: f is close to 1), the largest spatial granularity is

always the best decision. In contrast, a smaller spatial granularity is a better decision when

the cost related to the unit FS is much larger than that of the WSS and laser. We also analyzed

the impact of GB width and the size of connection requests on the decision regarding the

best spatial granularity. We observed that for both a wider GB and smaller size of connection

requests, a smaller spatial granularity is a better decision in most cases, while a larger spa-

tial granularity is more suitable for both a narrower GB width and larger size of connection

requests. Moreover, the simulation results indicate that compared with the optimal solutions

(lower-bounds), the proposed decomposed ILP-RMG + SA formulation and the RR-based

heuristic algorithm can achieve similar performances regarding the optimization objective,

with a high hit rate for the best spatial granularity decision, with a lower runtime.

Future works can be inferred by following the research lines stated in this thesis. As we stated

before, in the past few decades, the architecture of the optical network has undergone significant

changes from the earliest WDM-based network to SDM-EONs, and such changes in network ar-

chitecture will simultaneously present the challenges of resource allocation in optical networks.
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Considering an approximately 40% compound annual growth rates of the client interface speed, the

router interface rate is expected to reach 10 Tbps by 2024 in order to achieve Pbps level optical

transmission networks. Assuming that a 32 GBaud DP-QPSK subchannel supports 100 Gbps trans-

mission and occupies the bandwidth of 3 FSs equaling 37.5 GHz, there are only a few years left until

the entire C-band of one SMF can only accommodate one super-channel for such a 10 Tbps traffic

volume. The massive SDM era implemented by massive parallel SMFs or MCFs is upcoming and

the wavelength switching layer is no longer necessary by then. For this reason, a new-generation

network named spatial channel network (SCN) which achieves growable, reliable, and cost-effective

optical cross-connects has been recently proposed in Ref. [149], and it is considered as a promising

and cost-efficient solution in future network planning. As the same as what happened heretofore,

the evolutions of network architecture always introduce opportunities and challenges. Therefore, a

specially designed algorithm is essential to address the resource assignment problem in the newly

designed SCN architecture, which we will focus on in our future work.
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