# DISTANCE BETWEEN METRIC MEASURE SPACES AND DISTANCE MATRIX DISTRIBUTIONS 

By<br>Ryunosuke Ozawa


#### Abstract

We study the Prohorov distance between the distance matrix distributions of two metric measure spaces. We prove that it is not smaller than 1-box distance between two metric measure spaces and also prove that it is not larger than 0 -box distance between two metric measure spaces.


## 1. Introduction

In this paper, we consider the relation between the box distance function and the distance matrix distribution. Here, a metric measure space $X:=\left(X, d_{X}, \mu_{X}\right)$ is a complete separable metric space $\left(X, d_{X}\right)$ equipped with a Borel probability measure $\mu_{X}$. The box distance function $\square_{\lambda}$, which was introduced by Gromov [5], is a natural distance function between two metric measure spaces for any $\lambda \geq 0$. Define the distance map $K_{r}^{X}$ from $X^{r}$ to $M_{r}(\mathbf{R})$, the set of all real square matrices of order $r$ with $l_{\infty}$-norm $\|\cdot\|_{\infty}$, by $K_{r}^{X}\left(x_{1}, \ldots, x_{r}\right):=\left(d_{X}\left(x_{k}, x_{l}\right)\right)_{k, l=1, \ldots,,}$. The $r$-dimensional distance matrix distribution $\mu_{r}^{X}$ is the push-forward measure of the $r$-times product measure of $\mu_{X}$ by $K_{r}^{X}$. $\underline{\mu}_{r}^{X}$ is a Borel probability measure on $M_{r}(\mathbf{R})$. We denote by $\mathscr{X}$ the set of isomorphism classes of metric measure spaces. Gromov [5] developed a theory of convergence of metric measure spaces in $\mathscr{X}$. He proved that the infinite-dimensional distance matrix distribution $\underline{\mu}_{\infty}^{X}$ is a complete invariant of metric measure spaces (see Theorem 2.3). On the other hand, Greven-Pfaffelhuber-Winter [4] developed a theory of convergence of metric measure spaces and the probabilistic theory on $\mathscr{X}$, independently of Gromov's

[^0]work. They introduced the Gromov-Prohorov metric $d_{\mathrm{GPr}}$ and proved that the topology of $d_{\mathrm{GPr}}$ is compatible with the weak convergence of infinite-dimensional distance matrix distributions (see Theorem 2.12). After that, Löhr [7] showed that $\square_{\lambda}(\lambda>0)$ and $d_{\mathrm{GPr}}$ are bi-Lipschitz equivalent to each other (see Theorem 2.16). Thus, the topology of the box distance function $\square_{\lambda}(\lambda>0)$ is compatible with the weak convergence of infinite-dimensional distance matrix distributions.

Our purpose is to estimate the box distance between two metric measure spaces $X$ and $Y$ by its the distance matrix distributions $\underline{\mu}_{\infty}^{X}$ and $\underline{\mu}_{\infty}^{Y}$. In this paper, we consider the distance between two distance matrix distributions $\underline{\mu}_{\infty}^{X}$ and $\underline{\mu}_{\infty}^{Y}$ of two metric measure spaces $X$ and $Y$. Moreover, we interpret it as a new metric on $\mathscr{X}$.

Definition 1.1. Let $X, Y \in \mathscr{X}$. We define the distance $d_{l_{\infty}-\operatorname{Pr}}(X, Y)$ to be the Prohorov distance between $\underline{\mu}_{\infty}^{X}$ and $\underline{\mu}_{\infty}^{Y}$ with respect to the $l_{\infty}$-norm on $M_{\infty}(\mathbf{R})$.

Remark 1.2. (1) Symmetry and triangle inequality of Prohorov metric (see Proposition 2.5) and Theorem 2.3 imply that $d_{l_{\infty}-\mathrm{Pr}}$ is a metric on $\mathscr{X}$.
(2) The $l_{\infty}$-norm $\|\cdot\|_{\infty}$ may take the value $\infty$ on $M_{\infty}(\mathbf{R})$ but the set of Borel probability measures on $M_{\infty}(\mathbf{R})$ equipped with the Prohorov metric with respect to the $l_{\infty}$-norm is a metric space.
(3) $d_{l_{\infty}-\operatorname{Pr}}(X, Y) \leq 1$ for any two mm-spaces $X$ and $Y$.

We study the relation between the box distance $\square_{\lambda}(X, Y)$ and $d_{l_{\infty}-\operatorname{Pr}}(X, Y)$. Our main result is stated as follows.

Theorem 1.3. Let $X, Y \in \mathscr{X}$. We have

$$
\square_{1}(X, Y) \leq d_{l_{\infty}-\operatorname{Pr}}(X, Y) \leq \square_{0}(X, Y) .
$$

We next compare the topologies induced from $\square_{1}$ and $d_{l_{\infty}-\mathrm{Pr}}$.
Proposition 1.4. Let $X:=\left(\left\{p_{1}\right\}, \delta_{p_{1}}\right)$ and $X_{n}:=\left(\left\{p_{1}, p_{2}\right\}, d_{\left\{p_{1}, p_{2}\right\}}\right.$, $\left.\left(1-n^{-1}\right) \delta_{p_{1}}+n^{-1} \delta_{p_{2}}\right)$, where $d_{\left\{p_{1}, p_{2}\right\}}\left(p_{1}, p_{2}\right):=1$. We denote by $\delta_{p_{i}}$ the Dirac measure at $p_{i}(i=1,2)$. Then $\square_{1}\left(X_{n}, X\right)=n^{-1}$ but $d_{l_{\infty}-\operatorname{Pr}}\left(X_{n}, X\right)=\square_{0}\left(X_{n}, X\right)=1$ for any $n \geq 2$.

This proposition means that $\underline{\mu}_{\infty}^{X_{n}}$ converges to $\underline{\mu}_{\infty}^{X}$ weakly as $n \rightarrow \infty$ but the Prohorov distance between $\underline{\mu}_{\infty}^{X_{n}}$ and $\underline{\mu}_{\infty}^{X}$ is one for any $n \geq 2$ and implies the next corollary.

Corollary 1.5. $\left(\mathscr{X}, d_{l_{\infty}-\mathrm{Pr}}\right)$ and $\left(\mathscr{X}, \square_{1}\right)$ are not homeomorphic to each other by the identity map.

Corollary 1.5 seems not to fit to the fact that the topology of the Prohorov metric is compatible with the weak convergence of probability measures on the complete separable metric space (see Theorem 2.7). Since ( $M_{\infty}(\mathbf{R}),\|\cdot\|_{\infty}$ ) is not separable, Corollary 1.5 does not contradictory. We do not know if the topology generated by $\square_{0}$ coincides with the topology induced from $d_{l_{\infty}-}-\mathrm{Pr}$ or not.

## 2. Preliminaries

2.1. Metric Measure Space. Let $\left(X, \mathcal{O}_{X}\right)$ be a topological space. We denote by $\mathscr{B}(X)$ the Borel $\sigma$-algebra and $\mathscr{M}(X)$ the set of all Borel probability measures on $X$. Let $\mu$ be a Borel probability measure on $X$. Recall that the support of $\mu$, $\operatorname{supp}(\mu)$, is the smallest closed set $\operatorname{supp}(\mu) \subset X$ such that $\mu(X \backslash \operatorname{supp}(\mu))=0$. The push forward of $\mu$ by a measurable map $\varphi$ from $X$ into another topological space $\left(Y, \mathcal{O}_{Y}\right)$ is the Borel probability measure $\varphi_{*} \mu \in \mathscr{M}(Y)$ defined by

$$
\varphi_{*} \mu(A):=\mu\left(\varphi^{-1}(A)\right),
$$

for all $A \in \mathscr{B}(Y)$.

Definition 2.1 (Metric measure space). A triple $X:=\left(X, d_{X}, \mu_{X}\right)$ is called a metric measure space (or mm-space) if $\left(X, d_{X}\right)$ is a complete separable metric space and if $\mu_{X}$ is a Borel probability measure on $X$. Two mm-spaces $\left(X, d_{X}, \mu_{X}\right)$ and $\left(Y, d_{Y}, \mu_{Y}\right)$ are isomorphic if there exists an isometry $\varphi$ between the supports of $\mu_{X}$ on $\left(X, d_{X}\right)$ and of $\mu_{Y}$ on $\left(Y, d_{Y}\right)$ such that $\mu_{Y}=\varphi_{*} \mu_{X}$. We write $\mathscr{X}$ by the set of isomorphism classes of mm-spaces.

Let $M_{\infty}(\mathbf{R})$ be the set of all real square matrices of infinite order equipped with the coarsest topology such that the natural projection $\mathrm{pr}_{\infty, r}: M_{\infty}(\mathbf{R}) \rightarrow$ $M_{r}(\mathbf{R})$ is continuous for any $r \in \mathbf{R}$.

Definition 2.2 (Distance matrix distribution). Let $X=\left(X, d_{X}, \mu_{X}\right) \in \mathscr{X}$ and $r \in \mathbf{N} \cup\{\infty\}$. Define a map $K_{r}^{X}: X^{r} \rightarrow M_{r}(\mathbf{R})$ by

$$
K_{r}^{X}\left(x_{1}, \ldots, x_{r}\right):=\left(d_{X}\left(x_{k}, x_{l}\right)\right)_{k, l=1, \ldots, r}
$$

and the $r$-dimensional distance matrix distribution $\underline{\mu}_{r}^{X}$ of $X$ by

$$
\underline{\mu}_{r}^{X}:=\left(K_{r}^{X}\right)_{*} \mu_{X}^{\otimes r},
$$

where $\mu_{X}^{\otimes r}$ is the $r$ times product measure of $\mu_{X}$.
Theorem 2.3 (mm-Reconstruction theorem, [5, Section $3 \frac{1}{2} .5$, Section $\left.3 \frac{1}{2} .7\right]$, [8, Section 2, Theorem], [6, Theorem 2.1]). Let $X, Y \in \mathscr{X}$. The following (1), (2), and (3) are equivalent to each other.
(1) $X$ and $Y$ are isomorphic to each other.
(2) $\underline{\mu}_{r}^{X}=\underline{\mu}_{r}^{Y}$ for all $r \in \mathbf{N}$.
(3) $\underline{\mu}_{\infty}^{X}=\underline{\mu}_{\infty}^{Y}$.

This theorem means that the infinite-dimensional distance matrix distribution is a complete invariant of mm -spaces.
2.2. Gromov-Prohorov Metric. Let $\left(X, d_{X}\right)$ be a metric space. For a real number $r>0$ and a subset $A \subset X$, we set $B_{r}(A):=\left\{x \in X \mid d_{X}(x, A)<r\right\}$, where $d_{X}(x, A):=\inf _{x^{\prime} \in A} d_{X}\left(x, x^{\prime}\right)$.

Definition 2.4 (Prohorov metric). Define the Prohorov metric $d_{\mathrm{Pr}}^{\left(X, d_{X}\right)}$ on $\mathscr{M}(X)$ by

$$
d_{\mathrm{Pr}}^{\left(X, d_{X}\right)}(\mu, v):=\inf \left\{\varepsilon>0 \mid \mu(A) \leq v\left(B_{\varepsilon}(A)\right)+\varepsilon, \text { for all } A \in \mathscr{B}(X)\right\}
$$

for $\mu, v \in \mathscr{M}(X)$.
Note that $d_{\mathrm{Pr}}^{\left(X, d_{X}\right)}(\mu, v) \leq 1$ for any two Borel probability measures $\mu$ and $v$ on $X$.

Proposition 2.5 ([2, Lemma 3.1.1]). $\quad\left(\mathscr{M}(X), d_{\mathrm{Pr}}^{\left(X, d_{X}\right)}\right)$ is a metric space.
Definition 2.6 (Weak convergence). We say that a sequence $\left\{\mu_{n}\right\}_{n=1}^{\infty}$ of Borel probability measures on $X$ converges weakly to a Borel probability measure $\mu$ on $X$ and write $\mu_{n} \rightarrow \mu$ weakly as $n \rightarrow \infty$ if

$$
\lim _{n \rightarrow \infty} \int_{X} f(x) d \mu_{n}=\int_{X} f(x) d \mu
$$

for any bounded continuous function $f: X \rightarrow \mathbf{R}$.

Theorem 2.7 ([2, Theorem 3.3.1]). Let $\left(X, d_{X}\right)$ be a separable metric space, $\left\{\mu_{n}\right\}_{n=1}^{\infty}$ a sequence of Borel probability measures on $X$, and $\mu$ a Borel probability measure on $X$. Then

$$
\lim _{n \rightarrow \infty} d_{\mathrm{Pr}}^{\left(X, d_{X}\right)}\left(\mu_{n}, \mu\right)=0
$$

if and only if

$$
\mu_{n} \rightarrow \mu \text { weakly as } n \rightarrow \infty .
$$

For $\mu, v \in \mathscr{M}(X)$, we say $\mu \leq v$ if $\mu(A) \leq v(A)$ for any $A \in \mathscr{B}(X)$. A finite Borel measure $\pi$ on $X \times X$ is called a partial transport plan from $\mu \in \mathscr{M}(X)$ to $v \in \mathscr{M}(X)$ if $\left(\operatorname{pr}_{1}\right)_{*} \pi \leq \mu$ and $\left(\mathrm{pr}_{2}\right)_{*} \pi \leq v$, where $\operatorname{pr}_{i}: X \times X \rightarrow X, i=1,2$, are the projections defined by $\operatorname{pr}_{1}\left(x, x^{\prime}\right)=x, \operatorname{pr}_{2}\left(x, x^{\prime}\right)=x^{\prime}$. For a partial transport plan $\pi$ from $\mu$ to $v$, we define the deficiency def $\pi$ of $\pi$ by def $\pi:=1-\pi(X \times X)$. For $\varepsilon \geq 0$, the partial transport plan $\pi$ is called an $\varepsilon$-transport plan from $\mu$ to $v$ if

$$
\operatorname{supp}(\pi) \subset X(\varepsilon):=\left\{\left(x, x^{\prime}\right) \in X \times X \mid d_{X}\left(x, x^{\prime}\right) \leq \varepsilon\right\}
$$

Definition 2.8 (Transportation distance). Let $\mu, v \in \mathscr{M}(X)$. Define the Transportation distance $\operatorname{Tra}^{\left(X, d_{X}\right)}$ between $\mu$ and $v$ by

$$
\begin{gathered}
\operatorname{Tra}^{\left(X, d_{X}\right)}(\mu, v):=\inf \{\varepsilon>0 \mid \text { there exists an } \varepsilon \text {-transport plan } \pi \\
\text { from } \mu \text { to } v \text { satisfying def } \pi \leq \varepsilon\} .
\end{gathered}
$$

Theorem 2.9 (Strassen's theorem, [9, Corollary 1.28]). Let $\left(X, d_{X}\right)$ be a complete separable metric space. For any $\mu, v \in \mathscr{M}(X)$, we have

$$
d_{\mathrm{Pr}}^{\left(X, d_{X}\right)}(\mu, v)=\operatorname{Tra}^{\left(X, d_{X}\right)}(\mu, v) .
$$

Next, we define the Gromov-Prohorov metric on $\mathscr{X}$.

Definition 2.10 (Gromov-Prohorov metric, [4]). Let $X=\left(X, d_{X}, \mu_{X}\right), Y=$ $\left(Y, d_{Y}, \mu_{Y}\right)$ be two mm-spaces. Define the Gromov-Prohorov metric $d_{\mathrm{GPr}}$ on $\mathscr{X}$ by

$$
d_{\mathrm{GPr}}(X, Y):=\inf _{\left(\varphi_{X}, \varphi_{Y}, Z\right)} d_{\mathrm{Pr}}^{\left(Z, d_{Z}\right)}\left(\left(\varphi_{X}\right)_{*} \mu_{X},\left(\varphi_{Y}\right)_{*} \mu_{Y}\right)
$$

where the infimum is taken over all isometric embeddings $\varphi_{X}$ and $\varphi_{Y}$ from $\operatorname{supp}\left(\mu_{X}\right)$ and $\operatorname{supp}\left(\mu_{Y}\right)$, respectively, into some common metric space $\left(Z, d_{Z}\right)$.

Note that $d_{\mathrm{GPr}}(X, Y) \leq 1$ for any two mm-spaces $X$ and $Y$.
Theorem 2.11 ([4, Theorem 1]). ( $\left.\mathscr{X}, d_{\mathrm{GPr}}\right)$ is a metric space.
Theorem 2.12 ([4, Theorem 5]). Let $X, X_{1}, X_{2}, \ldots \in \mathscr{X}$. Then

$$
\lim _{n \rightarrow \infty} d_{\operatorname{GPr}}\left(X_{n}, X\right)=0
$$

if and only if

$$
\underline{\mu}_{\infty}^{X_{n}} \rightarrow \underline{\mu}_{\infty}^{X} \text { weakly as } n \rightarrow \infty .
$$

2.3. Gromov's Box Distance. We denote by $\mathscr{L}$ the Lebesgue measure on $[0,1]$. For any mm-space $X$ there exists a Borel measurable map $p_{X}:[0,1] \rightarrow X$ with $\left(p_{X}\right)_{*} \mathscr{L}=\mu_{X}$ (see [1, Theorem 9.4.7]). We call such a map $p_{X}$ a parameter of $X$. Note that a parameter of $X$ is not unique in general. For a parameter $p_{X}$ of $X$, we define a function $\left(p_{X}\right)^{*} d_{X}:[0,1] \times[0,1] \rightarrow \mathbf{R}$ by $\left(p_{X}\right)^{*} d_{X}\left(s, s^{\prime}\right):=$ $d_{X}\left(p_{X}(s), p_{X}\left(s^{\prime}\right)\right)$.

Definition 2.13 (Box distance, [5]). Let $\lambda \geq 0$, and $X=\left(X, d_{X}, \mu_{X}\right), Y=$ $\left(Y, d_{Y}, \mu_{Y}\right) \in \mathscr{X}$. Define the box distance between $X$ and $Y$ by

$$
\begin{array}{r}
\square_{\lambda}(X, Y):=\inf _{\left(p_{X}, p_{Y}\right)}\left\{\varepsilon>0 \mid \text { there exists } T_{\varepsilon} \in \mathscr{B}([0,1]) \text { such that } \mathscr{L}\left(T_{\varepsilon}\right) \geq 1-\lambda \varepsilon\right. \\
\text { and } \left.\left|\left(p_{X}\right)^{*} d_{X}\left(s, s^{\prime}\right)-\left(p_{Y}\right)^{*} d_{Y}\left(s, s^{\prime}\right)\right| \leq \varepsilon \text { for all } s, s^{\prime} \in T_{\varepsilon}\right\},
\end{array}
$$

where the infimum is taken over all parameters $p_{X}:[0,1] \rightarrow X$ and $p_{Y}:[0,1]$ $\rightarrow Y$.

Note that $\square_{\lambda}(X, Y) \leq 1 / \lambda$ for any two mm-spaces $X, Y$, and $\lambda>0$.
Theorem 2.14 ([5, Section $\left.3 \frac{1}{2} .6\right]$, [3, Theorem 3.1.8]). ( $\left.\mathscr{X}, \square_{\lambda}\right)$ is a metric space for any $\lambda \geq 0$.

It is easy to see that $\square_{\lambda}$ for all $\lambda>0$ are bi-Lipschitz equivalent to each other and $\square_{1} \leq \square_{0}$.

Proposition 2.15 ([5, Section $\left.\left.3 \frac{1}{2} \cdot 10\right]\right)$. Let $\left(X, d_{X}\right)$ be a complete separable metric space and $\mu, v \in \mathscr{M}(X)$. Then we have

$$
\square_{1}\left(\left(X, d_{X}, \mu\right),\left(X, d_{X}, v\right)\right) \leq d_{\mathrm{Pr}}^{\left(X, d_{X}\right)}(\mu, v) .
$$

Finally, we consider the relation between the Gromov-Prohorov metric and the box distance function.

Theorem 2.16 ([7, Corollary 6]). For any $X, Y \in \mathscr{X}$, we have

$$
\begin{equation*}
d_{\mathrm{GPr}}(X, Y) \leq \square_{1}(X, Y) \leq 2 d_{\mathrm{GPr}}(X, Y) . \tag{2.1}
\end{equation*}
$$

Moreover, $\left(\mathscr{X}, d_{\mathrm{GPr}}\right)$ and $\left(\mathscr{X}, \square_{1}\right)$ are homeomorphic to each other.
Remark 2.17. (1) Löhr [7] proved that $d_{\mathrm{GPr}}=\frac{1}{2} \square_{1 / 2}$ on $\mathscr{X}$. This implies the inequality (2.1).
(2) Theorem 2.12 and Theorem 2.16 imply that $X_{n} \square_{1}$-converges $X$ as $n \rightarrow \infty$ if and only if $\underline{\mu}_{\infty}^{X_{n}}$ converses weakly to $\underline{\mu}_{\infty}^{X}$ as $n \rightarrow \infty$. The proof of this statement is omitted in the original article (see [5, Section $\left.3 \frac{1}{2} .14\right]$ ).

## 3. Box Distance and Distance Matrix Distribution

In this section, we give the proof of Theorem 1.3.
Let $r, r^{\prime} \in \mathbf{N} \cup\{\infty\}$ with $r \geq r^{\prime}$. Define the projection $\operatorname{pr}_{r, r^{\prime}}: M_{r}(\mathbf{R}) \rightarrow M_{r^{\prime}}(\mathbf{R})$ by

$$
\operatorname{pr}_{r, r^{\prime}}\left(\left(a_{k l}\right)_{k, l=1, \ldots, r}\right):=\left(a_{k l}\right)_{k, l=1, \ldots, r^{\prime}}
$$

Lemma 3.1 ([6, Lemma 2.2]). Let $X \in \mathscr{X}$ and $r \in \mathbf{N}$. We have $\left(\operatorname{pr}_{r+1, r}\right)_{*} \underline{\mu}_{r+1}^{X}=$ $\underline{\mu}_{r}^{X}$ and $\left(\operatorname{pr}_{\infty, r}\right)_{*} \underline{\mu}_{\infty}^{X}=\underline{\mu}_{r}^{X}$.

Lemma 3.2. Let $X, Y \in \mathscr{X}$. Then $d_{\mathrm{Pr}}^{\left(M_{r}(\mathbf{R}),\|\cdot\|_{\infty}\right)}\left(\underline{\mu}_{r}^{X}, \underline{\mu}_{r}^{Y}\right)$ is monotone nondecreasing in $r \in \mathbf{N}$. In particular,

$$
\sup _{r \in \mathbf{N}} d_{\mathrm{Pr}}^{\left(M_{r}(\mathbf{R}),\|\cdot\|_{\infty}\right)}\left(\underline{\mu}_{r}^{X}, \underline{\mu}_{r}^{Y}\right)=\lim _{r \rightarrow \infty} d_{\mathrm{Pr}}^{\left(M_{r}(\mathbf{R}),\|\cdot\|_{\infty}\right)}\left(\underline{\mu}_{r}^{X}, \underline{\mu}_{r}^{Y}\right)
$$

Proof. Let $\varepsilon>0$ satisfy $d_{\mathrm{Pr}}^{\left(M_{r+1}(\mathbf{R}),\|\cdot\|_{\infty}\right)}\left(\underline{\mu}_{r+1}^{X}, \underline{\mu}_{r+1}^{Y}\right)<\varepsilon$. By the definition of Prohorov metric, we get $\underline{\mu}_{r+1}^{X}(A) \leq \underline{\mu}_{r+1}^{Y}\left(B_{\varepsilon}(\bar{A})\right)+\bar{\varepsilon}$ for all $A \in \mathscr{B}\left(M_{r+1}(\mathbf{R})\right)$. Since $\operatorname{pr}_{r+1, r}^{-1}\left(A^{\prime}\right) \in \mathscr{B}\left(M_{r+1}(\mathbf{R})\right)$ for any $\overline{A^{\prime}} \in \mathscr{B}\left(M_{r}(\mathbf{R})\right)$, we have

$$
\underline{\mu}_{r+1}^{X}\left(\operatorname{pr}_{r+1, r}^{-1}\left(A^{\prime}\right)\right) \leq \underline{\mu}_{r+1}^{Y}\left(B_{\varepsilon}\left(\operatorname{pr}_{r+1, r}^{-1}\left(A^{\prime}\right)\right)\right)+\varepsilon
$$

Obviously, $B_{\varepsilon}\left(\operatorname{pr}_{r+1, r}^{-1}\left(A^{\prime}\right)\right)=\operatorname{pr}_{r+1, r}^{-1}\left(B_{\varepsilon}\left(A^{\prime}\right)\right)$. Therefore,

$$
\underline{\mu}_{r+1}^{X}\left(\operatorname{pr}_{r+1, r}^{-1}\left(A^{\prime}\right)\right) \leq \underline{\mu}_{r+1}^{Y}\left(\operatorname{pr}_{r+1, r}^{-1}\left(B_{\varepsilon}\left(A^{\prime}\right)\right)\right)+\varepsilon .
$$

By Lemma 3.1, this means

$$
\underline{\mu}_{r}^{X}\left(A^{\prime}\right) \leq \underline{\mu}_{r}^{Y}\left(B_{\varepsilon}\left(A^{\prime}\right)\right)+\varepsilon,
$$

then we obtain $d_{\mathrm{Pr}}^{\left(M_{r}(\mathbf{R}),\|\cdot\|_{\infty}\right)}\left(\mu_{r}^{X}, \underline{\mu}_{r}^{Y}\right) \leq \varepsilon$. By the arbitrariness of $\varepsilon$, we have $d_{\mathrm{Pr}}^{\left(M_{r}(\mathbf{R}),\|\cdot\|_{\infty}\right)}\left(\underline{\mu}_{r}^{X}, \underline{\mu}_{r}^{Y}\right) \leq d_{\mathrm{Pr}}^{\left(M_{r+1}(\overline{\mathbf{R}}),\|\cdot\|_{\infty}\right)}\left(\underline{\mu}_{r+1}^{X}, \underline{\mu}_{r+1}^{Y}\right)$.

Lemma 3.3. Let $X, Y \in \mathscr{X}$. Then we have

$$
d_{l_{\infty}-\operatorname{Pr}}(X, Y)=\lim _{r \rightarrow \infty} d_{\mathrm{Pr}}^{\left(M_{r}(\mathbf{R}),\|\cdot\|_{\infty}\right)}\left(\underline{\mu}_{r}^{X}, \underline{\mu}_{r}^{Y}\right) .
$$

Proof. The inequality

$$
\begin{equation*}
\lim _{r \rightarrow \infty} d_{\mathrm{Pr}}^{\left(M_{r}(\mathbf{R}),\|\cdot\|_{\infty}\right)}\left(\underline{\mu}_{r}^{X}, \underline{\mu}_{r}^{Y}\right) \leq d_{l_{\infty}-\operatorname{Pr}}(X, Y) \tag{3.1}
\end{equation*}
$$

is obtained in the same way as in the proof of Lemma 3.2.
Next, we prove the inequality

$$
\begin{equation*}
d_{l_{\infty}-\operatorname{Pr}}(X, Y) \leq \sup _{r \in \mathbf{N}} d_{\mathrm{Pr}}^{\left(M_{r}(\mathbf{R}),\|\cdot\|_{\infty}\right)}\left(\underline{\mu}_{r}^{X}, \underline{\mu}_{r}^{Y}\right) \tag{3.2}
\end{equation*}
$$

by Lemma 3.2. Let $\varepsilon^{\prime}>0$ satisfy $d_{\mathrm{Pr}}^{\left(M_{r}(\mathbf{R}),\|\cdot\|_{\infty}\right)}\left(\underline{\mu}_{r}^{X}, \underline{\mu}_{r}^{Y}\right)<\varepsilon^{\prime}$ for any $r \in \mathbf{N}$, and $A^{\prime} \in \mathscr{B}\left(M_{\infty}(\mathbf{R})\right)$. By the definition of Prohorov metric, Lemma 3.1 and $\operatorname{pr}_{\infty, r}^{-1}\left(B_{\varepsilon^{\prime}}(A)\right)=B_{\varepsilon^{\prime}}\left(\operatorname{pr}_{\infty, r}^{-1}(A)\right)$ for any $A \in \mathscr{B}\left(M_{r}(\mathbf{R})\right)$, we get

$$
\underline{\mu}_{\infty}^{X}\left(\operatorname{pr}_{\infty, r}^{-1}\left(\operatorname{pr}_{\infty, r}\left(A^{\prime}\right)\right)\right) \leq \underline{\mu}_{\infty}^{Y}\left(B_{\varepsilon^{\prime}}\left(\operatorname{pr}_{\infty, r}^{-1}\left(\operatorname{pr}_{\infty, r}\left(A^{\prime}\right)\right)\right)\right)+\varepsilon^{\prime}
$$

Using the continuity of measure for $\left\{\bigcap_{n=1}^{r} \operatorname{pr}_{\infty, n}^{-1}\left(\operatorname{pr}_{\infty, n}\left(A^{\prime}\right)\right)\right\}_{r=1}^{\infty}$, we have

$$
\begin{equation*}
\lim _{r \rightarrow \infty} \underline{\mu}_{\infty}^{X}\left(\operatorname{pr}_{\infty, r}^{-1}\left(\operatorname{pr}_{\infty, r}\left(A^{\prime}\right)\right)\right)=\underline{\mu}_{\infty}^{X}\left(A^{\prime}\right) \tag{3.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{r \rightarrow \infty} \underline{\mu}_{\infty}^{Y}\left(B_{\varepsilon^{\prime}}\left(\operatorname{pr}_{\infty, r}^{-1}\left(\operatorname{pr}_{\infty, r}\left(A^{\prime}\right)\right)\right)\right)=\underline{\mu}_{\infty}^{Y}\left(B_{\varepsilon^{\prime}}\left(A^{\prime}\right)\right) \tag{3.4}
\end{equation*}
$$

(3.3) and (3.4) lead to $\underline{\mu}_{\infty}^{X}\left(A^{\prime}\right) \leq \underline{\mu}_{\infty}^{Y}\left(B_{\varepsilon^{\prime}}\left(A^{\prime}\right)\right)+\varepsilon^{\prime}$. Then this means

$$
d_{l_{\infty}-\operatorname{Pr}}(X, Y) \leq \varepsilon^{\prime}
$$

We obtain (3.2).
Combining two inequalities (3.1) and (3.2), we have the lemma.
To prove Theorem 1.3, we need a uniformly distributed sequence.

Definition 3.4 (Uniformly distributed sequence). Let $X \in \mathscr{X}$ and $\left\{x_{i}\right\}_{i=1}^{\infty} \subset X$. $\left\{x_{i}\right\}_{i=1}^{\infty}$ is called a uniformly distributed sequence of $X$ if

$$
\frac{1}{n} \sum_{i=1}^{n} \delta_{x_{i}} \rightarrow \mu_{X} \text { weakly as } n \rightarrow \infty
$$

where $\delta_{x_{i}}$ is the Dirac measure at $x_{i}$. We write $E_{X}$ by the set of all uniformly distributed sequences of $X$.

Consider $E_{X}$ as a subset of $X^{\mathbf{N}}$. The next lemma means that there are many uniformly distributed sequences of $X$.

Lemma 3.5 ([6, Lemma 2.4]). Let $X \in \mathscr{X}$. We have $\mu_{X}^{\otimes \mathbf{N}}\left(E_{X}\right)=1$ and in particular, $\underline{\mu}_{\infty}^{X}\left(K_{\infty}^{X}\left(E_{X}\right)\right)=1$.

Finally, we prove the main theorem.
Proof of Theorem 1.3. We first prove the inequality $\square_{1}(X, Y) \leq$ $d_{l_{\infty}-\operatorname{Pr}}(X, Y)$. This is trivial in the case of $d_{l_{\infty}-\operatorname{Pr}}(X, Y)=1$. Let $0<\varepsilon<1$ satisfy $d_{l_{\infty}-\operatorname{Pr}}(X, Y)<\varepsilon$. We apply the definition of $d_{l_{\infty}-}-\operatorname{Pr}$ for $A=K_{\infty}^{X}\left(E_{X}\right)$ and use Lemma 3.5 to have

$$
\underline{\mu}_{\infty}^{Y}\left(B_{\varepsilon}\left(K_{\infty}^{X}\left(E_{X}\right)\right)\right) \geq 1-\varepsilon>0 .
$$

By $\underline{\mu}_{\infty}^{Y}\left(K_{\infty}^{Y}\left(E_{Y}\right)\right)=1$, we have $B_{\varepsilon}\left(K_{\infty}^{X}\left(E_{X}\right)\right) \cap K_{\infty}^{X}\left(E_{Y}\right) \neq \varnothing$. Then there exist two sequences $\left\{x_{i}\right\}_{i=1}^{\infty} \in E_{X}$ and $\left\{y_{i}\right\}_{i=1}^{\infty} \in E_{Y}$ such that

$$
\left|d_{X}\left(x_{i}, x_{j}\right)-d_{Y}\left(y_{i}, y_{j}\right)\right|<\varepsilon
$$

for all $i, j \in \mathbf{N}$. Define mm-spaces $X_{n}$ and $Y_{n}$ by

$$
X_{n}:=\left(X, d_{X}, \frac{1}{n} \sum_{i=1}^{n} \delta_{x_{i}}\right), \quad Y_{n}:=\left(Y, d_{Y}, \frac{1}{n} \sum_{i=1}^{n} \delta_{y_{i}}\right)
$$

From the definition of uniformly distributed sequence and Proposition 2.15, for any $\delta>0$, there exists a number $n_{0} \in \mathbf{N}$ such that $\square_{1}\left(X_{n}, X\right)<\delta$ and $\square_{1}\left(Y_{n}, Y\right)<\delta$ for any $n \geq n_{0}$. Define two parameters $p_{X_{n}}$ and $p_{Y_{n}}$ of $X_{n}$ and $Y_{n}$ by

$$
\begin{aligned}
& p_{X_{n}}(s):= \begin{cases}x_{i} & \text { if } s \in\left[\frac{i-1}{n}, \frac{i}{n}\right), i=1, \ldots, n, \\
x_{n} & \text { if } s=1,\end{cases} \\
& p_{Y_{n}}(s):= \begin{cases}y_{i} & \text { if } s \in\left[\frac{i-1}{n}, \frac{i}{n}\right), i=1, \ldots, n, \\
y_{n} & \text { if } s=1\end{cases}
\end{aligned}
$$

We then have

$$
\left|\left(p_{X_{n}}\right)^{*} d_{X}\left(s, s^{\prime}\right)-\left(p_{Y_{n}}\right)^{*} d_{Y}\left(s, s^{\prime}\right)\right| \leq \varepsilon
$$

for any $s, s^{\prime} \in[0,1]$. This implies $\square_{1}\left(X_{n}, Y_{n}\right)<\varepsilon$. Thus, we have

$$
\begin{aligned}
\square_{1}(X, Y) & \leq \square_{1}\left(X, X_{n}\right)+\square_{1}\left(X_{n}, Y_{n}\right)+\square_{1}\left(Y_{n}, Y\right) \\
& <2 \delta+\varepsilon .
\end{aligned}
$$

By the arbitrariness of $\delta$ and $\varepsilon$, we have $\square_{1}(X, Y) \leq d_{l_{\infty}-\operatorname{Pr}}(X, Y)$.
We next prove the inequality $d_{l_{\infty}-\operatorname{Pr}}(X, Y) \leq \square_{0}(X, Y)$. Let $\varepsilon>0$ satisfy $\square_{0}(X, Y)<\varepsilon$. From the definition of box distance, there exist two parameters $p_{X}, p_{Y}$ of $X, Y$ and a Borel set $T_{\varepsilon}$ on $[0,1]$ such that $\mathscr{L}\left(T_{\varepsilon}\right)=1$ and

$$
\left|\left(p_{X}\right)^{*} d_{X}\left(s, s^{\prime}\right)-\left(p_{Y}\right)^{*} d_{Y}\left(s, s^{\prime}\right)\right|<\varepsilon
$$

for all $s, s^{\prime} \in T_{\varepsilon}$. Define the map $\xi_{r}:\left(T_{\varepsilon}\right)^{r} \rightarrow M_{r}(\mathbf{R}) \times M_{r}(\mathbf{R})$ by

$$
\xi_{r}\left(s_{1}, \ldots, s_{r}\right):=\left(K_{r}^{X}\left(p_{X}\left(s_{1}\right), \ldots, p_{X}\left(s_{r}\right)\right), K_{r}^{Y}\left(p_{Y}\left(s_{1}\right), \ldots, p_{Y}\left(s_{r}\right)\right)\right)
$$

We set $\pi_{r}:=\left(\xi_{r}\right)_{*} \mathscr{L}^{\otimes r}$. This belongs to $\mathscr{M}\left(M_{r}(\mathbf{R}) \times M_{r}(\mathbf{R})\right)$. We will prove that $\pi_{r}$ is an $\varepsilon$-transportation from $\underline{\mu}_{r}^{X}$ to $\underline{\mu}_{r}^{Y}$ and def $\pi_{r} \leq \varepsilon$. Obviously,

$$
\operatorname{supp}\left(\pi_{r}\right) \subset \xi_{r}\left(\left(T_{\varepsilon}\right)^{r}\right) \subset M_{r}(\mathbf{R})(\varepsilon) .
$$

Define two projections $\mathrm{pr}_{1}: M_{r}(\mathbf{R}) \times M_{r}(\mathbf{R}) \rightarrow M_{r}(\mathbf{R}), \mathrm{pr}_{2}: M_{r}(\mathbf{R}) \times M_{r}(\mathbf{R}) \rightarrow$ $M_{r}(\mathbf{R})$ by $\operatorname{pr}_{1}\left(\left(a_{i j}\right),\left(b_{i j}\right)\right):=\left(a_{i j}\right), \operatorname{pr}_{2}\left(\left(a_{i j}\right),\left(b_{i j}\right)\right):=\left(b_{i j}\right)$. Then for all $A \in$ $\mathscr{B}\left(M_{r}(\mathbf{R})\right)$,

$$
\begin{aligned}
\left(\operatorname{pr}_{1}\right)_{*} \pi_{r}(A) & =\left(\operatorname{pr}_{1} \circ \xi_{r}\right)_{*} \mathscr{L}^{\otimes r}(A) \\
& =\mathscr{L}^{\otimes r}\left(\xi_{r}^{-1}\left(\operatorname{pr}_{1}^{-1}(A)\right)\right) \\
& =\mathscr{L}^{\otimes r}\left(\xi_{r}^{-1}\left(A \times M_{r}(\mathbf{R})\right)\right) \\
& =\mathscr{L}^{\otimes r}\left(\left\{\left(s_{1}, \ldots, s_{r}\right) \in\left(T_{\varepsilon}\right)^{r} \mid K_{r}^{X}\left(p_{X}\left(s_{1}\right), \ldots, p_{X}\left(s_{r}\right)\right) \in A\right\}\right) \\
& =\mu_{X}^{\otimes r}\left(\left\{\left(x_{1}, \ldots, x_{r}\right) \in X^{r} \mid K_{r}^{X}\left(x_{1}, \ldots, x_{r}\right) \in A\right\}\right) \\
& =\underline{\mu}_{r}^{X}(A) .
\end{aligned}
$$

This leads to $\left(\mathrm{pr}_{1}\right)_{*} \pi_{r}=\underline{\mu}_{r}^{X}$. In the same way, we get $\left(\mathrm{pr}_{2}\right)_{*} \pi_{r}=\underline{\mu}_{r}^{Y}$. Then $\pi_{r}$ is an $\varepsilon$-transportation from $\underline{\mu}_{r}^{X}$ to $\underline{\mu}_{r}^{Y}$ and def $\pi_{r}=0 \leq \varepsilon$. This means that $\operatorname{Tra}^{\left(M_{r}(\mathbf{R}),\|\cdot\|_{\infty}\right)}\left(\underline{\mu}_{r}^{X}, \underline{\mu}_{r}^{Y}\right) \leq \varepsilon$. We get $\overline{d_{l_{\infty}-}}-\operatorname{Pr}(X, Y) \leq \square_{0}(X, Y)$ by Theorem 2.9, the arbitrariness of $\varepsilon$, and Lemma 3.3.

Combining these two inequalities, we obtain the theorem.

Proof of Proposition 1.4. First, we prove $\square_{1}\left(X_{n}, X\right)=n^{-1}$. For any parameter $p_{X_{n}}$ of $X_{n}, \mathscr{L}\left(p_{X_{n}}^{-1}\left(\left\{p_{1}\right\}\right)\right)=1-n^{-1}$. Then we have $d_{\left\{p_{1}, p_{2}\right\}}\left(p_{X_{n}}(s), p_{X_{n}}\left(s^{\prime}\right)\right)$ $=0$ for any $s, s^{\prime} \in p_{X_{n}}^{-1}\left(\left\{p_{1}\right\}\right)$. This means that $\square_{1}\left(X_{n}, X\right)=n^{-1}$.

It is obvious that $\square_{0}\left(X_{n}, X\right)=1$ for any $n \geq 2$.
Next, we prove $d_{l_{\infty}-\operatorname{Pr}}\left(X_{n}, X\right)=1$ for any $n \geq 2$. We set the Borel set $A_{r}$ on $M_{r}(\mathbf{R})$ by

$$
A_{r}:=\left\{\left(a_{i j}\right) \in M_{r}(\mathbf{R}) \mid \text { there exist } k, l \in\{1, \ldots, r\} \text { such that } a_{k l}=1\right\} .
$$

Then we have

$$
\begin{aligned}
\underline{\mu}_{r}^{X_{n}}\left(A_{r}\right) & =\mu_{X_{n}}^{\otimes r}\left(\left\{\left(x_{1}, \ldots, x_{r}\right) \in X_{n}^{r} \mid\left(x_{1}, \ldots, x_{r}\right) \neq\left(p_{i}, \ldots, p_{i}\right), i=1,2\right\}\right. \\
& =\sum_{k=1}^{r-1}\binom{r}{k} n^{-k}\left(1-n^{-1}\right)^{r-k} \\
& =1-n^{-r}-\left(1-n^{-1}\right)^{r} .
\end{aligned}
$$

It is obvious that $\underline{\mu}_{r}^{X}\left(A_{r}\right)=0$ and $\underline{\mu}_{r}^{X}\left(B_{1-n^{-r}-\left(1-n^{-1}\right)^{r}}\left(A_{r}\right)\right)=0$ for any $n \in \mathbf{N}$. Let $\varepsilon>0$. We have $\underline{\mu}_{r}^{\overline{X_{n}}}\left(A_{r}\right) \leq \underline{\mu}_{r}^{X}\left(B_{\varepsilon}\left(\overline{A_{r}}\right)\right)+\varepsilon$ if and only if $\varepsilon \geq 1-n^{-r}-\left(1-n^{-1}\right)^{r}$. This means that $d_{\mathrm{Pr}}^{\left(M_{r}(\mathbf{R}),\| \|_{\infty}\right)}\left(\underline{\mu}_{r}^{X}, \underline{\mu}_{r}^{X_{n}}\right) \geq 1-n^{-r}-\left(1-n^{-1}\right)^{r}$. For any $n \geq 2$, we get $d_{l_{\infty}-\operatorname{Pr}}\left(X_{n}, X\right)=1$ by Lemma 3.3.
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