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Abstract

In heavy-ion collision experiments, the study of event-by-event fluctuation is a powerful tool to
characterize the thermodynamic properties of the hot and dense QCD matter. According to
the Lattice QCD calculations, an analytic crossover exists at small pp regions, but there is no
experimental evidence for the location of predicted crossover, and the detail structure of the
QCD phase diagram is not known well. Especially, the location of the critical point which is the
end point of the first-order phase transition boundary is unknown. According to the theoretical
prediction, higher-order fluctuations of conserved quantities, such as net-baryon, net-charge and
net-strangeness, diverge near the critical point. In addition, it is thought that up to the sixth-
order cumulants and cumulant ratios of conserved quantities may be the signal of the crossover.
The STAR experiment published up to the fourth-order cumulants and cumulant ratios of net-
proton, net-charge and net-Kaon distributions. In this thesis, cumulants and cumulant ratios of
net-charge distributions up to the sixth-order in Au+Au collisions at /syny = 200 and 54 GeV
have been measured, and compared to Poisson, NBD baseline and UrQMD simulation. The
results are also compared to the net-proton results which have already reported as a preliminary
by the STAR experiment. It was reported that Cg/C> had the negative value at /syy = 200
GeV and positive value at \/syn = 54 GeV in 0-40% centrality in net-proton results. In net-
charge Cg/Ca, the small deviation has been observed in 40-50% centrality at \/syn = 54 GeV,
but consistent with the baseline within statistical errors in other centralities. The deviations
from the statistical baseline have not been observed at /syy = 200 GeV.

Compared to the published net-charge results, analysis and correction methods are improved.
The efficiency corrections have been done for different pr regions and the different particles
species separately whereas average efficiencies were applied in published results. The factorial
cumulant method makes it possible to calculate cumulants with shorter CPU time compared
to the factorial moment method which is the conventional method. So (= C3/C3) and ko>
(= C4/Cs) of the net-charge distributions at \/syy = 54 GeV are newly measured in addition
to the published Beam Energy Scan I (BES-I) results, and the results at \/syny = 54 GeV are
in good agreement with the previous BES-I results.

In addition to the sixth-order cumulants analysis, An, which represents the finite rapid-
ity window, dependence of net-charge cumulants have been measured. ALICE experiment
published An dependence of D-measure which corresponds to the second-order cumulant over
multiplicity in Pb-Pb collisions at /syy = 2.76 TeV. When we suppose hadron gas, D-measure
is expected to be 3-4, while it would be about 1-1.5 in QGP. ALICE reported that D-measure
decreases with increasing An, and also decreases when going from peripheral to central colli-
sions. However, An dependence of net-charge cumulants including D-measure have not been
investigated in great detail at lower beam energies. Theoretically, An dependence of D-measure,
third and fourth-order cumulants are predicted by the diffusion master equation (DME) model
calculations but there are many parameters of the initial conditions. Therefore, it is important
to measure these values experimentally in order to determine the initial condition parameters
of the model.

In this thesis, An dependence of net-charge cumulants, cumulant ratios and D-measure have
been measured at BES-I energies, /sy = 7.7, 11.5, 14.5, 19.6, 27, 39, 62.4 and 200 GeV. D-
measure has been observed to decrease with increasing An, and this increasing trend is stronger



at higher beam energies, which do not conflict with the previous results from ALICE. The
C3/Cy and Cy/Co have been observed to increase with An in all BES-I energies except for the
most central collision at /syy = 200 GeV, which are close to the model prediction with the
large higher-order susceptibilities.

Finally, the validity of the new correction method called Volume Fluctuation Correction
(VFC) has been studied. Initial volume fluctuation (VF) caused by event-by-event initial par-
ticipant fluctuation would be the background which should be subtracted experimentally from
the measured higher-order cumulants. STAR experiment has been applying Centrality Bin
Width Correction (CBWC) to suppress VF. However, there might be some residual fractions of
VF backgrounds even with CBWC. Recently, the VFC was developed under the assumption of
the independent particle production (IPP) model. In this thesis, the importance of subtracting
VF and validity of the VFC for both net-charge and net-proton cumulants have been studied
by using simple toy model assuming IPP as well as UrQMD model. The results shows that
VFC works could need to be applied in toy model, but does not seem to work well in UrQMD
model, which imply that IPP model is expected to be broken in UrQMD. If we apply VFC to
the experimental data, we would need to consider this effect.

In addition, there is a physics correlation between multiplicities used for the centrality
determinations and the number of charged particles which are used for the cumulant analysis.
This correlation may suppress the cumulants like an auto-correlation effect. Thus, we would
have to treat this effect which is not considered in toy model simulation. UrQMD simulation
tells that using the experimental centrality definition, which corresponds to the multiplicity
measured in 0.5 < |n| < 1 in net-charge analysis and 0 < |n| < 1 without proton and anti-proton
in net-proton analysis, are not enough to eliminate the multiplicity correlation. Therefore, we
would have to consider these effect in future analysis. At STAR experiment, using the Event
Plane Detector (EPD) which is used for the external centrality measurement from BES-II could
be one of the solution to reduce this effect.
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Chapter 1

Introduction

In this chapter, we introduce the fundamental particles and the theory of the strong interaction
which is described by Quantum Chromodynamics (QCD). Then, phase transition of the QCD,
previous results are shown and finally thesis motivation is discussed.

1.1 Standard Model

Atoms composing the matter in our world consist of nuclei and electrons. Nuclei consist of
nucleons, such as protons and neutrons, are composed of three quarks. Quarks are considered
as the most fundamental particles. This hierarchical structure of the matter is shown in Fig. 1.1.

Matter Atom Electron Proton

Nucleus

Figure 1.1: Hierarchical structure of the matter [1]

Properties and interactions of the elementary particles are well described by Standard Model.
In this world, there are four fundamental forces which are gravitational, electromagnetic, strong
and weak interactions, and Standard Model can describe three interactions without gravitational
force. Fig. 1.2 shows the Standard Model of elementary particles. There are 12 fermions of spin
%, 4 gauge boson of spin 1 and Higgs bosons of spin 0. Each particle is characterized by their
mass, spin and the electric charge which are written in Fig. 1.2. Fermions can be classified into
2 groups which are 6 quarks (u,d, ¢, s,b,t) and 6 leptons (e, ft, T, Ve, vy, 7). The gauge bosons
are vector bosons and carry the fundamental interactions. The Higgs boson is the scalar boson,
and experimentally confirmed in December, 2013 for the first time. The Higgs field gives the
mass of the SM particles.
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Figure 1.2: Standard Model of Elementary Particles [2]

1.2 Quantum Chromodynamics

The strong interaction is known for the mechanism of the strong nuclear force and the strong in-
teraction between quarks and gluons which are described by Quantum Chromodynamics (QCD).
The classical Lagrangian density (.£) of the QCD [3][4] is expressed by

Nf
. 1
£ = Zq]c(w“D“ —myg) — ZF‘?”FS”’ (1.1)
f

where 7# is called gamma matrices or Dirac matrices and gy is the quark field. According to
the QCD, each quark has three flavor which comes in three different colors (f = 1,2,3). D,
represents the co-variant derivative of QCD and F},, is defined as gluon field strength tensor.
F}, and D,, are expressed by

. Aa 4
D, = 0.+ zg?AM, (1.2)
Fﬁu = 8MA3 - 81/142 - gfabcAZAzcn (1.3)

where A, denotes the Gell-Mann matrix, and A}, is the gluon field of color (a = 1,2...8). g is
the coupling constant of QCD, which corresponds to the charge e in electromagnetic dynamics.
The quarks are combined to form hadrons. Hadrons are classified into baryons and mesons.
Baryons are the fermions consist of three quarks, such as protons and neutrons. Mesons are the
bosons consist of two quarks, such as pion and Kaon.
There are two important characteristics of QCD which are ”color confinement” and ” asymp-
totic freedom”. If momentum transfer ) is large (Q > 1 GeV) or distance among partons is



small, perturbative QCD (pQCD) calculation can be used. According to pQCD calculations,
coupling strength represented as as can be written by

1
2y
as(Q7) = Bon(Q%/A2)’ (1.4)
where [y is written as
33 —2N
By = Tf (1.5)

A is called the QCD scale parameter and Ny is the number of quark flavors. ) represents the
transfer momentum.

If distance among partons is small or () is large, as become smaller which means that
interaction among quarks become asymptotically weak. This property is called asymptotic
freedom. On the other hand, if distance among partons is large or @) is small, as became larger
which means that partons are confined in hadron, which is called color confinement. Fig. 1.3
shows the coupling strength as a function of transfer momentum, and the solid line shows the
pQCD calculation.

April 2016
v T decays (N3LO)
DIS jets (NLO)
Heavy Quarkonia (NLO)
e'e jets & shapes (res. NNLO)
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Figure 1.3: The coupling constant as a function of transfer momentum [5]



1.3 Quark-Gluon Plasma

From Eq.(1.4), the coupling strength diverges with Q—0. This result shows pQCD calculation
can not be applied for small @) region. Lattice QCD is one of the non-perturbative methods,
and tells us properties of the quarks at small Q region. Fig. 1.4 shows the ¢/T* as a function
of temperature 1" scaled by critical temperature T, by Lattice QCD calculations, where € is the
energy density [6]. At Fig. 1.4, ¢/T* is largely changed around T'~T,. The extrapolated T, is
T. = 155 MeV for Ny = 3 case and €. corresponds to € = 0.5-1.0 GeV/c.

16.0 —
4

14.0 T4 ) esg/T

12.0 | - —=

10.0 i Z 1

8.0 i

6.0 - 3 flavour —— 1

2+1 flavour ——

4.0 2 flavour —— 1

2.0 1
T/T,

0.0

1.0 1.5 2.0 2.5 3.0 3.5 4.0

Figure 1.4: ¢/T* as a function of the temperature 7/T, from Lattice QCD calculation [6]

This large jump indicates that phase transition occurs around 7, from hadron phase to
”Quark-Gluon Plasma (QGP)” phase. QGP phase is considered as a new phase that quarks
and gluon move freely like a "plasma”. Fig. 1.5 shows the sketch of the phase transition from
hadron to QGP phase.

Heat ' Quark-Gluon
Pressure + (creates pions) Plasma

¥

v

- ?

Figure 1.5: Sketch of the QCD phase transition [7]

The ¢/T* jump shown in Fig. 1.4 can be explained by very simple model called ”Bag model”
[3][8]. Let us introduce the massless free pion gas and free quarks and gluons gas. Then, energy



density and entropy density can be written as follows:

2

€= 3dﬂ%T4, (1.6)
7.[.2
= 4d7r%T3, (1.7)

where d; is the number of degrees which is expressed as
dr = N7 —1, (1.8)

where Ny is the number of flavors. Next, energy density and entropy density in QGP phase can
be written by the same procedures as:

2

T
€Qap = 3ngp%T4—|—B, (1.9)
sQap = 4dQGP%T, (1.10)

where B represents bag constant and dggp is written as

7
dQGP = dg—i- édq’ (1.11)
dg = NspinlNeg, (1.12)
dg = NspinlNggNegNy. (1.13)

dgy and dg show the number of degrees of gluon and quark respectively. In this case, number of
degrees of spin, color, flavor and quark/anti-quark are Ny, = 2, Neg = 3, Ny = 2 and Nyg = 2
respectively, and number of degrees of gluon color is No; = 8. As aresult, d =2x2—-1=3
and dgogp =2 x 2+ % X 2x2x3x2=237. Therefore, eggp is twelve times larger than ey and
this result is consistent with the Lattice QCD results even though assumptions of this model
are very simple.

Fig. 1.6 shows the history of the universe. It is believed that QGP existed after ~ u seconds
from the Big Bang. Then, QCD phase transition occurred and hadrons were formed. After
that, nuclei, atoms, planet, galaxy and finally our present universe were formed. Therefore,
discovering the properties of QGP means not only understand the properties of the quarks but
also understand the beginning of the universe. In addition, QGP is considered to exist inside
of the neutron star because of the high density.

The phase transition from QGP phase to hadron phase is also explained by ”chiral symmetry
breaking” which is the spontaneous symmetry breaking of the chiral symmetry. For example,
proton is composed of two up quarks and one down quark. However, the proton mass (938
MeV) is much larger than sum of the quark mass in Fig. 1.2. Therefore, the mass of the matter
around us is mostly coming from QCD, and the mass given by Higgs field is only few percent
fraction of the matter.
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Figure 1.6: History of the universe [5]

1.4 Relativistic heavy-ion collision

As mentioned in the previous section, QGP can exist at extremely high temperature or high
density places. Therefore, it is difficult to create QGP on the earth. A unique way to create
QGP on the earth is using heavy-ion collider. Charged particles are accelerated by the collider
up to the nearly speed of the light, and then collide at the point. This way we can achieve
very high temperature and create QGP, the matter close being created after the Bing Bang.
Therefore, this is called ”Little Bang”. In order to create and figure out the properties of
the QGP, various experiments have been conducted at RHIC-STAR experiment at BNL or
LHC-ALICE experiment at CERN, etc. Tab. 1.1 shows the history of the heavy-ion collision
experiment.



Table 1.1: Summary of relativistic heavy-ion collisions

Year Accelerators Location Species snN Energy(GeV)
1986 AGS BNL 160, 285i 5.4

1992 7 Ay 4.8

1986 SPS CERN 160, 323 19.4
1994 208pt, 17.4
2000 RHIC BNL 7 Ay 130

2001 7 Ay 200

2003 d+17Au 200
2004 7 Ay 200, 62.4
2005 63Cu 200, 62.4, 22.4
2007 200 Ay 200
2008 d+197Au 200, 62.4
2010 7 Ay 200, 62.4, 39, 11.5, 7.7
2011 7 Ay 200, 19.6, 27
2012 238y 193
2012 63Cu4+17Au 200
2014 7 Ay 200, 14.6
2014 3He+17Au 200
2015 p+17Au 200
2015 p+197Al 200
2016 7 Ay 200
2016 d+Y7Au 200, 62.4, 19.6, 39
2017 7 Ay 54

2018 967y 9Ru 200
2018 197 Ay 27

2010 LHC CERN 208pp 2760
2011 208pt, 2760
2013 p+208Pb 5020
2015 208pt, 5020
2016 p+2%Pb 5020, 8160
2017 129% e 5440
2018 208pp, 5020

Next, we will consider the space-time evolution after heavy-ion collision at the experiment.
Fig. 1.7 is the schematic description of the heavy-ion collision. z and t represent the space
and time dimension, and both nuclei collide at (¢,z) = (0,0). In relativistic heavy-ion colli-
sion, it is useful to use kinetic variables which take simple form or unchanged under Lorentz
transformations. Therefore, let us introduce the proper time of the particles which is defined as

T =412 — 22,

(1.14)

In Fig. 1.7, t> — 22 > 0 region is called time-like region and t? — 22 < 0 is called space-like region.
In heavy-ion collision, particle production occurs in the upper half of the time-like region. After



collisions, particles are produced by following procedures.

Pre-equilibrium 0 < 7 < 7
A lot of particles are produced by parton-parton hard scattering in the overlap region of two
nuclei. Several model such as pQCD, color Glass Condensate (CGC) and string model tried to
describe this stage. However, medium properties are not understood perfectly.

QGP phase and phase transition 7y < 7 < 7,
After Pre-equilibrium stage, partonic matters reach to the local thermal equilibrium and the
QGP is formed. After that, the system expands due to the high pressure, and then system cool
down. QCD phase transition takes place at critical temperature T, and hadrons are formed.

Freeze-out 71 <7 <7y
Then, system expands with hadron-hadron interaction and number of species are fixed at T,
which is called ”Chemical freeze-out”. Then, hadron interactions are stopped and momentum
of the particles are fixed at Ty which is called ”Kinetic freeze-out”.

Hadron gas QCD phase

transition

QGP

%

Figure 1.7: Time-space expansion after the heavy-ion collision [9]



1.5 Beam Energy Scan (BES)

Fig. 1.8 shows the schematic diagram of QCD. According to the Lattice QCD calculations,
crossover transition occurs at small pp region. However, there are no experimental evidence of
crossover or first-order transition. Especially, the location of the Critical Point (CP) which is
the end point of the first-order phase transition boundary is still unknown. In order to figure
out the detail structure of the QCD phase diagram, Beam Energy Scan I (BES-I) program had
been done from 2010 to 2014 at /sy = 7.7, 11.5, 14.5, 19.6, 27, 39, 62.4 and 200 GeVat RHIC.
If the collision energy become lower, pp become larger due to the baryon stopping. Therefore,
we can scan the phase diagram with variable collision energy with different pp and 7. Thus,
it is important to measure the observables with various collision energies in order to figure out
the structure of the phase diagram and find the evidence of CP.

Figure 1.8: The sketch of the QCD phase diagram [10]

1.5.1 Freeze-out parameters

Chemical freeze-out parameters, such as T.; and pp, can be extracted from particles yields
fit using the THERMUS package. Left hand side panel of Fig. 1.9 shows the chemical freeze-
out temperature as a function of baryon chemical potential using Grand-Canonical Ensemble
(GCE) [11]. The grey bands show the theoretical prediction ranges. In addition, kinetic freeze-
out temperature Ty, and transverse radial flow velocity 5 are obtained by fitting the pr spectra
with blast wave model. Right hand side panel of Fig. 1.9 shows the Tj;, as a function of ().
These results give us a lot of information about freeze-out line.
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Figure 1.9: Chemical freeze-out temperature versus baryon chemical potential for Grand Canon-
ical Ensemble (left). Kinetic freeze-out temperature versus 4 (right) [11].

1.5.2 Event-by-event fluctuations

Event-by-event fluctuation is a one of the powerful tool to characterize the thermodynamic
properties of the hot and dense QCD matter. It is said that the correlation length (£) diverges
at the CP [12]. ¢ is related to the cumulants and moments of the distributions of conserved
quantities, such as net-baryon, net-charge and net-strangeness [13, 14]. The higher-order cu-
mulants are more sensitive to the CP than lower-order cumulants. In other words, higher-order
cumulants have a stronger dependence on £. Cumulants are proportional to the volume. There-
fore cumulant ratios are independent of the volume and usually measured as a observables.
Details about cumulants and moments are explained at the next chapter.

Experimentally, net-proton and net-Kaon are measured as a proxy for the net-baryon and
net-strangeness. STAR experiment published up to the fourth-order fluctuations of net-proton,
net-charge and net-Kaon distributions. Fig. 1.10 shows the published results of net-proton [15],
net-charge [16] and net-Kaon [17] cumulant ratios. In most cases, cumulants ratios are consistent
with statistical baseline. Therefore, it is difficult to extract the signal of phase transition from
these results.

However, an interesting energy dependence is observed when we extend the pr range by using
TOF detector. Fig. 1.11 shows the preliminary results of net-proton cumulants with transverse
momentum range 0.4 < pr < 2 GeV/c [18]. Momentum range of the published result which is
shown at the left hand side of the Fig. 1.10 is 0.4 < pr < 0.8 GeV /¢, and only TPC is used
for PID. The xo? (= C4/Cs) shows the non-monotonic behaviour with beam energy for 0-5%
centrality. At higher energy region, xko? is close to the unity. On the other hand, we observe
a minimum which is smaller than unity around /sxy = 20 GeV, and the observed value at
VSNN = 7.7 GeV is larger than unity.

10
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(middle) and net-Kaon [17] (right) as a function of beam energy from Beam Energy Scan I
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Figure 1.11: Net-proton cumulant ratios up to the fourth-order using TPC and TOF detector
[18]
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1.5.3 Other observables

The interesting behaviour seen at the net-proton results was also seen in different experimental
observables. The left hand side of Fig. 1.12 is the directed flow slope as a function of beam
energy with various particle species [19]. Energy dependence of net-proton and net-\ v; slope
are similar to net-proton fluctuation results, and both results have minimum value around 20
GeV.

The right hand side of Fig. 1.12 shows the charged hadron yield as a function of centrality
[20]. Cronin effect is dominant at 7.7 and 11.5 GeV and the suppressions were observed down
to /snN = 14.5 GeV. In other words, trends are changed around ,/sxy = 10-20 GeV.
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Figure 1.12: Directed flow slope versus beam energy in Au+Au collisions (left) [19]. Charged
hadron Y ((Npqert)) for two ranges of pr (right) [20].

Fig. 1.13 shows the HBT radii R2,, — R?,,_ as a function of beam energy for various cen-
tralities [21]. Maximum value was observed around 20 GeV in all centralities.

We introduced the BES-I results of various observables and a lot of interesting behaviour
can be observed at lower energy regions. Beam Energy Scan II (BES-II) program has been
conducted to investigate low energy with high statistics from 2019.

12



10 -
4

®@ 6O @ X% > 4«
N
@
w
S
S

Rzout - R2'side (fmz)

0
0.001 0.01 0.1 1 10

S (TeV)

2

2.+ — R%,.) versus beam energy in Au+Au collisions [21].
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1.6 Thesis motivation

This thesis is composed of measurements of up to the sixth-order fluctuations, An dependence
of net-charge distributions and the study of the volume fluctuation correction. In this section,
three different motivations are introduced.

1.6.1 Sixth-order fluctuations

As we said at previous section, STAR published up to the fourth-order cumulants of net-proton,
net-charge and net-Kaon distributions for BES-I energies. Recently, it is suggested that sixth-
order fluctuation have an important role to figure out the QCD phase transition. The left
panel of Fig. 1.14 shows the xg/x2, which corresponds to Cs/Co experimentally, as function
of temperature over pseudo-critical temperature 7T}, from theoretical predictions using PQM
model [22]. The right panel of Fig. 1.14 shows the values of ys/x2 and x4/x2 of net-baryon
and net-charge fluctuation. The values of the first low are calculated from Hadron Resonance
Gas model. The values for second and third low show the cumulant ratios at hadron phase and
chiral crossover temperature respectively. If crossover transition occurred, sixth-order cumulant
ratios of conserved quantities have negative values. Fig. 1.15 shows the xg/x2 of net-baryon
distribution from Lattice QCD calculation and negative xg/x2 was also seen around T, [23].
Therefore, sixth-order cumulants of the conserved quantities may be the good observables to
search for the signal from the crossover transition.

Recently, STAR reported the sixth-order cumulants of the net-proton distributions which is
shown at Fig. 1.16. The left panel of Fig. 1.16 shows the centrality dependence of net-proton
cumulants at /sy = 200 GeV [24] ,and the right hand side panel is 0-40% merged results
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Figure 1.15: x¢/x2 versus temperature from Lattice QCD calculation. [23]

14

280



which are compared with UrQMD model and /sxy = 54 GeV results [25].

The negative signal at /snn = 200 GeV and the positive signal at \/sny = 54 GeV were
observed in most central collisions. However, statistical uncertainties are large especially in
central collisions. Therefore, it is not enough to conclude that these results imply the signal
from the crossover. It is important to discuss the results not only net-proton but also net-
charge fluctuation. In this thesis, centrality dependence of up to the sixth-order cumulants of

net-charge distributions are shown, and compare to net-proton results.

40 [ Au+Au @ \/?I\JN =200 GeV 70-80% 60-70% 50-60% 40-50% 0-40%
L T T
2 ]
r ® 04<p <20GeVic, |y|<0.5 Net-Proton, lyl<0.5, 0.4<p1<2.0 GeV/c
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Figure 1.16: Cs/C> of net-proton distributions as a function of centrality at /sy = 200 GeV
(left) [24] and 0-40% merged results at /sy = 54 GeV and 200 GeV (right) [25]

As it is said at the previous section, up to the fourth-order cumulants of net-charge dis-
tributions have already published. However, improvements of analysis and correction methods
are necessary from published method in sixth-order cumulant analysis. In published net-charge
results, averaged efficiencies between positively and negatively charged particles and among
different particles species are used for efficiency corrections. Therefore, Particle Identification
(PID) had not been done in published paper. However, it is said that efficiency correction
using averaged efficiency would give artificial results when the distribution do not follow Pois-
son distribution. At Fig. 1.17 shows the deviation of the efficiency corrected cumulants with
averaged efficiency [26]. In addition, these deviation are larger with the order of the cumulants.
Therefore, sixth-order cumulants are largely affected by this effect, and we should correct the
experimental efficiency separately if efficiencies are different among different phase space.

For example, efficiencies are different among different particle species (7%, K*,p and p),
between low-pr and high-py region, and positively and negatively charged particles [27]. In
this thesis, PID has been done, and the efficiency corrections have been done separately with
12 efficiency bins using factorial cumulant method [26] whereas there is only 1 efficiency bin in
published paper.
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Figure 1.17: Deviations of the efficiency corrected values of cumulants using averaged efficiency
assuming the distribution which has 5% smaller cumulants than Poisson distributions [26]

1.6.2 D-measure and An dependence

Fig. 1.18 shows the D-measure which corresponds to the second-order cumulant over entropy
density as a function of An in Pb-Pb collision at /sny = 2.76 TeV from ALICE experiment
[28]. An represents the rapidity window. For example, —0.5 < 1 < 0.5 corresponds to An =1
and An was fixed to 1 in published results at Fig. 1.10. The value of D-measure was estimated
by several theoretical calculations, and D-measure takes D = 3-4 in hadron gas and D = 1-1.5
in QGP.
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Figure 1.18: D-measure as a function of An for three centralities in Pb-Pb collision at

V/SNN = 2.76 TeV from ALICE experiment 28]

Fig. 1.18 shows that D-measure decreases with rapidity window A, and also decreased
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when going from peripheral to central collisions. Therefore, D-measure is close to theoretically
predicted value of QGP at larger An, and close to hadron region at smaller An.

This trend, where D-measure decreases with An, was studied theoretically and well described
by the diffusion master equation (DME) model [29, 30]. Fig. 1.19 shows an illustration for the
DME model. In one dimensional case, we divide the coordinate into discrete cells. We set the
length of each cell as a and index the cells by an integer m. The number of particles of cell m is
donated as n,, and P(n,t) is defined as probability function with n = (- -+ |, nyp—1, N, Nng1, -+ )
at time t. We introduce v which is probability that each particle moves to adjacent cells per
unit time.

eon .nm no. e
|.‘| Y | PY !‘.ooo|.
—— n
Y a

Figure 1.19: System described by diffusion master equation [29][30]

Then we can write the probability function P(n,t) as

0-P(n,7) =y(t) Y [(nm + 1) {P(n+ emn — emi1,7) + P(n+ €m — €p1,7)}
m (1.15)
—2n, P(n, 7)),

where e, is the vector that all components are zero except e, = 1. Then we take continuous
limit a — 0.

Fig. 1.20 shows the D-measure as a function of An for two initial conditions and D-measure
was observed to decrease with expending An. Not only up to the second-order fluctuation,
such as D-measure, but also third and fourth-order cumulants are calculated by the model.
Fig. 1.21 and Fig. 1.22 show the An dependence of third and fourth-order cumulants that are
normalized by C7 and N, respectively for several initial parameters which are a, b, ¢ and D,,.
D,, is nt"-order susceptibilities, and there are a lot of results which correspond to the different
initial conditions. Thus, it is important to determine the initial parameters by comparing with
the experimental results.

STAR published D-measure results [31] at \/snn = 19.6, 62.4, 130, and 200 GeV. However,
An dependence of higher-order net-charge cumulants and D-measure at lower energy region
have not measured yet. In this thesis, An dependence of D-measure and up to the fourth-order
cumulants of net-charge distribution at BES-I energy (/sny = 7.7, 11.5, 14.5, 19.6, 27, 39, 62.4
and 200 GeV) are shown and compare with the previous ALICE results and the theoretical
predictions.
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Figure 1.20: D-measure as a function of An for two initial conditions [29]
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1.6.3 Volume Fluctuation Correction

Initial volume fluctuation (VF) is the event-by-event fluctuation of number of participant nu-
cleons (Ny) in heavy-ion collision experiment. On higher-order event-by-event fluctuation
analysis, the VF is one of the experimental backgrounds which should be taken into account.
Specifically, it is well known that experimentally measured cumulants of net-particles are arti-
ficially enhanced due to the VF [32]. One of the possible way to suppress the VF is applying
Centrality Bin Width Correction (CBWC) [32] which is the data driven conventional method,
and STAR experiment has been applying this method. However, there might be some residual
fractions of VF backgrounds even with CBWC. Recently, a new correction method called Vol-
ume Fluctuation Correction (VFC) [33] is proposed under the assumption of the independent
particle production (IPP) model. HADES experiment applied this new correction method to the
experimental data [34]. The left hand side panel of Fig. 1.23 shows the centrality dependence
of net-proton ko? at HADES experiment. Color difference represents the different correction
method. Green and blue marker show the traditional efficiency corrected results based on bino-
mial distribution model, and the yellow and red marker show the results corrected by unfolding.
Blue and red marker show the volume fluctuation corrected results which are suppressed by the
correction compared with the green and yellow results. The right hand side panel of Fig. 1.23
shows the energy dependence of net-proton xo? from HADES experiment with published STAR
results. Black and red color represent the mid central and most central collisions and these color
also represent the unfolding results. Traditional efficiency correction results are shown as green
gradation color. VFC was applied for both results whereas STAR did not applied VFC for the
data.
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L Unfolding o - m  HADES 30-40 %
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Figure 1.23: Centrality dependence of ko2 of net-proton distributions for each correction method
at HADES experiment (left). Energy dependence of ko2 of net-proton distributions at HADES
and STAR experiment [34].

As shown in Fig. 1.23, the values of the cumulants strongly depend on the correction method.
The validity of the VFC has already been studied by using simple toy model [33]. However, it is
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not obvious that VFC works well when we apply this method to the experimental data because
IPP model is expected to be broken in real experiment whereas IPP is established in the toy
model. Thus, it is important to study the validity of the VFC in more realistic case where IPP
is expected to be broken, but such studies have not been done yet. In this thesis, the validity
of the VFC is studied by using toy model and the UrQMD model simulations.
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Chapter 2

Moments and Cumulants

In this section, moments and cumulants which are used for experimental observables are intro-
duced with some important statistical basics.

2.1 Net quantities

Net-quantities, such as net-charge, net-baryon and net-strangeness, have an important role
because they are conserved values. Net-charge can be measured directly by the experiment
whereas net-proton and net-Kaon are measured as a proxy for net-baryon and net-strangeness.
The net-quantities are defined by

0Ny = Ny — Ny, (2.1)

where N, represents the number of baryon, charge or strangeness and N; represents the
number of anti-particles. For example, net-charge is defined as Ny — N_ where N, and N_ are
number of positively and negatively charged particles for each event respectively. N, and Ng
are not conserved quantities due to the pair production and annihilation but net-charge is not
affected by these effect. That is the reason why net-quantities are ”conserved”. Fig. 2.1 shows
the event-by-event net-proton distributions for three different centralities in Au+Au collision
at \/snn = 200 GeV at the STAR experiment [15].

2.2 Moments

The n'*-order non-central moments is defined by
m") =S m"P(m), (2.2)
m

where m is defined by the integer stochastic variable, and P(m) represents the probability
distribution satisfying ) P(m) = 1. The bracket represents the statistical average and the
n-order central moments are also defined by

{om™) = ((m — (m))"). (2.3)
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Figure 2.1: Event-by-event net-proton distributions for three centralities in Au+Au collision at
/SNN = 200 GeV at the STAR experiment [15]

By definition, (dm!) = 0. If the variable is continuous stochastic variable which is defined as z,
the moments can be written as

(@") = a"P(x). (2.4)

Then, Mean (M), variance (02), skewness (S) and kurtosis (K) are defined by

M = (), (2.5)
ot = ((z— ()
= (2%) — (), (2.6)
s = @) (2.7)
o3’ '
Kk = g?—?). (2.8)

Skewness and kurtosis represent the ”asymmetry” and ”tailedness” of the distributions respec-
tively.

Then, moment generating function is introduced in order to calculate higher-order moments
easily, which is defined as

M@©B) = (X) (2.9)
B >, €/ P(m)  forinteger case (2.10)
N Jo° e?*P(z)dz  for continuous case '
The nt?-order moments are given by the derivatives of M () as
n dn
(m") = — 5w M(0)lo=o. (2.11)
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Figure 2.2: Typical distribution functions with non-zero skewness (left) and kurtosis (right) [30]

For example, second-order moments can be written as

d2

WM(GNG:O = <m260X>070

= (m?). (2.12)

Therefore, n times derivatives of M () generate the (m'), which is the reason why M(0) is
called moment ”generating” function.

2.3 Additivities

Additivity is a very useful property but moments do not have this property. For example, we
suppose two independent phase space X and Y. If moments have additivity, M (6, X +Y) must
be the same as M (0, X)+ M(0,Y) but M(0, X +Y) is written by

MO, X+Y) = (&)
= (9XeY), (2.13)

Therefore, it is obvious that moments don’t have additivity. Then, cumulant generating function
is introduced.

2.4 Cumulants

The cumulant generation function is defined by

K(6) = In(M(6)), (2.14)

and cumulants are also defined by

—K(0)]o=0, (2.15)
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which have additivity and proportional to the volume. Cumulants can be written by the mo-
ments as follows

Cr=(m'), Cy=(m?), C3=(m?), Cy=(m* — (m?). (2.16)
Moments also can be written by using the cumulants. In general, cumulants are expressed
as
n—1
Cn=(m") = > 1Cm 1Cr(m"™™). (2.17)
m=1

In addition, M, o, S and k can be expressed by cumulants as
Cs e

i TG

By taking ratio, the effect of the volume can be canceled out and the following relation consist,

M=Cy, o°=Cy, S=

(2.18)

Cs

So=—= 2.19
=G (2.19)
Ko? = g‘; (2.20)

2.5 Sum and difference of two stochastic variables

In this section, sum and difference of two stochastic variables are introduced. We consider two
integer stochastic variables which are represented as mj1 and mo respectively. The probability
distributions of sum and difference of two stochastic variables are given by

P(m)= > SmmyzmyP(m1)P(my). (2.21)
m1,ma
The moment and cumulant generating function are given by

M) = Y (e")P(m)

m

= Z(eme) Z 5m,m1:|:mgpl(m1)P2(m2)

m ml,m?2

= Y et Py(my) Py(my)

_ E;?;)Mg(ie) (2.22)
K(0) = Ki(0)+ Ky(+0) (2.23)

Therefore, cumulants of sum of two variables can be written by using Eq. (2.15) as

ar dar ar
WK(Q) = WKl(Q) + W—’Q(Q)- (2.24)
The cumulants of net-variables also can be written by the same procedures as
ar ar ar
— K@) =—K —1)"—K>5(0). 2.2
K (0) = <K (0) + (1) Ko ) (2.25)
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2.6 Susceptibility

In this section, we consider the relation between cumulants and the susceptibilities. We suppose
the grand canonical ensemble. First, density operator is defined by using Hamiltonian H, inverse
temperature 3, baryon chemical potential p, number of particle NV and partition function Z as

tr e—ﬂ(ﬁ—/ﬁj\?)
puc =T (2.26)

Then, the mean value of the variable A can be calculated by tr[pA], and tr[pgc] = 1 must be
consist. Therefore, the partition function Z must be written as

Z = tr[e_ﬁ(ﬁ_“ﬁ)]. (2.27)

In addition, Grand canonical potential {2 and its density w can be written by using Z as

Q = —Thz, (2.28)
Q

= X 2.29

w 7 (2.29)

where V is a volume. In general, N does not satisfy the commutation relation with H because H
is an operator. However, if we suppose N as conserved value such as net-charge or net-baryon,
adN
@& =T
4 = L[H,N] as

= 0 is consist. We can write the following formula by using Heisenberg equation of motion

[H,N]=0. (2.30)
By differentiative 2 by u, we can find
o _ _Toz
ou  Zou
T R ~ o~
- ——tr[ﬂNe‘B(H_“N)]
Z
—tr[Np]
= —(N). (2.31)

The second-order differential also can be written as

0%Q
Cy = -T— 2.32
2 BMQ ( )
Then we also define () = %, 0 =% and i = &. Generally, ntP-order differential is written by
o)
c, = (-T)"1=——
=" 5 o
" (—w)
= V=V, 2.33
o X (2.33)
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where we used Eq. (2.30), and y,, represents the n'-order susceptibilitiy which is defined as

_ M=)
Xn = ~—gm

(2.34)

From Eq. (2.34), n'"-order cumulants can be generated by n*’-order differential of the grand
potential 2. Therefore, Q correspond to the generating functions. Moreover, by Eq. (2.33)

0
Cpp1 =T—0C, 2.35
n="Tg (2.35)
can be written. From Eq. (2.31) and Eq. (2.33), C can be written as
Cy 0 T(N)
e Rl S 2.36
X2 V on vV ( )

The right hand side term of Eq. (2.36) shows the magnitude of the variation of (V) with the
change of 1 which is the external force. This is the reason why the left hand side term y is called
”susceptibility”, and this relation is called linear response relationship [30]. If NV is not conserved
variables, Eq. (2.33) and Eq. (2.35) don’t consist because we supposed Eq. (2.30) which is not
consist if IV is not conserved value. Eq. (2.33) says that if susceptibilities dramatically changed
near the critical point, cumulants also changed. In addition, from Eq. (2.36), it is obvious
that cumulants are proportional to the volume V', which is the properties of additivity, and the
cumulant ratios can be directly compared to the susceptibility ratios like

C3 X3
=3 _ X3 2.37
Cy  Xxo (237)
Cy X4
X 9.38
Cay X2 (2:38)

because the effect of the volume is canceled out by taking ratio. This is very important
property because we can not directly measure the susceptibility, but Eq. (2.37) and Eq. (2.38) tell
us that we can calculate the susceptibility ratio by measuring the cumulant ratio experimentally.

It is said that correlation length ¢ is also dramatically changed near the critical point and
relation between cumulants and the correlation length is written by

Cs ~ ¢49, (2.39)
Cy ~ €, (2.40)
Cs ~ &9 (2.41)
Ce ~ &2 (2.42)

From Eq. (2.39) to Eq. (2.42), it is obvious that the higher cumulants are more sensitive to the
correlation length than lower order cumulants.

2.7 Statistical baseline

In thin section, some specific distributions are introduced, which are compare to experimental
results in the later sections.
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2.7.1 Binomial Distribution (BD)

The Binomial Distribution (BD) represents the distribution of the number of ”success” under
the independent N trials. The probability function is defined by

By n (k) = NCip®(1 —p)NF, (2.43)
where
N!
= N A 2.44
NG (N —r)! (2.44)

k and the parameter p correspond to the number of and the probability of ”success” respectively.
The moment and cumulant generating function can be written from Eq. (2.10), Eq. (2.43) and
Eq. (2.44) as

M) = Y NCilpe®)* (1 —p)VF

k

= (p’ +1-p)V, (2.45)
Ky = N(pe +1—p). (2.46)

By differentiate Eq. (2.46), up to the sixth-order cumulants can be written as
Cl = W, (2.47)
CQ = €, (2.48)
C3 = pe(2e—1), (2.49)
Cy = pe(6e® —6e+1), (2.50)
Cs = pe(2e —1)(126% —12¢ + 1), (2.51)
Co = pe(120€* — 240€® + 150€® — 30€ + 1), (2.52)

where

e = 1-—p, (2.53)
no= pN, (2.54)

where u represents the mean value of the distribution. It is obvious that 0 < ¢ < 1 from
Eq. (2.53). Therefore, from Eq.(2.49), the following relation can be written straightforwardly,

Coy < p. (2.55)

In other words, variance of the BD is smaller than that of the mean value. In addition, it can
be seen that cumulants of BD are proportional to N from Eq. (2.54) and Eq. (2.47) to (2.52).
These conclusion is consistent with the properties of the cumulants which is ”additivities”.

Next, let us consider the sum and the difference of the two independent BD with the same
probability p. From Eq. (2.25) and Eq. (2.46), sum and difference of the two independent BD
can be expressed as

csum = 0% 4P, (2.56)
cret = 044 (—-1)"C?, (2.57)

where C% and C? represent the cumulants for each independent BD.
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2.7.2 Negative Binomial Distribution (NBD)

There are various definitions of the Negative Binomial Distribution (NBD). One of the definition
of NBD is considered as the distribution of the number of ”success” under given r ”failures”
The probability function is given by

Fr,p(k) = 7‘+k—1Ckpk(]-_p)T
- LGt (2.58)

We used negative binomial theorem from the first to the second line in Eq. (2.58). The negative
binomial theorem is defined by

(1+p)" = Cip"

= (-DF 1 Chp”, (2.59)

which is the reason why this distribution is called "negative” binomial.
The moment and cumulant generating function can be written from Eq. (2.54), (2.58) and
(2.59) as

M@©B) = Y nCrlpe’) (1 —p)**
k

= (p" +1-p)", (2.60)
Ky = N(pe®+1-p). (2.61)

By differentiate Eq. (2.61), up to the sixth-order cumulants can be written. Surprisingly, cumu-
lants can be written as the same formula as Eq. (2.47) to Eq. (2.52) even though the definition
is different between BD and NBD if we define

€ = —, (2.62)

pr
- , 2.
1 T (2.63)

It is obvious that 1 < € from Eq. (2.62). Therefore, the following relation can be established
like the BD case,

Cy > p. (2.64)

Contrary to the BD, variance of the NBD is larger than that of the mean value. Eq. (2.56) and
Eq. (2.57) are also consist for NBD case by the same procedures as BD.

In the Eq. (2.59), parameter k and r can only take integer. By using gamma function, these
values can be expand to the continuous variable. For example, Eq. (2.58) can be expressed as

rih1Crp" (1= p)" = Impk(l -p)". (2.65)

In addition, we define the mean value of the distribution as m which can be written by
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(k) = =m. (2.66)
Then, the probability function is written as

Frp(k) = (k(—:Jlr)lli)(r) <r jrnm>k <7'Im>r
)
(

(k:(+ 1)? - (m)k (5 + 1>7(T+k)‘ (2:67)

2.7.3 Poisson distribution

The Poisson distribution is given by taking the p—0 limit of the BD with fixed A = p/N and
defined by
A"

P(m) = o)

, (2.68)

where ) is the parameter of the distribution and m is the positive integer.
The moment and cumulant generating function are given from Eq. (2.10) and Eq. (2.68) by

)\m
_ —)\§ : Om
M(G) = € (& W
= e exp(Ae), (2.69)

where Taylor series are used. The cumulant generating function is given from Eq. (2.14) and
Eq. (2.68) by
K(0) = In(M(0))
A —1). (2.70)

By Eq.(2.15), cumulants of the Poisson distribution are given by

dTL
—K(0) =\ 2.71
K (0) (271)
Therefore, all the cumulants of the Poisson distribution are the same.
Then, we suppose two independent Poisson distributions with parameters A\; and A2. By
Eq. (2.24), sum of the two independent Poisson distributions with parameters A\; and Ag is
written as

A3 = A1 + Ao, (2.72)

where A3 represent the parameter of sum of the distributions. Therefore, sum of the two
independent Poisson distributions follow the Poisson distribution.
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2.7.4 Skellam distribution

In previous section, we showed that sum of the two independent Poisson distribution also follow
the Poisson distribution. However, difference of the two independent Poisson distribution does
not follow the Poisson distribution, which follows the Skellam distribution. By Eq. (2.25)
cumulants of the Skellam distributions are given by

c, = >\1+(—1)nA2.
(2.73)

By using Eq. (2.73), cumulant ratios of the different order Skellam distributions can be
calculated as

Con Copyr
= =1, 2.74
Com  Comt1 (2.74)

Coms+1 A1 — A2’
Cony1 A1 — Ao

= ) 2.76
Com A+ Ao ( )

where n and m take the positive integer. Thus, Cs, and Cs,41 represent the even and odd
order cumulants respectively. For example,

Cs Cy

-2 —_ 2 _1 2.77
& _ G, 21
Cs Cs A — Ao

o 2 2.78
Cy Oy A+ ( )

2.7.5 (Gaus distribution

At last of this section, Gaus distribution is introduced. The probability function of the Gaus
distribution is defined by

)2
Glz) = 2;2 exp< ( 202“) > (2.79)

which satisfies [~ dzG(z) = 1.
The moment and cumulant generating function are given by

M) = /_Zeex\/;?exp<—(ga—2 u))
1

= ﬁexp <,u6? + 20202> , (2.80)
1
K@) = pb+ 50292 + A, (2.81)

where A is a constant value which is vanished after differentiative. Therefore, cumulants can
be expressed as
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c, = (2.82)
Cy = o2, (2.83)
Cp, = 0 for n>3. (2.84)

From Eq. (2.82) to (2.84), 1 and o represent the mean and variance of the distribution
respectively, and more higher-order cumulants take 0. Therefore, higher-order fluctuations are
called "non-Gaussian” fluctuation.

2.8 D-measure

In this section, D-measure (D) is introduced. There are various definition of D-measure, ant
two of them are introduced in this thesis.

2.8.1 D-measure defined by second-order cumulant

D-measure is defined as the second-order net-charge cumulant (Cs) divided by the entropy
density. Experimentally, number of charged particles in finite acceptance is used as a proxy for
the entropy density. D-measure is written as
Co

D 4<N0h>, (2.85)
where Nop, = Ny + N_. If Ny and N_ follow the Poisson distribution whose parameters are A;
and Ao respectively. From Eq. (2.73), second-order cumulant of the Skellam distribution takes
sum of the Poisson parameters, Co = A; + Ao. Therefore, the value of D-measure is D = 4
which corresponds to the values of hadron gas fluctuation. Let us consider the simple model.
If there are hadron thermalization, and we suppose all hadrons are baryons which follow the
Poisson distributions for simplicity. n‘®-order cumulants of net-particle distributions of baryon
(6Np) follow the

(6N5")e = (Np). (2.86)
On the other hand, in case of QGP, that of quark (d.V,) follow the
(ONg")e = (Ng)- (2.87)
Baryon is composed of three quarks. Thus, the following relation is consist.
3N = N, (2.88)

From, Eq. (2.87) and Eq. (2.88), if measured cumulants "remember” the QGP thermaliza-
tion, measured cumulant follow the

1

(SN = 5

(NB). (2.89)

Therefore, if measured cumulants "remember” the QGP thermalization, cumulants become
smaller with higher-order. As already mentioned, D-measure is defined as the second-order
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fluctuation over the first-order fluctuation. Thus, D-measure under the assumption of QGP
thermalization is smaller than that of hadron gas.

This is very simple model, but the similar trends are predicted by various theoretical con-
siderations such as HRG model and Lattice QCD calculation. According to the Lattice QCD
calculations, D = 4 in free pion gas and D = 3 if we consider the resonance yield [28]. If
there is a fluctuation from QGP, D =1-1.5. HRG model also predicted D =3-4 and D is about
twice smaller if there is deconfinement medium [35][30]. In any case, D-measure from QGP
thermalization is smaller than that of hadron thermalization. Therefore, D-measure may be a
good probe to figure out the time expansion and phase transition.

2.8.2 D-measure defined by v _ 4

/(N N_\?
”<+‘>‘<<<N+> ) > (2:90)

Then, the following relation is established.

V(4+—) is defined as

(Nep)v(iy ~ 4 < ]%h) . (2.91)
If distribution follow the Poisson distribution, v _y is written by
1 1
V(4—,stat) = Ny + oy (2.92)
Then, v(1_ 4,n) is defined by
Vit—dyn) = V(+-) = Y(+-stat)
<N+(N+2— D), <N—(N—2— 1) o {N4N-) (2.93)
(N+%) (N-%) (N4 ){(N-)
In addition, the following formula is obtained,
(Nen)V(4— dayn) = D — 4. (2.94)
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V(4—,dyn) does not affected by tracking efficiency and represents the correlation between N
and N_. If there are no correlation between N; and N_, v _ gy takes 0. v gy > 0
and v _ gyn) < 0 mean the positive and negative correlations respectively. Experimentally,
V(4—,dyn) Was observed to have negative value at both STAR and ALICE experiment [31][28].
These results mean that N, and N_ have positive correlations.
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Chapter 3

Experiment

3.1 Relativistic Heavy Ion Collider (RHIC)

The Relativistic Heavy Ion Collider (RHIC) is the first and unique heavy-ion accelerator at
Brookhaven National Laboratory (BNL) in United States of America. QGP is created on the
earth by colliding ions traveling at relativistic speeds in order to study the properties of the
QGP. Fig. 3.1 shows the picture of RHIC. RHIC started from 2000, and RHIC can accelerate
various ions not only protons but also gold, copper, aluminum nuclei and so on. The top energy
is \/sNN = 200 GeV in Au+Au collisions. There are two circular rings of superconduction
magnets which are called ”Blue ring” and ” Yellow ring”. The rings are 3.8 km in circumstance.
In Au+Au collisions, ions are accelerated by the following steps. First, gold ions are created by
sputter ion source and accelerated to 1 MeV per nucleon. Some of the electrons are stripped
(Au™32). Next, ions are accelerate to 2 MeV by Linear accelerator (LINAC) and accelerate to
70 GeV by Booster Synchrotron. At the end of the Booster, most of the electrons are stripped
by stripper foil and the charge state reach to Aut"?. Then, gold ions are accelerated to 9 GeV
and electrons are stripped to the charge state of Aut"™ at Alternating Gradient Synchrotron
(AGS). Then ions are injected into RHIC [37].

There are six collision points at RHIC and six different experiments were conducted for each
collision point. Now only STAR experiment is being conducted.
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Figure 3.1: An aerial photo of the accelerators at BNL [36]

3.2 The STAR experiment

The Solenoidal Tracker At RHIC (STAR) is the experiment conducted at the 6 O’ clock position
on RHIC. Fig. 3.2 shows the sketch of the STAR detectors. The aim of the STAR experiment is
to study the properties and formation of the QGP. There are 65 institutions from 14 countries
and 652 collaborators.

3.2.1 Time Projection Chamber

Time Projection Chamber (TPC) is one of the main detector of STAR experiment which is
4.2 m long and 4 m in diameter. Fig. 3.3 shows the schematic sketch of TPC [38]. The TPC
is filled with P10 gas (90% argon and 10% methane), and can record the tracks of particles
and measure their momenta. The acceptance covers £1.8 units of pseudo-rapidity and overs
full azimuthal angle. Multiplicities more than 3000 tracks are routinely reconstructed by the
software. Momenta can be measured over a range of 100 MeV /¢ to 30 GeV/c. Basic parameters
of the TPC are shown at Fig. 3.4.

Particle identification (PID) can be done by using ionization energy loss (dE/dx) over a mo-
mentum range from 100 MeV/c to greater than 1 GeV/c. Fig. 3.5 shows the dE/dz distribution
as a function of momentum of the particles.

The uniform electric field of 135 V/cm is applied by 28 kV central membrane and the end
caps which are ground. The magnetic field is also applied at 0.5 T by solenoidal magnet. Both
electric and magnetic fields are applied along to the beam direction. The primary particles
pass through the gas and ionized. Trajectories of these primary particles are reconstructed by
secondary electrons which drift to the end caps.

The end-cap read out plane is consist of Multi-Wire Proportional Chambers (MWPC) with
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Figure 3.3: Schematic sketch of the TPC [3§]
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Item Dimension Comment

Length of the TPC 420 cm Two halves, 210 cm long
Outer Diameter of the Drift Volume | 400 cm 200 cm radius

Inner Diameter of the Drift Volume | 100 cm 50 c¢m radius

Distance: Cathode to Ground Plane | 209.3 cm Each side

Cathode 400 cm diameter At the center of the TPC
Cathode Potential 28 kV Typical

Drift Gas P10 10% methane, 90% argon
Pressure Atmospheric + 2 mbar | Regulated at 2 mbar above Atm.
Drift Velocity 545cm/ us Typical

Transverse Diffusion (o) 230um/+/em 140 V/iem & 0.5 T
Longitudinal Diffusion (o) 360um/+/cm 140 V/cm

Number of Anode Sectors 24 12 per end

Number of Pads 136,608

Signal to Noise Ratio 20:1

Electronics Shaping Time 180 ns FWHM

Signal Dynamic Range 10 bits

Sampling Rate 94 MHz

Sampling Depth 512 time buckets 380 time buckets typical
Magnetic Field 0,+0.25T,+0.5T Solenoidal

Figure 3.4: Basic parameters of the TPC [38]
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Figure 3.5: The energy loss distribution as a function of momentum [38].
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modules. There are 12 sectors which are arranged as on a clock around the circle. Fig. 3.6
shows the sketch of the anode pad plane of one sector. Electrons drift and avalanche at the high
electric fields at the anode wires and amplification is 1000-3000. Then, positive ions are created
because of the avalanche, and the image charges on the pads are measured. The charge from
the avalanche is shared over several adjacent pads. For example, 3 adjacent pads are shared in
a row. The position of the cluster is determined by these 3 pads. If we suppose the distribution
of the signal follow the Gaussian distribution, position (z,y) can be determined as follows,

¢ = T () (3.1)

2w hl
2 w?
S — 3.2
7 n(ha?/hahs) (3:2)

where hi, ho and hg represent the amplitudes of 3 adjacent pads. We supposed that pad hs
centered at (z,y) = (0,0) and w represents the pad width.

Outer Pads Inner Pads
6.2 mmx 19.5 mm 2.85 mm x 11.5 mm
Total of 3,942 Pads Total of 1,750 Pads

Row 1 thru 8 on 48 mm Centers
f 6.7 x 20 mm Centers Row 8 thru 13 on 52 mm Centers

Cross Spacing 3.35 mm

. / 600.00 mm from DETECTOR CENTER

958.10 mm
613.05 mm

87 x3.35=291.45mm

649.90 mm

143 x 6.7
97 X 6.7 =

L 183 x 3.35

3.35 mm CROSS SPACING

o |— 48.00 mm RADIAL SPACING

= —l 52,00 mm

6.70 mm CROSS SPACING
(7 x 48) + (5 x 52) = 596.00 mm —~

20 mm RADIAL SPACIN

T 1271.95 mm from DETECTOR CENTER
—— 31 x 20 = 620.00 mm

—

Figure 3.6: The anode pad plane with one sector [38].

3.2.2 Time Of Flight

As discussed in previous subsection, PID can not be done over a momentum range more than
1 GeV/c by using TPC. Time Of Flight (TOF) detector is used for PID not only low pr region
but also high pp region more than 1 GeV/c. PID can be done by measuring the mass of the
particle species. The mass of the particles are measured as

m? = p2<<z>2—1>, (3.3)

where L is the distance between TOF detector and the collision vertex, and p is the momentum
of the particles measured by TPC. t is the time difference between ”start time” and ”stop time”.
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Stop time is measured by TOF and start time is measured by VPD which will be explained in
the next subsection. Eq. (3.3) can be easily obtained by the following steps. From relativistic
theory, momentum p can be written as

p=ymuv, (3.4)

where v is called ”Gamma factor” or ”Lorentz factor” which is defined as 1/4/1 — 32, where
B =wv/c. When we define ¢ = 1, ( is expressed by

B =

S

From Eq. (3.4) and Eq. (3.5), Eq. (3.3) is obtained.
The mass resolution is given by

dm dp\*  , (dt  dL\’

() e (2 59
where dm and dt show the resolution of the mass and time. From Eq. (3.6), mass resolution dm
depends on time resolution dt. Therefore, it is important to use TOF which have good timing
resolution.

STAR TOF is based on Multi-gap Resistive Plate Chamber (MRPC). Fig. 3.7 shows the
side view (upper panel) and end view (lower panel) of MRPC. There are stack of resistive plate
which is 0.54 mm float glass and 220 pm gas gaps between the plates. High voltage is applied
to graphite electrodes which are applied to the outer surface of the resistive plates. Therefore,
strong electric field is generated for each gap. If charged particle go through the stack, primary
ionization is generated along the path and produce Townsend amplification avalanche because
of the strong electric field. Then, we can read the signal as the sum of the avalanches from
readout pads. The stop time resolution is approximately 80 ps. The MRPC is bathed in a
gas which is composed of Freon R-134a (90-95%), isobutane and SF6. Isobutane and SF6 can
suppress the streamers which cause very large avalanche.

Signals are digitized in CAMAC by subsystem with VPD. Fig. 3.8 shows the 1/ measured
by TOF detector as a function of the momentum of the particles. The bands correspond to
the identified charged particles, such as pion, Kaon and proton. Pion, Kaon and proton can be
separated over a momentum range more than 1 GeV/c.

3.2.3 Vertex Position Detector

Vertex Position Detector (VPD) is 2 x 19 channel detector used for minimum-bias trigger in
Au+Au collisions, measuring the position of the primary collision vertex and used for ”start
time” of other fast-timing detectors, such as TOF and Muon Telescope Detector (MTD). VPD
had been upgraded from pseudo Vertex Position Detector (pVPD) which is 2 x 3 channel
detector. In heavy-ion collision experiment, a lot of photons from 70 are produced and stream
outwards which are very close to the beam pipe. The VPD can measure these photons. The
VPD consists of two identical detector assemblies which are shown in Fig. 3.9. These assemblies
are located symmetrically and distance from the center of STAR is 5.7 m, which cover 4.24 <
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Figure 3.7: The two side view of the MRPC [39)].
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Figure 3.8: Inverse velocity as a function of momentum of the particles [40].
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front and back plates

Figure 3.9: A Schematic front view of the VPD (left). A Photograph of the VPD [41].

n < 5.1. Each assembly consists of 19 detectors and one of them is shown at Fig. 3.10. The
detector consist of 0.25 inch (6.35 mm) Pb converter, 1 cm thick scintillator, photomultiplier
tube (PMT) and so on.

The vertex position along the bean pipe (Z,.;) can be determined by

Lty = C(Teast - Twest)/27 (37)

electrostatic shield
Kapton tape

lead wire
RTV-615 spacer
back cap j p

ﬂ LWR \ 7.);[? /front cap

BNC

Base R5946 PMT scint [Pb

SHV

nnnnnnnnnn

H o

Figure 3.10: A Schematic view of the VPD [41].

where Teqst and Thpest are the times measured by east and west side VPD assemblies respec-
tively. ¢ represents the speed of light. Start time can be also determined by

Tstart = (Teast + Twesz‘/)/2 - L/C, (38)

where L is the distance between assembly and the center of STAR. The minimum bias trigger
requires at least one VPD channel on each side is lit in an event. Fig. 3.13 shows the single
detector resolution as a function of VPD channel number. The mean value of the single detector
is about 94 ps at /syn = 200 GeV in Au+Au collisions and increase to 150 ps for lower energy
Au+Au and p+p collisions. This is because the number of prompt particles which hit the
detector and the number of channels lit by prompt particles are larger at /sy = 200 GeV in
Au+Au collision compared with the lower energy collisions. The vertex resolution Z,:, can be
estimated by using single detector time resolution as
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0(Zut) = (2/c)oar = (o/V2)or = (¢/V2)oVN, (3.9)

where T represents Teqst Or Tuyest, or is the resolution of T', o is the single detector time
resolution. o is the resolution of the Teqst — Tyest- From Eq. (3.9), the resolution become
00/vV'M where M is the number of VPD channel lit. Therefore, the start time resolution is
20-30 ps in Au+Au collisions at /sxy = 200 GeV. This start time resolution (20-30 ps) is
better than stop time resolution of TOF (80 ps) and MTD (100 ps). In p+p collisions, the start

time resolution is about 80 ps.

2 024 o Aut+Au200GeV 2010, ()= 94ps
\o/o - m Au+Au 62.4GeV 2010, (00>:140ps
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Figure 3.11: Resolution of the single detector versus VPD channel number [41].
Fig.3.12 shows the correlation between primary vertex position measured by VFC (fof )
and TPC (ZLEC) in 510 GeV p + p collision and 200 GeV Au+Au collision. The vertex
resolutions are determined by Gaussian fitting to the ZY,I'P — ZILPC  As a results of the fitting,
the vertex resolution is ~1 cm at 200 GeV Au+Au collisions and ~2.4 cm in 510 GeV p+p

collisions.

3.2.4 Zero Degree Calorimeter

Zero Degree Calorimeter (ZDC) is the hadron calorimeter which is used for the minimum bias
trigger and luminosity monitor. ZDC can measure neutron which is emitted within the cone
along beam direction. Fig. 3.9 shows the plane view of the collision region and view of the
ZDC location. ZDC is located at 18 m from center of the STAR. Protons and other charged
particles are deflected by Dipole magnet. In addition, electro magnetic emission into the ZDC
is predicted to be negligible. Therefore, only neutrons are considered to be detected by ZDC in
this region.

Fig. 3.14 shows the mechanical design of Tungsten modules of ZDC. If neutrons are injected
into the module, neutrons lose their energies in Tungsten module and emit Cerenkov light. The
optical fibers only transport Cerenkov light if emitted light is aligned with the fiber axis and
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Figure 3.12: Correlation between primary vertex position measured by VFC (ZY,F'P) and TPC

vtz

(ZIPCY) in 510 GeV p + p collision (left) and 200 GeV Au+Au collision(right) [41].
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Figure 3.13: Plane view of the ZDC [42].
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most sensitive if angle is about 45°. Thus, the fibers and Tungsten plates are fixed to 45°
relative to the beam direction. Then, signal is read by PMT.

232 100

306

136

Figure 3.14: Structure of the Tungsten Modules used for ZDC [42].
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Chapter 4

Data analysis

In this chapter, data set and analysis details are introduced.

4.1 Data set

4.1.1 (j analysis
(1) Experimental data

Analysis has been done in Au+Au collisions at /sNy = 54 and 200 GeV for Cg analysis. The
data of /snN = 200 GeV were taken during 2010 and 2011 and the data of /syn = 54 GeV
were taken in 2017. The data which was taken in 2010 is called ”Run10” data. There are several
”Trigger ID” which correspond to the period and date of the experiment. For example, Trigger
ID = 350003 in Runll was taken during Jun 3rd to Jun 28th, 2011. If detector conditions or
systems are changed, trigger ID are also changed. In Cg analysis, data analysis has been done
for each trigger ID for the consistency check in this thesis.

Run name, Trigger ID and number of events (Million) after run and event selections are
shown as follows. Details about good run and event selections are explained in the next section.
Tab.4.1 shows the data set of Runl7, \/sxy = 54 GeV data using minimum bias trigger which are
determined by ZDC and VFC. Tab.4.2 shows the data set in Runll and Run10 using minimum
bias trigger. In addition to minimum bias trigger , central trigger data has been analyzed in
Runl0. Tab.4.3 shows the number of event after event selection in Run10 and Run11 including
central trigger.

Table 4.1: Data set (/sny = 54 GeV)
Run name Trigger ID NEvnet (Million)

Runl17 580001 61

Runl7 580021 482
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Table 4.2: Data set (y/snxn = 200 GeV, Minimum bias)
Run name Trigger ID NEvent (Million)

Runll 350003 200
Runll 350013 74
Runll 350023 15
Runll 350033 12
Runll 350043 187
Runl10 260001 91
Runl0 260011 24
Runl0 260021 79
Runl0 260031 45

Table 4.3: Number of event at /syny = 200 GeV

Run Trigger type Centrality NEvent (Million)
Runl0 Minimum bias trigger 10-80% 160
Runl0 Central trigger 0-10% 200
Runll Minimum bias trigger 0-80% 480

(2) UrQMD model simulation

In addition to the experimental data, the data of the Ultra-Relativistic Quantum Molecular Dy-
namics (UrQMD) model simulation [43, 44] has been analyzed. The UrQMD is the microscopic
transport model which is based on hadron-hadron scattering, and can describe the excitation
and decay of hadronic resonances and strings. In this thesis, the data of UrQMD model in
Au+Au collision at (/sny = 200 GeV is used. The number of events are approximately 45
Million after event selections. The analysis details for UrQMD, which are event selection, track
cut, centrality definition, etc., are the same as experimental data which are explained at the
following section.
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4.1.2 Ap analysis

In An analysis, analysis has been done in Au+Au collisions at /sy = 7.7, 11.5, 14.5, 19.6, 27,
39, 62.4 and 200 GeV. Collision energy, Run name, and number of events (Million) after event
selection are shown as follows. Table 4.1 shows the data used for An analysis.

Table 4.4: Data set used for An analysis
VSnvy Run name NEvent (Million)

200 Runll 97.8
62.4 Runl0 50.4
39 Run10 85.3
27 Runll 27.5
19.6 Runll 15.5
14.5 Runl4 12.0
11.5 Runl0 2.57
7.7 Run10 1.55
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4.1.3 VFC study

In VFC study, we use two models, simple toy model and UrQMD model simulations. In toy
model, 500 Million events for net-charge study and 100 Million events for net-proton study are
generated by Glauber simulation. The data set of the UrQMD model is the same as Cg analysis.

4.2 Run selection

Run by run QA has been done, and the outlier runs of 30 were rejected as bad runs. (pr),
(n), (¢), (dca) and (Refmult) are measured for each trigger ID and used for evaluation of 3o.
Refmult is defined by the multiplicity counted in || < 0.5. Same good run list is used between
minimum bias trigger and the central trigger in Runl0. Fig. 4.1 shows the run by run mean
value of (pr), (1), (¢), (dca) and (Refmult) in Runll \/syy = 200 GeV. Dotted line represent

the 3o for each trigger ID.
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Figure 4.1: Run by run QA for Runll
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4.3 Event selection

Event selection has been done by the following cuts.

Table 4.5: Event selection
VSnn(GeV) |V, Vi |[VpdV, — V| Pile-up events cut

200 30 2 4 Tofmatched < 0.46Refmult — 10
62.4 30 2 4 Tofmatched < 0.46Refmult — 10
54 30 2 4 Tofmatched < 0.46Refmult — 10
39 30 2 4 Tofmatched < 0.46Refmult — 10
27 30 2 - Tofmatched < 0.46Refmult — 10
19.6 30 2 - Tofmatched < 0.46Refmult — 10
14.5 30 1 - Tofmatched < 0.71Refmult — 10.2
11.5 30 2 - Tofmatched < 0.46Refmult — 10
7.7 30 2 - Tofmatched < 0.46Refmult — 10

In Tab. 4.5, V> = V.2 + (V;, + 0.89)% at 14.5GeV and V2 = V2 + Vy2 at the other energies.

V; represents the vertex position along to i-axis determined by TPC, and VpdV, is the
vertex position along to z-axis determined by VPD. (a) to (c) in Fig. 4.2 show the distribution
of event-by-event V., V,, and V,—VpdV, respectively. Red line represents the upper or lower
limit used for the event selection written in Tab. 4.5. (d) in Fig. 4.2 shows the correlation
between Refmult and TOF matched track. Events under the red line were cut in order to
remove pile-up events.
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Figure 4.2: (a)z-vertex measured by TPC (b)Vertex in xy-plane measured by TPC (c)Difference
between z-vertex measured by TPC and VPD (d)Correlation between Refmult and TOF
matched track at \/syy = 200 GeV in Runll, Trigger ID = 350043
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4.4 Track cut

Track cuts are shown in Tab. 4.6.

Table 4.6: Track cut

i -0.5 to 0.5
nHitsFit >20
DCA <1 cm
Track quality cut >0.52
nHitsdedx >10

Fig. 4.3 shows the distribution of n, DCA, nHitsFit, nHitsdedx and Track quality respec-
tively. Definition of these values are written in the caption of Fig. 4.3.
Red line represents the upper or lower limit of track cut. Exceptionally, nHitsdedx>5 has

been applied at /sy = 14.5 GeV.
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Figure 4.3: (a)Pseudo-rapidity distribution (b)Distance of Closest Approach (DCA) distribution
(¢)Number of hit points in TPC track used for reconstruction (d)Number of hit points in TPC
track used for calculating energy loss (e)Distribution of the Track quality, which is nHitsFit
divided by maximum number of nHitsFit, at \/syn = 200 GeV in Runll, Trigger ID = 350043.
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4.5 Particle Identification

As mentioned in Chapter. 1, efficiency corrections for each particle species separately, such as ,
K, and p, are important to calculate true efficiency corrected cumulant in sixth-order fluctuation
analysis. Therefore, particle identification (PID) is essential to this analysis whereas PID had
not been done in published net-charge analysis. PID is done by using energy loss and momentum
measured by TPC. Figure (a) in Fig. 4.4 is dE/dz as a function of p/q, where ¢ is a sign of the
charged particle. 7, K, and p can be separated at lower py regions (p < 1 GeV/c). PID has
been done by 20 cut for each pr regions. However, as already mentioned in Chapter. 3, PID
does not work well at higher pr regions (p > 1 GeV/c) due to the contamination from other
particle species. Then, TOF is used for PID at higher pr regions in addition to TPC. Figure (b)
in Fig. 4.4 shows the m? as a function of p/q measured by TOF. PID has been done as following
cuts. In proton PID, 0.2 < pr < 0.4 GeV/c is not used because of the spallation protons which

Table 4.7: Particle Identification

T K p
pr(TPC) 0.2t0 0.5 GeV/c 0.2t004 GeV/c 04 to0.8 GeV/c
pr(TPC+TOF) 0.5to 1.6 GeV/c 0.4to 1.6 GeV/c  0.8to2 GeV/c
PID(TPC) nsigmapion < 2 nsigmakaon < 2 nsigmaproton < 2
PID(TOF) —0.15<m?<0.14 014<m?<04 06<m?<1.2

are generated by interaction with the beam pipe. pr < 0.2 was also not used due to the low
tracking efficiencies.

dE/dx

Figure 4.4: (a)dFE/dx as a function of p/q measured by TPC in Runll, Trigger ID = 350043.
(b)m? as a function of p/q measured by TOF in Run11, Trigger ID = 350043. Red line represent
the cut parameters written in Tab. 4.7.
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4.6 Centrality Determination

In this section, centrality is introduced and explain how to define centralities. We assume all
nucleons propagate along parallel in heavy-ion collisions. The nucleons which interact with each
other are called ”participant”, and the nucleons which do not meet any other nucleons are called
“spectator”. Number of participants are expressed as Ny or Npq-¢ and the number of collisions
are expressed as Ny in this thesis. A length of centers of two nuclei which is projected in
x-y plane is defined as impact parameter (b). The impact parameter determine the collision
geometry but can not be measured by experiment directly. Fig. 4.5 shows the before and after
heavy ion collision with impact parameter b.

Spectators,

Participants

before collision after collision

Figure 4.5: Before and after heavy-ion collision with impact parameter b [45].

Experimentally, centrality is often used which corresponds to b. The centrality have the
following relation [46],

T 2
o(N) ~ béN), (4.1)

where o is total inelastic nucleus-nucleus cross section. ¢(N) is the centrality with the mul-
tiplicity N and b(N) is the impact parameter when mean number of multiplicity is N. If we
consider identical nuclei, ¢ ~ b?/(4R?) where R is the length radii of the nuclei and collision
occurs only if b < 2R.

4.6.1 Auto-correlation Effect

In this thesis, charged particles used for net-charge analysis and multiplicity used for centrality
determination are measured in different kinematic window in order to avoid auto-correlation.
Fig. 4.6 and Fig. 4.7 show the So and xo? of net-proton distribution as a function of centralities
in Au+Au collisions at /sny = 7.7, 11.5, 14.5, 19.6, 27, 39, 62.4 and 200 GeV in UrQMD
simulation for two different centrality determination [32]. Centrality is defined by charged
Kaon and pion in black marker and defined by all charged particles including protons in square
the blue marker results. It can be seen that results of blue markers are suppressed by auto-
correlation effect comparing to black markers.

In this thesis, cumulants and cumulant ratios of net-charge distributions are measured in
In| < 0.5 and the multiplicities used for the centrality determination are measured in 0.5 <
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In| < 1. We call this multiplicity used for centrality determination as ”Refmult2”. Refmult2
has been measured by following cuts.

Table 4.8: Refmult2
7] >0.5

nhitsdedx >10

Refmult2 depends on z-vertex and luminosity, which should be correct. Detail about these
correction methods are shown in Appendix.

4.6.2 Glauber model

The most simple way to determine centrality is dividing multiplicity distribution into the same
number of events class. However, this definition is not perfect because ultra peripheral colli-
sion events are not triggered by Minimum Bias trigger. Thus, Glauber simulation is done for
centrality determinations.

The parameters used for the Glauber simulation are shown in the following table.

Table 4.9: Parameters used for Glauber simulation in Au+Au collision at /sy = 200 GeV.

Number of nucleon 197
Width 0.535
Radius 6.4 (fm)
o 42 (mb)

o is the cross section and width is the parameter of Wood-saxon. Fig. 4.8 shows the picture
of collision event described by Glauber model which is projected to z-y plane. Blue and black
markers represent the nucleons of two different nuclei and red markers are the participants. At
Fig. 4.8, impact parameter b = 10.

- Nucleus1 ¢ M%m : . Nucleus2
61— ° ) % o
— = o0 10 © .Q:' ®,
€ af— . ..." :'o’:: > . o:“::. :g °
£t .0 ’~;. e° ‘!".“ o 'I: .
> CE el iy, Lol
§ o '.""':3: 3.3"'&.'# "‘."'"."30.'.- -0
'E ,zi ° *.0'. : ) ’ 8 ‘3 ....IE ..:. = 1)
8 F o 8, oe':o..‘:.‘g. R .o. % g
Q F RO oo 8 .l': ¥y ¢
E ° .o. :. ce’ .:‘o %
“E g b > b=10 case
215 71‘0‘ s (‘) — ; ‘ 1‘0 1

position x (fm)

Figure 4.8: Heavy-ion collision event described by Glauber model which is projected to x-y
plane in Au+Au collisions at /syn = 200 GeV. Impact parameter b = 10 fm in this event.
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By repeating these procedure, Npq,+ and Ngoy are obtained. Fig. (4.9) shows the correlation
between Npqr+ and Ny by Glauber simulation.

1600 J

1400 Glauber model

Au+Au
J/snn=200 GeV

1200

1000

800

Ncoll

600

400

ol Lo Lo Loy L
100 150 200 250 300

Npart

T R
350 400

Figure 4.9: Correlation between Np,r+ and N, by Glauber simulation in Au+Au collisions at
v/SNN = 200 GeV. Number of events are 500 Million.

Then, "two component model” is introduced. In two component model, initial ”"source” is

described by

N,
Nsource = (1 - .%') anrt + 2 Neoll s (4-2)

where x is the parameter of the two component model, and x = 0.13 is applied in this thesis.
We suppose final state multiplicity is produced from each source independently, which is call
Independent Particle Production (IPP) model shown at Fig. 4.10. The NBD is employed to
implement the source-by-source multiplicity fluctuations.

Nucleus1 Nucleus2

e :initial source
° e : final state multiplicity

Figure 4.10: Image of Independent Particle Production (IPP) model.

Fig.4.11 shows the results of Glauber fitting (left) and ratio of data points to fitting results
(right).

npp and k are the parameters of NBD at Eq. (2.67), and n,, corresponds to the m in
Eq. (2.67). The parameter ef ficiency corresponds to the tracking efficiency.

Fig. 4.12 shows the Refmult2 distribution for each centrality bins which are represented as
different color.
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Figure 4.11: Glauber fit results (left) and the ratio of data points to fitting results (right).
Fitting parameters are written in the left hand side panel.
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Figure 4.12: Refmult2 distribution for each centrality bins at /sxy = 200 GeV in Au+Au
collisions in Runll, Trigger ID = 350043.
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4.7 Efficiency correction

TPC tracking efficiency is estimated by an embedding simulation. Through the simulation, we
embed an identified single charged particle into experimental data in detector level in order to
see whether the particle is reconstructed or not. Then, tracking efficiency is estimated by

Nmatched
€= ———. 4.3
Nose (4.3)

Nyre and Njjaicheq Tepresent the number of embedded particles and reconstructed particles
respectively. Fig. 4.13 shows pr dependence of TPC tracking efficiencies by the embedding
simulation for each particle species. Red and blue symbol represent positively and negatively
charged particles respectively. Upper limit and lower limit of pr are written in dotted red
line. In Fig. 4.1, mean Refmult is different among different trigger ID in Runll. Therefore,
embedding simulation and correction have been done for each trigger ID separately in Runll.
In Runl0, mean Refmult is not largely changed among different trigger ID, which are shown
in Appendix. Therefore, the same TPC tracking efficiencies have been applied in Runl0. In
Runll, efficiencies of \/snn = 62.4 GeV were applied as a proxy for that of /sy = 54 GeV.
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Figure 4.13: pr dependence of TPC tracking efficiencies by the embedding simulation in Run10.
Refmult2 dependent efficiencies are estimated by integrating pr as following formula,

o [ ei(pr)pr f(pr)dpT
z [ prf(pr)dpr

where f(pr) is the pp spectra for each particle species and centrality shown in Fig. (4.14). f(pr)
is referred from the spectra paper [48][49]. TPC tracking efficiencies used in An analysis are
shown in appendix. Fig. 4.14 shows the pr spectra at \/syn = 200 GeV.

(4.4)
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Figure 4.14: Identified particle transverse momentum spectra in Au4Au collisions at

v/SNN — 200 GeV

TOF matching efficiencies which are measured by experiment are used as a efficiency of
TOF at high-pr region. Fig. 4.15 shows the Refmult2 dependence of TOF matching efficiencies
for each particle species.
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Figure 4.15: Refmult2 dependence of TOF matching efficiencies in Run10, Trigger ID = 260001

Fig. 4.16 shows the Refmult2 dependence of TPC and TPC+TOF efficiencies for each parti-
cle species in Run10. Solid line represent the TPC tracking efficiencies, and dotted line represent
the TPC+TOF efficiencies which are calculated by TPC efficiencies times TOF efficiencies.
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Figure 4.16: Refmult2 dependence of TPC and TPC+TOF efficiencies in Run10.

4.8 Factorial cumulant method

In fluctuation analysis, factorial moment method [50] is usually used to calculate the efficiency
corrected cumulants and cumulant ratios. However, CPU time by using factorial moment
method strongly depends on the number of efficiency bins, and it takes long CPU time if
number of efficiency bins are large like 6th-order cumulants analysis of net-charge.

Recently, factorial cumulant method has been proposed [26], and this method can reduce
CPU time if number of efficiency bins are large in higher-order cumulants analysis.

Cumulants up to the sixth-order are written as
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(@c = (qu1))e (4.5)
Q% = <Q(2171)>c +{q2,1))c — (92,2)) s (4.6)
Q% = <q?171)>c +3(q1,1)92,1)) e — 3(q(1,1)4(2,2)) e T {q3,1))e — 3(3.2)) e + 2(4(3,3)) > (4.7)
@Y = <qzl1,1)> +6(q7 91,142, 2)e — 6(qf 9(1,1)4(2, 2))e + 4(q1,1)43,1))c + 3<q(22,1)>c

+3 q 2)0e — 12(qa1)43.2))e + 8(a1.1)43.3))c — 6{d2,1)9(2.2))e
+{q@,1) > 7(qa,2))e + 12(q,3))c — 6{(q(,4))c» (4.8)
(@) = {dh, >> +10(g1 1y92,1))e = 10{q(1 1)92.2))e + 100001 1)9(3,1))e — 30801 1)d(3.2)e

+20< 41,1)4(3 3)> +1 <Q(2 2 Q(l 1) )e + 5( di2,1)4(1 1)> <Q(1,1)Q(2,1)Q(2,2)>c
+5(q(1,1)4(4.1))e — 35(a1,1)9(4.2))e + 60{q(1,1)(4,3))e — 30{q(1,1)4(4,4))e
+10{q(2,1)4(3,1))c — 30<Q(2 1 Q(3 2))e +20(q(2,1)4(3,3))c
—10{q(2,2)9(3,1))c T 30(q(2,2)4(3,2))c — 20(q(2,2)4(3,3) )<

+{q(5,1))c — 15(q(5,2)) e — 50(q(5,3))c — 60{q(5,4))c + 24(q(5,5))c> (4.9)

(@% = (q0i1))e +15(q(11)921))e — 15(q(1.1)92.2))e + 20(q01.1)4(3,1))e + 60(q(1 1)q(3,2))e

+40(q(y 1143.3))c — 90(aF1 1)922)902,1))e + 45(a71 10T 1))e + 4500, 1)CI(22 2))e
+15(q(1))e — 15(ala.0))e + 15(a01y 1)) e — 105(a71 1) q(a,2))e + 180(aF) 1)d(a,3))e — 900a(t 1)4(4.4))e
*45(€I(22 142,2))e + 45(q?. A(2,2)9(2,1))e T 60{d(1,1)(2,1)4(3,1))e — 180(q(1,1)9(2,1)4(3,2) )
+120(q(1,1)9(2,1)4(3,3))c — 60(q1,1)2(2,2)4(3,1))c + 180{q(1,1)9(2,2)4(3,2))c — 120{q(1,1)4(2,2)4(3,3) )
+6{q(1,19(5,1))c — 90(q(1,1)4(5,2))c + 300{q(1,1)4(5,3))c — 360{q(1,1)q(5,4))c + 144(q(1,1)4(5,5))c
+15(q(2,1)9(4,1))c — 105(q(2,1)q(4,2) ) + 180(q(2,1)d(4,3))c — 90(q(2,1)q(4,4))
—15(q(2,2)9(4,1))c + 105(q(2,2)q(4,2))c — 180(q(2,2)4(4,3))c + 90(q(2,2)d(4,4) )
+10{q ?3 e — 60(a3,1)43,.2)) e +40{q(3,1)4(3,3))c + 90<Q(2372)>c — 120(g(3,2)9(3,3) + 40<q(2373)>c

+{q6,1))c — 31{q(6,2)) e + 180(q(6,3))c — 390(q(6,4))c + 360(q6 5))c — 120({q(6,6))c> (4.10)

with
M T
Q) = dar/p) =D ap?zv (4.11)
i—1 Pi

where M represents the number of efficiency bins and ¢ corresponds to the each efficiency
bin. In net-charge analysis, n;, a; and p; are number of the charged particles, efficiency and
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sign of the charge respectively and M = 12 in Cg analysis. ) and ¢ represents the efficiency
corrected and measured cumulants respectively.

Efficiency correction formula of factorial cumulants are easier than that of cumulants. In
this method, once measured cumulants are converted to the measured factorial cumulants, and
then efficiency corrections are applied. Then, corrected factorial cumulants are converted to the
corrected cumulants.
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4.9 Volume fluctuation

In this chapter, effects from Volume fluctuation (VF) are explained and two correction method,
Centrality Bin Width Correction (CBWC) and Volume Fluctuation Correction (VFC) are in-
troduced in order to eliminate the effect of VF. Then, we will discuss the validity of VFC by
using simple toy model and UrQMD model.

4.9.1 Centrality Bin Width Correction (CBWC)

In heavy-ion collision experiment, data analysis is done for each centrality. For example, 10%
centrality divisions are usually used. However, initial volume which corresponds to the number
participant nucleons (Nyy) are different even in the same centrality bins like the following sketch.

0% 10%

Nucleus]1 Nucleus2

°//~ Participant

Large initial volume Small initial volume

0-10%
centrality bin

Figure 4.17: Image of the initial volume difference in 0-10% centrality.

This initial Volume Fluctuation (VF) artificially enhance the cumulants.

In order to eliminate VF, Centrality Bin Width Correction (CBWC) has been applied for
experimental data in this thesis, and also applied in published results from STAR experiment.
In CBWC, cumulants for each centrality bin are calculated by taking weighted average for each
multiplicity bin as follows:

C, = ZwrC(n’r)7 (4.12)

N,
w, = d (4.13)

ZTNT’

where C, ) is the n'-order cumulant in 7** multiplicity bins for centrality determination.

Fig. 4.18 shows the centrality dependence of net-proton distributions in UrQMD model
simulation at BES-I energies. The open cross symbol represents the without CBWC and open
round and open star symbols are CBWC results. In star marker, weights are calculated by error
whereas number of events are used in open round marker. The blue dotted points show the
2.5% (32 divisions) centrality step results. The without CBWC results are enhanced from the
unity which is the statistical baseline of ko?, and CBWC weighted by events can remove VF.
2.5% centrality step can also remove VF compared with the 10% step results. These results say
that CBWC weighted by events or 2.5% centrality divisions can eliminate the effect from VF.
Therefore, CBWC is usually used for eliminate VF.
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Figure 4.18: ko? of net-proton distributions as a function of centralities in UrQMD model
simulation in Au+Au collision at \/sNy = 7.7, 11.5, 14.5, 19.6, 27, 39, 62.4 and 200 GeV [32].

4.9.2 Volume Fluctuation Correction

As it is said in the previous sections, CBWC can reduce the VF. However, initial participant
(= Npart = Nw ) fluctuation can not be eliminated even though we measure cumulants for each
multiplicity bin. Fig. 4.19 shows the correlation between number of participant and multiplicity
from Glauber simulation in Au+Au collisions at \/syn = 200 GeV for 10% (left), 5% (middle)
and 2.5%. If we choose 2.5% centrality step or one multiplicity bins, VF become smaller than
10% centrality step. However, there remain VF.

In VFC, we suppose IPP model whereas CBWC is the data driven method. In this model,
measured net-particle (AN) is expressed as the sum of the net-particles from each source (An).
If we suppose Ny is the number of sources, the moment generating function can be written as,

Man(0) = [Man(0)]™W (4.14)

where Man(6) and May,(0) represent the moment generating function of AN and An distri-
butions respectively. Then, cumulants are given by the derivatives of the cumulant generating
function Kan(0) = In (Man(6)). Thus, up to the sixth-order cumulants are written as,
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Figure 4.19: Correlation between number of participant and multiplicity from Glauber simula-
tion in Au+Au collisions at /sy = 200 GeV for 10% (left), 5% (middle) and 2.5%

k1(AN) = (Nw)ki1(An), (4.15)
ka(AN) = (Nuw)ra(An) + (An)ka(Nip), (116)
k3(AN) = (Nw)r3(An) + 3(An)ka(An)ra(Nw) + (An)3k3(Nw), (4.17)
ka(AN) = (Nw)ka(An) + 4(An)kz(An)ke(Nw)

+  3k2(An)ra(Nw) + 6(An)2ko(An)ks(Nyw) + (An) ki (Ny), (4.18)
k5(AN) = (Nw)rs(An) + {5k4(An)k1(An) + 10k3(An)ke(An)} ke ( Ny )

+ {10k3(An)ki(An) + 1553(An) k1 (An) } k3(Nw) + 10k2(An) ki (An)ka(Nw )

+ w3 (An)rs(Nw), (4.19)
ke(AN) = (Nw)re(An) + {6r5(An)ri(An) + 15k4(An)ka(An) + 1063(An) } ko (Nw)

+  {15k4(An)kT(An) + 60k3(An)ko(An)ki (An) + 15k3(An) } k3 (Nw)

+  {20k3(An)k}(An) + 45x83(An) kT (An) } ka(Nw) + 15k2(An) ki (An) ks (N )

+  K$(An)kg(Nw), (4.20)

where k,(AN) and k,(An) are the cumulants of AN and An distributions respectively
[33][53]. From Eq. (4.16)-(4.20), £,(AN) is not only written by the sum of the x,(An) but
also Ny cumulant (k,(Nyw)) terms. These k., (Ny ) terms represent the VF background which
should be subtracted from measured cumulants.

This correction method is call Volume Fluctuation Correction (VFC). In this thesis, validity
of VFC will be studied by using Toy model in net-charge case and UrQMD model in both
net-charge and net-proton cases.

(1) Toy model approach

From Eq. (4.16) to Eq. (4.20), VFC needs cumulants of Ny which can not be measured exper-
imentally. In toy model approach, Ny is estimated by Glauber simulation which is discussed
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in centrality determination section. Fig. 4.20 shows the Ny distributions for each centrality
(top), and the second to the fourth-order Ny cumulants (bottom) for 10% , 5% and 2.5% from
left to right by Glauber model simulation at /syny = 200 GeV. Trends are changed around
central collisions because maximum value of Ny is fixed. Participant fluctuation become larger
with number of bin divisions become small which means that VF in 2.5% centrality definition is
smaller than that in 10% definition. In Toy model approach, two independent Poisson distribu-
tions are generated which are used to calculate net-charge for each centrality. The parameters
of the Poisson distributions (A and A=) are determined that number of positively and nega-
tively charged particles (N4 and N_) describe the real experiment respectively like the following

formula,

A (Nw) = Ny,
A(Nw) = N-,
(A = A)(Nw) = Ny —-N_,

(4.21)
(4.22)
(4.23)

(Nw) is number of participant which is estimated by Glauber simulation. In Eq. (4.21)
o (4.23), mean values of Ny are used. Thus, there are no VF. If we replace (Ny) to Ny,
measured cumulants of net-charge distributions include the VF.
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Figure 4.20: Number of participant distributions for each centrality (top) and second to fourth-
order cumulants (bottom) for 10% , 5% and 2.5% from left to right by Glauber model simulation

in Au+Au collisions at /sy = 200 GeV.

66



(2) UrQMD model approach

In net-charge analysis, analysis details, which are event selection, track cut, momentum and
pseudo-rapidity range, etc., are the same as the Cg analysis. In net-proton analysis, cumulants
are measured at |y| < 0.5, with the transverse momentum range 0.4 < pr < 2.0 GeV/¢, and
the centrality is determined in |n| < 1 without proton and anti-proton, which is the same as
current net-proton cumulant analysis at STAR.

We also define various centralities by using different kinematic window for both net-charge
and net-proton cumulants analysis. Details are discussed in the following chapter. In toy model,
true cumulants, cumulants which do not include VF, can be calculated by using ( Ny ) instead of
Ny, However, this method can not be used in UrQMD model. Therefore, we introduce CBWC
for each Ny which we call ?"CBWC-N”. In UrQMD simulation, Ny, can be obtained directly.
Then, cumulants are calculated for each Ny bin like a standard CBWC method. In other
words, bin-by-bin cumulants are measured in Ny, dimension in CBWC-N whereas cumulants
are measured in multiplicity dimension in standard CBWC. If we suppose VF is caused from
Ny fluctuation, we can remove VF by this CBWC-N method. We define two type of CBWC-N
method. At first definition, which we call ”definition1”, centralities are determined by charged
particle multiplicities, and then cumulants are calculated for each Ny bin. At second definition,
which we call ”definition2”, centralities are determined by dividing Ny distribution, and then
cumulants are calculated for each Ny bin. The CBWC-N of the first definition depends on
how to determine centralities, such as 1 region and centrality resolution. On the other hand,
the second definition is only determined by Ny distribution itself. Cumulants are measured for
each method and centrality definitions by using UrQMD approach, and compare to the results
of toy model.
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Figure 4.21: Correlation between number of participant and multiplicity in UrQMD model in
Au+Au collision at at /sy = 200 GeV.
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4.10 Charge conservation correction

When we consider An dependence of net-charge fluctuations, it is important to consider the
effect from charge conservation. When we expand an acceptance such as An, cumulants become
smaller due to the charge conservation. It is obvious that the fluctuation is zero if we measure
all the charged particles with full acceptance because net-charge is ”conserved” value. In order
to correct this effect for D-measure, v _ g,y) is corrected as

4

V&J_T_rdyn) = V(+—,dyn) + 7<Nt0tal>, (424)

corr
corrected D-measure which is expressed as D’ is written by

where v is corrected (4 _ gyp) and (Niotar) is the multiplicity with full acceptance. Then,

D = U(c—(i)-rjdy”) <Nch> +4

(Nen)
= Ve gum (Nep) + 4 +4
(+=dy )< h> <Ntotal>

<Nt0tal> .

STAR experiment can not measure Ny because of TPC acceptance. Therefore, Nigtqr 18
estimated from different experiment such as PHOBOS [47] which has large acceptance (|n| <
5.4). The left hand side panel of Fig. 4.22 shows the (Ngp)/(Npart/2) versus collision energy
from various experiments in most central collisions. From left hand side panel of Fig. 4.22,
Niotar at \/SNN = 19.6GeV, 62GeV and 200GeV are directly obtained. Niuq; at the other BES-1
energies are extracted from the fitting which is shown in right hand side panel of Fig. 4.22.
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Figure 4.22: (Ngp)/(Npart/2) versus collision energy from various experiments [47] (left). Fitting
to the left graph (right).
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4.11 Statistical Errors

To evaluate statistical errors, Bootstrap method [51] is often used for the fluctuation analysis
[52]. Fig. 4.23 shows the schematic of the bootstrap process. If we want to estimate the
standard error of a statistic s(z), B bootstrap sample are generated from the original data.
Each bootstrap sample is generated by sampling ”with replacement” n times from the original
data set. The standard deviation of the s(z*!) to s(z*") is the statistical error of s(z).

_..--=="". bootstrap
-==" . replications

..... ¥

-- A

-« *D o

s(x"") See s(x®)
---  bootstrap
------------- T samples

. - §

° o &

4 51 dataset

Figure 4.23: Schematic of the bootstrap process [51]

Fig. 4.24 shows the xo? of 50 samples arranged by order for three different error estimation
method, Delta theorem, Bootstrap and Sub-group [32]. The Sub-group method seems over
estimate the statistical uncertainties, but Delta theorem and Bootstrap seem to estimate the
errors correctly in all number of events.

Resampling has been done for more than 100 times in this thesis.
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1 Million.

4.12 Systematic uncertainties

In order to estimate systematic uncertainties, following cuts have been changed.

Table 4.10: Parameters used for the systematic error estimations

dca 0.8, 1.0 (default), 1.2
nHitsFit -18, 20 (default), 22
nhitsdedx 8, 10 (default), 12
efficiencyl (pos+5%, neg+5%), (pos-5%, neg-5%)

efficiency2  (pos+0.3%, neg-0.3%), (pos-0.3%, neg+0.3%)

For example, (pos+5%, neg+5%) means that tracking efficiency of positively and negatively
charged particles are changed from (€pos, €neg) t0 (€pos * 1.03, €peq * 1.03). In case of efficiencyl
in Tab. 4.10, positively and negatively charged particle efficiencies were changed to the same
directions simultaneously. On the other hand, the efficiencies were changed to the opposite
directions in case of efficiency?2.

Fig. 4.25 shows the run index dependence of RufmultPos, RefmultNeg, RefmultNet and
Refmult at /snn = 200 GeV in Runll, where RefmultPos and RefmultNeg are defined as the
positively and negatively charged particle multiplicities measured in || < 0.5. Refmult and
RefmultNet are defined as RefmultPos+RefmultNeg and RefmultPos-RefmultNeg respectively.
Red dotted line shows the mean values if efficiencies of poritively and negatively charged particles
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are changed 5% simultaneously. Blue and green dotted line show the mean values if efficiencies
of positively and negatively charged particles are changed 0.3% separately. Fig. 4.25 says that
efficiency2 in Tab.4.10 largely affect the net-charge but not affect the multiplicities.
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Figure 4.25: Run index dependence of RufmultPos, RefmultNeg, RefmultNet and Refmult at
V/SNN = 200 GeV in Runll.

The systematic errors were estimated by,

1
RMS; = \/n > (Yij— Yaer)® (4.26)

%

Sys.Err = |y (RMS;). (4.27)
j

Where Yy, represents the cumulant measured by using the default cut and Y; ; represents the
cumulant measured by using the different cut. j correspond to the index of the each parameter
and ¢ correspond to the index of the changed variables. In this analysis, n = 2 in all cases.
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Chapter 5

Results and Discussion

5.1 Up to the sixth-order fluctuation

In this section, centrality dependence of up to the sixth-order cumulants of net-charge dis-
tributions in Au+Au collisions at \/sxy = 54 and 200 GeV are shown, and compare to the
published net-charge results and preliminary net-proton results. As it is said at previous chap-
ter, \/snn = 200 GeV data was taken from 2010 to 2011 year. Therefore, detector conditions
are different among different year and trigger IDs. First, for consistency check, cumulants are
measured for each trigger ID. Then, cumulants of each trigger ID and each run are merged.

5.1.1 Cumulants

First, camulants at /syn = 200 GeV are shown. Fig. 5.1 shows the before and after efficiency
corrected first to the sixth-order cumulants and N, as a function of centralities in Au+Au
collision at /syn = 200 GeV in Runll, trigger ID = 350043. N, is defined as (N4 + N_)
whereas C] is defined as (N — N_).

Cumulants are proportional to the mean number of the participant because of the additivity
of cumulants. After efficiency correction, statistical uncertainties become larger in all cases. It
is obvious that statistical uncertainty become larger with the order of the cumulants. Unless
otherwise noted, all the results which will be shown from now are efficiency corrected results.

Fig. 5.2 shows the first to the sixth-order cumulant and N., as a function of centralities
in Au+Au collision at /sy = 200 GeV for various systematic cuts. Trigger ID = 350043 in
Runll data is used. (pos+3%, neg-3%) and (pos-3%, neg+3%) largely affect C; but not largely
affect the other order cumulants.

Fig. (5.3) and Fig. (5.4) show the first to the sixth-order cumulant as a function of centralities
in Au+Au collision at /syny = 200 GeV for each trigger ID in Runll and Runl0 respectively
including systematic uncertainties. Color difference represents the different trigger ID. In case of
C and N, the systematic uncertainties are the dominant ones over the statistical uncertainties.
On the other hand, at higher order cumulants, statistical errors are the dominant comparing to
the systematic ones. It seems that most of the data points are consistent within statistical or
systematic errors among different trigger IDs.

72



8 400
7F 350 F *
6F * 300
SF 250
— N *
O« * O o} °
3F * 150 | * o
2F 100 * ©
* * ° o o ,6, o
1F 50 F
o © ’
o T o TR TR T TV
0 50 100 150 200 250 300 350 0 50 100 150 200 250 300 350
<Npart> <Npart>
3 6
200 10 x10
15
150 F
10F
100 sk
L0 ©
O 5°F (&) Oftink & & W g
ot & & W * SE
_1oF
_sof
15F
100, Lol T T T T
0 50 100 150 200 250 300 350 0 50 100 150 200 250 300 350

Figure 5.1: first to sixth-order cumulants and N, as a function of (Npge).
350043 at /snn = 200 GeV. Open round symbol and star symbol represent

<Npart>

<Npart>

after efficiency corrected results.

8 400
7F 350 | “
6 F ¢ 300 |
5F 250 | N
— o ¥
O «f w O 200f
13 » 150 | we
2F 100 | »y¥
W .
1E W 50F oy
o HITTRTRTTT | o VTR TN |
50 100 150 200 250 300 350 0 50 100 150 200 250 300 350
<Npart> <Npart>
3 s
200 210 10
15 F
150 F
10F
100 sE .
10 © . !
Q) sof Q OpvrsEwe » 0
SR i a3
_1oF
_sof
5F
100 TR TR T T TR TR T T
0 50 100 150 200 250 300 350 0 50 100 150 200 250 300 350

<Npart>

<Npart>

Ncn

Cs

NCI‘I

500

400

300

200

100

0

500
450
400
350
300
250
200
150
100

50

60
- NNV
0 50 100 150 200 250 300 350
<Npart>

- 2500
F 2000 -
3 1500
<

E O 1000
E 500 * é
awr & & % ‘& a8 ©
3 -500 =
056106756 200386 300" 350 650100150200 250300~ 350

<Npart> <Npart>

* Au+Au, /snn= 200 GeV
o Run11
E * —e— 350043_Eff_Uncor
* o
o o —k— 350043_Eff_Cor
* o

o *x o

Trigger 1D =
the before and

Ca

2500]

2000

1500

1000

500

-500

4§

T A F l
E 1 1 1 Lol 1
0 50 100 150 200 250 300 350
<Npart>
¥
3 4
3 Wi
E W
= W
VSTV TR TOUT T
50 100 150 200 250 300 350
<Npart>

VTR T TR T
50 100 150 200 250 300 35
<Npart>

—sie— default

—¥— Idcal<0.8

—i— ldcal<1.2

—%— nhits>22

—a— nhits>18

—— nhitdedx>12

—4— nhitdedx>8

—v— eff+5%

—a— eff-5%
POs+0.3%,neg-0.3%
pos-0.3%,neg+0.3%

Au+Au, /snn= 200 GeV, Run11

Figure 5.2: first to sixth-order cumulants as a function of (Npe) for various systematic cut.
Trigger ID = 350043

73



8 400
7k . 350 t
33 % 300 f =
SF 250 |
— - % N *
O g | O
13 - 2 150 F H
2F t’ % 100 H
IR 50 F **
o TRV o et
0 50 100 150 200 250 300 350 0 50 100 150 200 250 300 350
<Npart> <Npart>
3 6
200210 10
15F
150 F
10F
100 sE
L0 ©
O =F SIE alalial * *
ol A * SE
_10F
_sof
5F
100

T TR T TV
0 50 100 150 200 250 300 350
<Npart>

T TV TR T
0 50 100 150 200 250 300 350
<Npart>

:31

2500

2000

1500

1000

500

-500

b # ¥ % I

500

T T TR TR T
50 100 150 200 250 300 350
<Npart>

450 |
400 |
350 |

100

250
200 |
150 |

| RO
50 100 150 200 250

of i

He

L
300 350
<Npart>

0

T T TR T TR T
50 100 150 200 250 300 350
<Npart>

Au+Au, /snn = 200 GeV
Run11

—*— 350043
—*— 350003
—*— 350013

Figure 5.3: First to sixth-order cumulants as a function of (Nper¢) in Runll for each trigger ID

at /snn = 200 GeV.
8 400
7F - 350 F i
6 F " 300 F
—_ 5F - ~ 250 | *
O« # O ot
3F - = 150 | e
S
2F 'ﬂ - 100 f b3
1B 9K 50 F e
o TRV o T TOVTR TN |
0 50 100 150 200 250 300 350 0 50 100 150 200 250 300 350
<Npart> <Npart>
200 2190 x10°
15
150
10 F
100 i sk
1) ©
& =f } O oo g A #
o S ? Sk
-10F
_soF
5F
00 b .

0 50 100 150 200 250 300 350
<Npart>

1 1 1 1 1 1
0 50 100 150 200 250 300 350

<Npart>

60

50 F
40k
30F

D 20f
10

e d

50 w
TR TR TR T
50 100 150 200 250 300 350

<Npart>

-10
-500 =
0k
TRV TN TN | TRV T T AT
0 50 100 150 200 250 300 350 0 50 100 150 200 250 300 B850
<Npart> <Npart>
500 F ’i’ Au+Au, /snn = 200 GeV
450 (> Run10
400
350 F —*— 260001
< 300 *®
oso b —*— 260011
2op = —— 260021
150 F e
00E —*— 260031

Figure 5.4: First to sixth-order cumulants as a function of (Np4¢) in Runl0 for each trigger ID

at /sy = 200 GeV.

74



Fig. (5.5) shows the merged results from first to the sixth-order cumulants as a function of
centralities in Au+Au collision at /syn = 200 GeV. Cumulants are compared with statistical
baseline and model calculation. Red and blue dotted line show the Poisson and NBD baseline
and red band show the UrQMD calculation. The width of the band represent the statistical
uncertainties. The C baseline of NBD and Poisson are the same by definition. NBD baselines
are systematically larger than the other results especially from Cs to Cy. At C5 and Cg results,
statistical errors on the data points are larger than the difference between NBD and Poisson
baseline. UrQMD calculations are almost consistent within experimental data at higher order
cumulants.
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Figure 5.5: First to sixth-order cumulants as a function of (Nper) in Au+Au collision at

v/ SNN = 200 GeV.

Next, cumulants at /sxy = 54 GeV are shown. Fig. (5.6) shows the before and after
efficiency corrected first to sixth-order cumulants and N, as a function of centralities in Au+Au
collision at \/sNn = 54 GeV in Runl7, trigger ID = 580021. C7 at /snn = 54 GeV is larger
than that of 200 GeV because of baryon stopping. 62.4 GeV efficiencies are used for efficiency
corrections as a proxy for the 54 GeV. We observed that the N, at \/sxy = 54 GeV is
smaller than that of \/sxy = 200 GeV, which means that charged particle multiplicities in
finite acceptance become larger with collision energies. In addition, the tracking efficiency is
smaller at higher multiplicities, therefore the efficiency at 54 GeV is better than that of 200
GeV.

Fig. (5.7) shows the first to sixth-order cumulants as a function of centralities in Au+Au
collision at \/sNN = 54 GeV. Cumulants are compared with Poisson and NBD baseline. The
NBD baselines are larger than Poisson baseline from Cs to C4 but the deviations between NBD
and Poisson baseline are smaller than that of \/sny = 200 GeV.
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Figure 5.6: First to sixth-order cumulants and N, as a function of (Npg). Trigger ID =
580021. Open round symbol and star symbol represent the before and after efficiency corrected

results.
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Figure 5.7: first to sixth-order cumulants as a function of (Npgr¢) in Au+Au collision at

v/ SNN = 54 GeV.
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5.1.2 Cumulant ratios

In this subsection, we summarise the results of cumulant ratios. Fig. (5.8) and Fig. (5.9) show
the third to fifth-order cumulant over second-order cumulants as a function of centralities in
Au+Au collision at /sy = 200 GeV and 54 GeV respectively. Poisson and NBD baseline
are also plotted and UrQMD simulation results are shown at \/sxy = 200 GeV. Data points
of C3/Cy and Cy/Co are always larger than Poisson baseline and C3/Cy are close to NBD
baseline. C5/C5 is consistent within statistical baseline and the difference between Poisson and
NBD baseline is small.
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Figure 5.8: third to fifth-order cumulants over second-order cumulants as a function of (Npqr¢)
in Au+Au collision at /syn = 200 GeV.
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Figure 5.9: third to fifth-order cumulants over second-order cumulants as a function of (Npgy¢)
in Au+Au collision at /syn = 54 GeV.

Fig.5.10 shows the Cg/Cy of net-charge distribution as a function of centralities in Au+Au
collision at 54 GeV (left), 200 GeV (middle) and Cg/Co of net-proton distribution (right) at
V5NN = 200 GeV respectively. The right hand side panel is same as the right hand side panel
of Fig. (1.16). Absolute values of Cs/C> of net-charge and errors are larger than that of net-
proton because width of the net-charge distribution wider than that of net-proton. Most of the
data points of net-charge Cg/Co consistent within statistical baseline in all centrality whereas
net-proton have the negative values at some centralities with larger statistical errors.

Fig. (5.11) shows Cs/C> of net-proton (top) [25] and net-charge (bottom) distribution as a
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Figure 5.10: Cg/C5 of net-charge distribution as a function of centrality in Au+Au collision at
54 GeV (left), 200 GeV (middle) and Cgs/Csy of net-proton distribution (right) [24]

function of centrality in Au+Au collision at 54 GeV and 200 GeV. 0-40% centralities are merged
and UrQMD calculations at 200 GeV are also plotted. At net-proton results, Cs/Cy have the
negative value at \/syn = 200 GeV and positive value at /sy = 54 GeV in 0-40% centrality.
On the other hand, at net-charge results, the small deviation can be seen between ,/syN = 200
GeV and 54 GeV at 40-50% centrality. However, net-charge Cs/C> at /sy = 200 GeV and
54 GeV are consistent within statistical errors in other centralities.

Next, So and rko? of net-charge distributions at V/SNN = 54 GeV are compared to other
published results from BES-I energies. Fig. (5.12) shows the energy dependence of So and ko2
of net-charge distribution in 0-5% and 70-80% centralities. The So and ko2 at V/SNN = 54 GeV
are consistent with the previously measured /sy = 39 and 62.4 GeV, and it agrees very well
the overall trend of the collision energy dependency.
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Figure 5.11: Cg/C4 of net-proton (top) [25] and net-charge (bottom) distribution as a function
of centrality in Au+Au collision at 54 GeV and 200 GeV. 0-40% centralities are merged and
UrQMD calculations at 200 GeV are also plotted.
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5.2 An dependence

Fig. 5.13 shows the An dependence of up to the fourth-order cumulants in Au+Au collisions
at \/snn = 7.7, 11.5, 14.5, 19.6, 27, 39, 62.4 and 200 GeV. Three centralities, 0-5%, 20-30%
and 40-50% are measured. Cumulants are observed to linearly increase with An because of the
additivity of the cumulants. Cumulants also increase from peripheral to central collisions for the
same reason. Statistical error of Cy in 0-5% centralities are much larger than that in peripheral
collisions. (1 is observed to decrease with collision energies because of the baryon stopping.
On the other hand, Cs is observed to increase with collision energies because multiplicities
are increasing towards to higher collision energies, and the width of the distributions are also
increasing with the multiplicities.

Fig. 5.14 shows the An dependence of various order cumulant ratios and D-measure in
Au+Au collision at /syy = 7.7, 11.5, 14.5, 19.6, 27, 39, 62.4 and 200 GeV. Four centralities,
0-5%, 20-30%, 40-50% and 70-80% are measured and color difference represents the different
centralities, and we compare to the Poisson baseline shown with the dotted line. Before and after
charge conservation corrections are represented by open round and star symbol respectively.

C3/Cy decrease with An at all beam energies and peripheral results are larger than central
collision at most of energies. In addition to efficiency correction, charge conservation correction
have been done for D-measure. At D-measure results, similar trends of Cy/Cy can be seen.
D-measure also decrease with An at all beam energies and peripheral results are larger than
central collision at most of energies. These trends are similar to ALICE results and higher
results at higher energies are more decreasing with 7.

At C3/Co, most of the results are larger than Poisson baseline and increase with An without
most central collision at /sNn = 200 GeV.

At C4/C5, most of the results are consistent with Poisson baseline and increase with An
without most central collision.
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Figure 5.13: An dependence of first to fourth-order cumulant in Au+Au collision at /sy =
7.7, 11.5, 14.5, 19.6, 27, 39, 62.4 and 200 GeV for 0-5%, 20-30% and 40-50% centralities. Color
difference represents the different centralities.
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Figure 5.14: An dependence of various order cumulant ratios and D-measure in Au+Au collision
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centralities. Color difference represents the different centralities.
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5.3 Volume Fluctuation

In this section, VFC and CBWC results are compared by using toy model and UrQMD approach.
We only show the main results and the other results are shown in appendix.

5.3.1 Toy model approach

Fig. 5.15 shows the second to fourth-order cumulants of net-charge distribution as a function of
(Nw) (=(Npart)) by using toy model for 10% centrality step. For red points, Ny is fixed at the
value of the averaged number of participant nucleons ({Ny/)) in each centrality bin, they thus
do not include VF. K, (N4 — Ny) which is sometimes written as C), represents the nth-order
cumulants of net-charge distributions.

Blue symbols include the fluctuation of the Ny in each centrality. Red and blue dotted
line show the Poisson baseline and the expectation line of Ny fluctuation which is estimated
from Eq. (4.15) to Eq. (4.18) respectively. Ny fixed results (red) are consistent within Poisson
baseline, and Ny fluctuation results (blue) are also consistent with the baseline in all cases.
Ko(Ny — N_) which corresponds to K2(An) in Eq. (4.16) is not affected by VF. This is because
small An leads to small VF according to Eq. (4.16). For K3 and K4, Ny fluctuation results
are larger than Ny fixed results which means that Ny fluctuation results are enhanced by
VF. Then, we tried both CBWC and VFC to subtract VF from Ny fluctuation results. VFC
results (green) are consistent with Ny fixed results (red) which means that VFC works well
in this model. On the other hand, CBWC results are smaller than Ny, fluctuation results but
larger than Ny fixed results. Therefore, in toy model case, CBWC can reduce VF but can not
completely eliminate the VF whereas VFC can remove VF completely.
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Figure 5.15: From second to fourth-order cumulants as a function of mean number of participant
by using Toy model for for 10% centrality. Red, blue and green results show the Ny fluctuation,
Ny fixed and VFC results. CBWC results are written as the blue star symbol. Red and blue
dotted line is the Poisson baseline and the expectation of Ny fluctuation results.

Fig. 5.16 shows the xo? of net-charge distribution as a function of (Ny/) for 10%, 5% and
2.5% centrality step. In 10% centrality step, CBWC results contain larger VF compared to
the results with 5% and 2.5% step centrality. However, the differences between CBWC and
Ny fluctuation results become smaller in 5% centrality step and consistent in 2.5% step. This
results imply that 2.5% centrality step can reduce VF as well as CBWC. However, there remain

84



VF in both CBWC and Ny fluctuation results in any case. On the other hand, VFC works

well in any case and does not depend on the definition of the centrality divisions.
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Figure 5.16: ko2 as a function of mean number of participant by using toy model for 10% (left),
5% (middle) and 2.5% (right) centrality step. The color and marker differences are same as
Fig.5.15

5.3.2 UrQMD approach
(1) Net-charge

Next, UrQMD simulation results will be shown.

Fig. 5.17 shows the second to fourth-order cumulants of net-charge distribution as a function
of (Nw) by using UrQMD model for 10% centrality step. Red open star symbols ?CBWC-Ny”
mean that CBWC is applied for each Ny, bin. Standard CBWC is applied for each multiplicity
bin which is represented by blue open star symbol. CBWC-Nyy results are considered as ”no-
VFE” results which correspond to the red round symbol in the toy model case. Blue symbols
contain VF without any corrections, and VFC results are shown in green markers. As discussed
in previous section, K3 is not affected by VF due to the small value of . However, trends at
K3 and K, are not consistent with toy model case. For example, CBWC results are smaller
than CBWC-Nyy results, and VFC results are smaller than both of them. VFC results seem
over correction and VFC does not work well. One of the reason could be that IPP is broken in
UrQMD model.

The other reason is the correlation effect. In toy model, particles used for centrality determi-
nation and particles used for the net-charge calculation are produced independently. Therefore,
there are no correlation between multiplicity used for centrality and net-charge. In UrQMD
model and real experiment, net-charge and multiplicity used for centrality determination (Ref-
mult2) are calculated in different kinematic window in order to avoid the correlation. Specifi-
cally, net-charge is measured in |n| < 0.5 and multiplicity used for centrality determination is
measured in 0.5 < || < 1. However, there may remain the correlation which make cumulants
smaller. In order to check this effect, we defined four different kinematic 7 window, |n| < 0.5,
05 < |n <1,1.5 < |n| <2,2.1 < |n| <5.1. Fig. 5.18 shows the 7 distribution in UrQMD model
and color bands represent different n windows. || < 0.5 is used to measure net-charge cumu-
lants. Therefore, if centrality is defined in |n| < 0.5, the correlation effect is considered to be

85



10000,
400 100F
UrQMD, 10% bin
350 sok- 8000 ¢
~— 300 2 60F 26000 =
P4 T T
T 250 Y ok N
Z+ < ¢ Z 4000
< 200 < = °
(] —e— Raw Q 20 Q
X 150 2000
—— VFC x * %
100 g
—#— CBWC-Nw (no VF) o0 b4 * F)
50 —#— CBWC e o o
1 1 1 1 1 1 1 _40 1 1 1 -2000! L 1 1 1 1 1
50 100 150 200 250 300 350 400 0 50 100 150 200 250 300 350 400 0 50 100 150 200 250 300 350 400
<Nw> <Nw> <Nw>

Figure 5.17: From second to fourth order cumulants as a function of mean number of participant
by using UrQMD model simulation for 10% centrality step. The color and marker differences
are same as Fig. 5.15

very large. 0.5 < |n| < 1 corresponds to current centrality determination region. 2.1 < |n| < 5.1
are outside of STAR TPC acceptance and corresponds to the Event Plane Detector (EPD)
acceptance which will be used for centrality determination from BES II.
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Figure 5.18: Pseudo-rapidity distributions in UrQMD model in Au+Au collisions at /sy = 200
GeV.

Fig. 5.19 shows the correlation between multiplicity measured in different 1 windows and
number of positively charged particles measured in || < 0.5. Ny is fixed to 100 in all plot.
Therefore, there correlation in Fig. 5.19 correspond to the correlation. If centrality is defined in
In| < 0.5, strong correlation is observed because of the correlation effect. If centrality is defined
in 0.5 < |n| < 1, correlation seems weaker than that in || < 0.5 but the correlation can not
seem to be eliminated. If centrality is defined in EPD region (2.1 < || < 5.1), correlation is
smaller than the other definitions.

Fig. 5.20 shows the second to fourth-order cumulants of net-charge distribution as a function
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Figure 5.19: Correlation between Refmult2 and number of positively charged particles which
are measured in different kinematic windows. From left to right, |n| < 0.5, 0.5 < |n| < 1,
15<|n <2,21<|n <5.1.

of (Nw ) by using UrQMD model for 10% centrality step for different centrality determinations.
The left hand side panels are raw (no correction), middle panels are CBWC and right panels
are VFC results respectively. Color differences are different centrality determination, n regions
are |n| < 0.5, 0.5 < |n| <1,1.5 < || <2 and 2.1 < |n| < 5.1. In CBWC and VFC results, third
and fourth order cumulants become larger with forward n region which is used for centrality
determinations. These results imply that cumulants are suppressed by the correlation if 7
region which is used to centrality determination is close to the region which is used for cumulants
calculation. Therefore, using Refmult2 for centrality determination in net-charge analysis might
not be enough to eliminate the correlations.
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Figure 5.20: From second to fourth order cumulants as a function of mean number of participant
by using UrQMD model simulation for 10% centrality step for different centrality determination.
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(2) Net-proton

The same studies have been done for net-proton cumulants. Fig. 5.21 and Fig. 5.22 show up
to the sixth-order cumulants and cumulant ratios of net-proton distributions as a function of
(Nw) by using UrQMD model for 10% centrality step respectively. The definition of ”CBWC”,
"VFC”, ”CBWC-N” (=CBWC-Nw) and "CBWC-M” (=CBWC) in Fig. 5.21 and Fig. 5.22 are
the same as the net-charge studies in previous subsection. The same comparison of net-proton
cumulants have already done [53], and the results in Fig. 5.21 and Fig. 5.22 are consistent
with previous studies. At Fig. 5.21, the results of CBWC-N are larger than CBWC-M and
VFC does not work well. This is the same conclusion as the net-charge case. We have to note
that the definition of ?CBWC-N” in Fig. 5.21 and Fig. 5.22. First, centrality is determined by
Refmult3 which is defined as the multiplicity except proton and anti-proton in order to avoid
auto-correlation in |n| < 1. Then, CBWC has been done for each Ny bin for each centrality.
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Figure 5.21: Up to the sixth-order net-proton cumulants as a function of mean number of
participant by UrQMD model for 10% centrality step for different centrality determination.
These results are consistent with previous studies [53].
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Figure 5.22: C3/Co (left), C4/Co (middle) and Cg/Cy (right) of net-proton distributions as a
function of mean number of participant by using UrQMD model simulation for 10% centrality
step for various correction methods.

Next, net-proton cumulants for different centrality definitions are shown as well as net-charge
case in Fig. 5.20, which have not been done in previous studies [53].

Fig. 5.23 shows the second to fourth-order cumulants of net-proton distribution as a function
of (Nyw) by using UrQMD model for 10% centrality step for different centrality determinations.
Color differences are different centrality definitions, n ranges are [n| < 1,1 < |n| < 2,2 < |n| < 3,
3 < |n| <4 and 4 < |n| <5 without proton and anti-proton in order to avoid auto-correlation
effect. Color line show the CBWC-N results for each centrality definition. Black dotted line
shows the CBWC-N results which centrality is determined by dividing Ny distribution. In
other words, centralities are determined by final state multiplicity for each n region and then
CBWC-N has been done for color line whereas centrality is determined by Ny distribution
itself for dotted line.

The third and fourth-order cumulants of net-proton become larger with forward 7 region
which is used for centrality determinations as well as net-charge case.

Fig. 5.24 is the same as Fig. 5.23 but only centrality definitions are different. Color differences
are different centrality definitions, n ranges are |n| <1, 1 < |n| <2, 2 < |n| < 5. As mentioned
in previous section, n range of EPD is 2.1 < |n| < 5.1. Thus, 2 < |n| < 5 corresponds to the
EPD acceptance, and multiplicities are measured both including proton and excepting proton
cases. As well as Fig. 5.23, the third and fourth-order cumulants of net-proton become larger
with forward 7 region. In addition, the systematic difference of CBWC results among different
centrality definition is smaller than VFC results, and trends are similar to CBWC-N results.

Fig. 5.25 shows the cumulant ratios from Fig. 5.23, and Fig. 5.26 shows the cumulant ratios
from Fig. 5.24. As well as Fig. 5.23, the third and fourth-order cumulant ratios of net-proton
become larger with forward n region, and CBWC results are always smaller than CBWC-N
results.

In Fig. 5.27, we compared different centrality divisions between 10% and 2.5%. The result
shows that cumulants depend on both centrality definition and bin width.
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Figure 5.23: From second to the fourth-order net-proton cumulants as a function of mean
number of participant by using UrQMD model simulation for 10% centrality step for different
centrality definitions. Centralities are determined at |n| < 1, 1 < || < 2, 2 < |n| < 3,
3 < |n| <4 and 4 < |n| < 5 without proton (anti-proton), which are drawn as different colors.
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Figure 5.24: From second to the fourth-order net-proton cumulants as a function of mean
number of participant by using UrQMD model simulation for 10% centrality step for various
centrality definitions. Centralities are determined at |n| < 1, 1 < |n| < 2, 2 < || < 5 without
proton (anti-proton) and 2 < |n| < 5 including proton (anti-proton), which are drawn as
different colors.
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Figure 5.25: C3/Cs (top), C4/Cy (middle) and Cg/Cs (bottom) of net-proton distributions as a
function of mean number of participant by using UrQMD model simulation for 10% centrality
step for various centrality determinations. Centralities are determined at || < 1, 1 < |n| < 2,
2 <|n <3,3<|n <4and 4 < |n <5 without proton (anti-proton), which are drawn as
different colors.
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Figure 5.26: C3/Cs (top), C4/Cy (middle) and Cg/Csy (bottom) of net-proton distributions as a
function of mean number of participant by using UrQMD model simulation for 10% centrality
step for various centrality determinations. Centralities are determined at || < 1, 1 < |n| < 2,
2 < |n| < 5 without proton (anti-proton) and 2 < |n| < 5 including proton (anti-proton), which
are drawn as different colors.
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Figure 5.27: From second to the fourth-order net-proton cumulants as a function of mean
number of participant by using UrQMD model simulation for 10% and 2.5% centrality step for
raw (left) and VFC (right).
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Chapter 6

Conclusion

Up to the sixth-order cumulants and cumulant ratios of net-charge distributions in Au+Au
collisions at /sxny = 200 and 54 GeV have been measured, and compared to Poisson, NBD
baseline and UrQMD simulation results. These results also have been compared to the previous
net-proton results. At net-proton results, Cs/Co have the negative value at \/syn = 200 GeV
and positive value at \/sxy = 54 GeV in 0-40% centrality. At net-charge results, the small
deviation from the baseline has been observed at /syny = 54 GeV in 40-50% centrality. How-
ever, net-charge Cgs/Cy at V3NN = 200 GeV and most of the centralities at /sny = 54 GeV
are consistent with the baseline within the statistical errors. As it is said in Chapter. 1, nega-
tive C/C4 is predicted as the signal from the crossover transition from theoretical predictions.
Net-proton results in 0-40% and net-charge results in 40-50% centrality imply that crossover
signal might be stronger at /syn = 200 GeV than 54 GeV. These trends do not conflict with
the theoretical prediction because the baryon density at /sy = 200 GeV is considered to be
smaller than that of 54 GeV, and we can imagine that the signal from crossover at /sxn = 200
GeV is stronger than that of 54 GeV. However, the statistical errors are large compared to the
observed deviations between /sny = 200 GeV and 54 GeV. Therefore, it is not obvious that
the signal from crossover has been observed by the measurement of the sixth-order fluctuations
at /snN = 200 GeV and 54 GeV. The BES-II program starts from 2019, and the statistics
at lower energy region will increase than that of BES-1. Therefore, it is important to measure
sixth-order cumulants of both net-proton and net-charge distributions at lower energy regions,
and compare to the results at \/syny = 200 GeV and 54 GeV.

Compared to the published net-charge results, analysis and correction methods have been
improved. The efficiency corrections have been done for different pr region and the different
particles species separately whereas average efficiencies were applied to the published results.
The factorial cumulant method makes it possible to calculate cumulants with shorter CPU
time compared to the conventional method. So and ko? of the net-charge distributions at
V5NN = 54 GeV are newly measured in addition to the published BES-I results, and the results
at \/sxN = 54 GeV are in good agreement with the previous BES-I results.

An dependence of cumulants, cumulant ratios and D-measure of net-charge distributions
have been measured at BES-I energies, /sy = 7.7, 11.5, 14.5, 19.6, 27, 39, 62.4 and 200 GeV.
D-measure is observed to decrease with expanding An acceptance, and this trend is stronger at
higher beam energies, which do not conflict with the previous results from ALICE experiment in
Pb-Pb collisions at \/syny = 2.76 TeV. These results imply that the effect from QGP is getting
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stronger at higher energies, and the trends of An dependence could represent the time evolution
of the phase transition. The C3/Cs and C4/C5 of net-charge distributions have been observed
to increase with An in all BES-I energies except for the most central collision at \/sxy = 200
GeV. These increasing trends are close to the DME model predictions with the large higher-order
susceptibilities which are the initial condition parameters of the model. At BES-II, new detectors
which are Event Plane Detector (EPD), iTPC and eTOF have been installed which make it
possible to measure cumulants and D-measure with larger An acceptance. It is important to
expand rapidity window by using these detectors in future analysis.

Validity of the volume fluctuation correction on higher-cumulants of both net-charge and
net-proton distributions are studied by using toy model assuming IPP and the UrQMD model
simulation. From these studies, 2.5% centrality division can reduce VF as well as CBWC but
5% or 10% centrality divisions include the effect from VF. In toy model, even though CBWC has
been applied, effect from VF can not be removed completely, and VFC could need to be applied
by definition. However, VFC does not seem to work well in UrQMD model, which would be
because IPP model is expected to be broken in UrQMD. Therefore, we have to consider these
effect if VFC is applied to experimental data. In addition, there is a physics correlation between
multiplicity for centrality definition and the charged particles used for the cumulant analysis.
This correlation may suppress the cumulants like an auto-correlation effect.

UrQMD simulation tells that using Refmult2 (multiplicity in 0.5 < |n| < 1) and Refmult3
(multiplicity in 0 < |n| < 1 excluding proton and anti-proton) would not be enough to eliminate
the multiplicity correlations. Thus, when we define centrality at real experiment, we would need
to treat this effect which is not considered in the toy model simulation. At STAR experiment,
using EPD for an external centrality measurements could be one of the solution to reduce this
effect compared with the conventional centrality definition using TPC.
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Appendix A

Light-Cone variables

As mentioned at previous section, in relativistic heavy ion collision, it is convenient to use
kinetic variables which take simple form or unchanged under Lorentz transformations (LT),
such as proper time 7. In this section some light-cone variables, such as rapidity, are introduced

[3].

A.1 Transverse momentum

In relativistic theory, motion of the particles are characterized by 4-momentum, p, = (E,p).
At experiment, particles are ”light like” along the beam direction, z. Therefore, momentum is
changed under LT. However, transverse momentum which is defined as

pPr = (vapy)a (Al)

is unchanged under LT. Thus, transverse momentum is usually used as a observables. In
addition, transverse mass m?p =m? + p?p is also used where m is the mass of the particle.

A.2 Rapidity

According to the composition low for velocities of classical mechanics, sum of the velocities of
the two objects can be expressed as
V3 = VU1 + V2, (A.2)

where vy, vy are the velocities of two objects. However, if the speed of the objects are close
to the light speed like heavy ion collision, Eq.(A.2) is not true and expressed as

VU1 + U2
=—=". A3
s 1+ V1V9 ( )
On the other hand, according to the addition theorem,
tanhax + tanhy
tanh = A4
anh(z +y) <1 + tanh(:v)tanh(y)) (A-4)

is established. Therefore, if we define velocity v as
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v = tanh(y), (A.5)
Eq.(A.3) can be written by

(=2}

)

This formula is same as Eq.(A.2) in spite of relativistic case. From relativistic theory, % = £=.
Therefore, y can be expressed as

Yys =yt Y2 (A.

_ -1(P=z

y = tanh <E) (A.7)
L, (Bt
= 2lm (E —pz> . (A.8)

y is called "rapidity”. In addition, from Eq.(A.7), E? = m? + p? and m% = E? — p?, following
relations are established

E = mypcoshy, (A.9)
p. = mypsinhy. (A.10)
A.3 Pseudo-rapidity

If p is much larger than m, E close to p, £ ~ p. Then, rapidity can be expressed as

Yy o~ tanhl(pz>
p

= tanh!(cos(6)). (A.11)
Therefore, rapidity only depend on angle § and called pseudo-rapidity (7). 7 takes simple form
under LT. Hence, n can be used to represent the angle from the beam direction instead of 6.
A.4 Center of mass energy

Next, we consider the energy when 2 particles collide at the point. 4-momentum is written as
pu = (E,p). Thus, energy E is changed under LT. Then, s is introduced by using 4-momentum
of 2 particles p1. po. s is defined as

5= (p1 +p2)2 (A.12)

s is Lorentz invariant and correspond to the center of mass energy. In case of heavy ion
collision, center of mass energy per nucleon is expressed as /sy = .
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Appendix B

QA plots and analysis details

B.1 (s analysis

Figure B.1 B.2 show the run by run mean value of (pr), (1), (¢), (dca) and (Refmult) in Run10
at /syny = 200 and Runl7 at \/syn = 54 GeV respectively.

- PP I P PP I P UL PP P PP PP
o ‘5( 200 400 600 800 10001200 14001600 180020002200
RunIndex RunIndex RunIndex
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Figure B.1: Run by run QA for Runl0 at \/syy = 200 GeV

The same procedure had been done and select good run for the other energies as well.
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Figure B.2: Run by run QA for Runl7 at \/syxy = 54 GeV
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Figure B.3: fig:(a)z-vertex measured by TPC (b)vertex in xy-plane measured by TPC
(c)Difference between z-vertex measured by TPC and VPD (d)Correlation between Refmult
and TOF matched track at \/syny = 54 GeV in Runl7, Trigger ID = 580021
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Figure B.4: fig:(a)Pseudo-rapidity distribution (b)Distance of Closest Approach (DCA) distri-
bution (c¢)Number of hit points in TPC track used for reconstruction (d)Number of hit points
in TPC track used for calculating energy loss (e)Distribution of track quality at \/syy = 54
GeV in Runl7, Trigger ID = 580021
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Fig.B.6 shows the Refmult2 dependence of TPC and TPC+TOF efficiencies for each particles
species in Runll. Solid line represent the TPC tracking efficiency and dotted line represent the
TPC+TOF efficiency which is calculated by TPC efficiency times TOF efficiency.
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Figure B.6: Refmult2 dependence of TPC and TPC+TOF efficiencies in Runl7 /sy = 54
GeV.

B.2 Apn analysis

Fig.B.19 are tracking efficiencies for each energies which are same as published results [16]. In
published results, average values between positively and negatively charged particles are applied.
In addition, 62.4 GeV efficiencies are applied to 200 GeV data as a proxy of 200 GeV tracking
efficiencies. In this thesis, efficiency corrections were done separately between positively and
negatively charged particles and 200 GeV efficiencies are applied to 200 GeV data.
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Figure B.19: Tracking efficiencies at /syy = 7.7,11.5,14.5,19.6,27,39 and 62.4 GeV. These
values are same as published results [16]
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Appendix C

Z-vertex and luminosity correction
for Refmult2

Centrality is defined by number of charged track which are measured in 0.5 | 7 |< 1 (Refmult2).
Refmult2 depend on luminosity and Z-vertex. Thus, these effect should be corrected. The top
panels of Fig.C.1, Fig.C.2 and Fig.C.3 show the mean Refmult2 as a function of ZDC coincidence
rate which corresponds to the luminosity for each minimum bias Trigger ID in Runll, Runl0
at /sy = 200 GeV and Runl7 at /syn = 54 GeV respectively. Mean Refmult2 is observed
to decrease with luminosity in all Trigger ID. Therefore, polynomial fitting were done for each
Trigger ID and corrected to be flat. Red lines show the poll fitting and corrected results
are shown as blue line. Bottom panels are before and after corrected Refmult2 distributions.
Refmult2 distributions are changed by the correction at /sy = 200 GeV. However, before and
after Refmult2 distributions are almost the same at /syN = 54 GeV. Therefore, this luminosity
correction is effective at /sy = 200 GeV but not effective at lower energies.
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Figure C.1: Luminosity correction for Refmult2 in Runll at ,/syn = 200 GeV
Fig.C.4 shows the Refmult2 distributions for each Z-vertex from —30 < V, < 30 for lcm

step in Runll at /syn = 200 GeV, Trigger ID = 350043. Fitting was done by the following
function around central collision.
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Figure C.3: Luminosity correction for Refmult2 in Runl7 at /sy = 54 GeV
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f(x) = axErf(— (x—c))—i—a, (C.1)
Erf(x) = f/ (C.2)

where a, b and c are fitting parameters and c is called ”Max Refmult2”. Erf(x) is called error
function.

Fig.C.5 and Fig.C.6 show the Max Refmult2 as a function of Z-vertex from —30 < V, < 30cm
in Runll at /sy = 200 GeV for each Trigger ID. 2nd polynomial fitting was done for each
Trigger ID and corrected to be flat. In addition, mean values of Refmult2 is scaled to Trigger
ID = 350043 at \/snn = 200 GeV.
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Appendix D

Other VFC results

In this chapter, we show the various VFC results which are not shown in Chapter.5.

D.1 Net-proton toy model results

In this section, we show the toy model results of net-proton distributions and correlation plot.
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Figure D.1: (a) Correlation between multiplicity and Ny by Glauber simulation and two com-
ponent model. (b) Ny distributions for each centrality. (c)(d)(e) Second to the fourth-order
Nw cumulants as a function of (Ny ). Number of events are 100 Million.
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Figure D.2: From first to sixth-order net-proton cumulants as a function of mean number
of participant by using toy model simulation for 10% centrality step for different centrality

determination.
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Figure D.3: From first to sixth-order net-proton cumulants as a function of mean number
of participant by using toy model simulation for 5% centrality step for different centrality

determination.
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Figure D.4: From first to sixth-order net-proton cumulants as a function of mean number
of participant by using toy model simulation for 5% centrality step for different centrality
determination.
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Figure D.5: C3/Cy (left), C4/Co (middle) and Cg/Co (right) of net-proton distributions as a
function of mean number of participant by using toy model simulation for 10% centrality step
for various correction methods.
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Figure D.6: C3/Cs (left), C4/Cy (middle) and Cg/Cy (right) of net-proton distributions as a
function of mean number of participant by using toy model simulation for 10% centrality step

for various correction methods.
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Figure D.7: C3/Cy (left), C4/Cy (middle) and Cg/Cy (right) of net-proton distributions as a
function of mean number of participant by using toy model simulation for 10% centrality step

for various correction methods.

120



D.2 Net-charge toy model results
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Figure D.8: From 2nd to 4th order cumulants of N, distribution as a function of mean number
of participant by using Toy model for 10% centrality step.
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Figure D.9: From 2nd to 4th order cumulants of N (top) and net-charge (bottom) distribution
as a function of mean number of participant by using Toy model for 5% centrality step.
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Figure D.10: From 2nd to 4th order cumulants of N (top) and net-charge (bottom) distribution
as a function of mean number of participant by using Toy model for 2.5% centrality step.
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Figure D.11: So and ko? of Ni (top) and net-charge (bottom) distribution as a function of
mean number of participant by using Toy model for 10% centrality step.
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Figure D.12: So and xo? of Ny (top) and net-charge (bottom) distribution as a function of
mean number of participant by using Toy model for 5% centrality step.
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Figure D.13: So and ko? of N; (top) and net-charge (bottom) distribution as a function of
mean number of participant by using Toy model for 2.5% centrality step.
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