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“facts is precisely what there is not, only interpretations”

Friedrich Nietzsche
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Abstract
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In the field of rehabilitation, it is important to share kinesthetic
information such as muscle activity, which is hardly ever observed
visually, between a physical therapist and a patient. For product
designers and nursing teachers, it would be valuable experience to
see and explore classrooms or hospital rooms from the point of view
of a childs stature. Normal people also never experience inconve-
nience as known by Parkinsons patients, who manage the handling
of eating utensils with hand tremors. These embodied experiences
are broadly categorized as embodied knowledge, which cannot be
acquired by conversations or visual media, but only through active
physical experiences. Therefore, new media or tools that can repro-
duce embodied and social experiences through active and embodied
actions are required to bridge the gap between the patient and the
therapist.

I hypothesized that changing a person’s body, including the re-
lated embodied and social experiences, to that of another person
such as a child or a patient, while allowing active interaction with the
surrounding objects and people in a real-world environment, would
provide more valuable as well as empathic knowledge to school teach-
ers, product designers, and medical staff when designing living en-
vironments or communicating with others. To achieve these new
paradigms to acquire embodied knowledge of personal experiences,
I designed the following two types of corporeal changes: 1) chang-
ing the visual and haptic perspectives into those of a child, and 2)
changing the kinesthetic perspective to that of a patient. With the
recent advancements in wearable technologies and virtual reality, a
humans embodied experiences can be augmented beyond the limi-
tation of space and time. Wearable devices have allowed users to not
only experience new body functions but also extend their sense of
ownership and presence to another person or another creature. In-
terestingly, it has been speculated that experiencing bodily changes
with these wearable technologies also change the associated bodily
sensations.

In this research, I developed wearable devices that can sense and
intervene in human body functions directly for changing ones bod-
ily sensation or perspective. This allows the wearer to experience
changes in perception, action, and interaction while preserving the
active, embodied, and social experiences within a real environment;
this is a beneficial method for supporting the acquisition of embod-
ied knowledge for the scenarios that are experienced. To achieve
this, I have developed two wearable systems: CHILDHOOD and
bioSync. The former device allows people to change their height of
eyesight into a lower stature and to change their hand dimensions
into that of 5-year old by using a head-mounted display, a wear-
able stereo camera, and passive hand exoskeletons. The latter device
shares kinesthetic experiences among people by means of Electrical
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Muscle Stimulation and biosignal measurement, allowing to expe-
rience Parkinsons tremor on a healthy subject including a product
designer.

I setup the following research questions: 1) Can we shape our
own embodied experience into another form while preserving an
active manner? 2) What is the design requirements for interfaces
that change ones experience? and 3) How does changing bodies
change our perceptions, actions and even interactions? These ques-
tions would not only demonstrate the new techniques to gain the
empathy toward different people but also contribute to reveal new
aspects of human behavior.

To explore these questions, I investigated the wearers percep-
tions, actions, and interactions throughout lab and field studies, and
discuss how the wearable systems contribute to the change of bod-
ily sensation. These studies verified that the devices have changed
the wearers embodied and social experiences, and also gained em-
bodied knowledge and empathy toward different people through
the wearers active engagement with existing environments. Interest-
ingly, not only the wearer but also the surrounding people changed
their interaction toward the wearer. It is assumed that the change in
the wearers body created new social context with surrounding peo-
ple, enhancing the shaping of bodily sensation. I conclude by sketch-
ing an outline for future research on changing body representation
by listing technical, phenomenological, and psychological questions
and challenges.
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Chapter 1

Introduction

Rehabilitation Design Education

Therapist Patient

Hidden Muscle Activity
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Caregiver Patient

Challenges in a Daily Life

FIGURE 1.1: Target Scenarios of Understanding One’s
Experiences

1.1 Challenge
Understanding the embodied and social experiences of a person can
play an important role in understanding individual or personal ex-
perience. There are several situations in which it would be beneficial
to be able to perceive another person’s embodied and social expe-
riences, as shown in Fig. 1.1. An example of a situation where em-
bodied experiences are useful includes interactions between physical
therapists and patients during gait rehabilitation. In this scenario, it
is important for the patients to learn appropriate muscle contraction
timings and strength, which is usually hard to gain from observation
or visual contact alone. For therapists, it is a challenge to express or
describe these bodily skills using words. In the fields of product and
spatial designs, it would be beneficial for designers to consider acces-
sibility and usability when designing toys and playgrounds for chil-
dren. However, there is a significant embodied difference between a
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FIGURE 1.2: Existing Tools to Convey One’s Experi-
ences

designer and a child. For a family with a patient experiencing a de-
bilitating neuromuscular condition, it would be a valuable and em-
pathetic experience to understand the physical challenges caused by
the impairment in daily life activities.

1.2 Vision: Sympathy to Empathy
These embodied experiences are collectively categorized as embod-
ied knowledge, which are hard to be acquired by symbolical con-
versations or visual media but through active physical experiences.
Therefore, new media and tools that can reproduce these embodied
and social experiences through active and embodied actions are re-
quired. Humans hold “embodiment" which can be formed based on
the summation of the physical and physiological characteristics of a
person [1]. Embodied knowledge is defined as the physical tech-
niques or skill that can be acquired through embodied actions [2,
3]. The sensory, motor, neural, and musculoskeletal systems are in-
volved in the process of acquisition of such knowledge. If we are able
to acquire the embodied knowledge of an individual’s embodied and
social experiences, it would be beneficial and effective for acquiring
and gaining our knowledge and empathy toward different people.

Conventional Tools
To share these embodied knowledge, several tools have been devel-
oped and used, such as symbolical guidelines, video materials, and
computer graphics (CG) techniques.
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Symbolic Tools

Databases and guidelines have been widely used to convey the char-
acteristics of an individual’s bodily information. The Japan kids de-
sign association provides a numerical database containing the ex-
tremity dimensions of children [4] to assist product designers in eval-
uating usability and accessibility of toys and products. The Housing
Enabler Instrument [5] was developed to assess accessibility in the
housing environment based on three major scores: limitations of and
dependence on mobility devices, physical environmental barriers,
and housing accessibility score. JISX 8341 [6], which was published
in 2004 through the Japanese Standards Association, is a guideline
for designing information and communications equipment, software,
and services for the use of elderly persons and people with disabili-
ties. These guidelines are used in industries and companies to assist
designers in creating universal and/or user-centered designs.

Visual Tools

In addition to the symbolic representations, video materials have
also been used to record and reproduce bodily information and ex-
periences on a screen. With the recent advancement and adoption of
head-mounted displays (HMDs) [7, 8], omni-directional cameras [9,
10], and software platforms [11], the infrastructure required to share
and recreate visual experiences have become popular [12, 13].

Interactive Tools

Three dimensional computer graphics are also used for evaluating
the usability and accessibility of an architecture or a product, such as
a 3D CAD software that renders CG models with pointing devices
including AutoCAD Architecture (Autodesk Inc.) [14], and [15]. Im-
mersive virtual reality (IVR) techniques have also become popular
tools to change bodily sensations for understanding embodied char-
acteristics [16, 17] while the users are projected onto a virtual space
by a motion capture system.

Summary

These tools are able to partially transmit the characteristics or ex-
periences of a person’s embodiment and their special needs to other
people symbolically and visually; however, the following drawbacks
still remain:

1) Users receive the bodily information in a passive manner from
these media, while embodied knowledge can be acquired actively
with physical actions.
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FIGURE 1.3: Acquiring Embodied Knowledge of
One’s Embodied and Social Experiences with Active

Interactions by Shaping Body Representation

2) These media do not provide embodied interactions, which in-
volve proprioceptive feedback that play important roles in learning
or even altering bodily sensation.

3) These media do not generate social interactions with people,
which is also an important form of feedback for the user’s physical
actions because the user is in a virtual space; this may result in isola-
tion from the social and physical contexts.

1.3 Shaping Egocentric Experience

1.3.1 Overview
In this research, I propose a new paradigm that changes one’s expe-
rience consists of perceptions, actions, and interactions by changing
one’s body into that of another person, while allowing active inter-
actions with the surrounding objects and people in a real-world en-
vironment. This would provide embodied and empathic knowledge
of one’s experience rather than describing or simply presenting it
in a symbolical or visual manner. The three human factors; one’s
perceptions, actions, and interactions would play important roles in
defining physical and social experiences and contexts with objects
and people, thus constituting the sum of one’s embodied and social
experiences.

Because all actions and interactions in the proposed experience
style should be performed in a same interaction manner with that
in an existing daily life, the user’s conscious act which consists of
voluntarily initiating actions, which is defined as subjective agency
[18], should be preserved.
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I call this experience that particularly includes both subjective
agency to initiate actions and active interactions with a user’s in-
tention, as egocentric experience in that a user is able to have an
intention to initiate, then initiate, and freely perform actions and in-
teractions with his/her own intention and timing.

Neuroscience studies have revealed that active interactions foster
the change in bodily sensation, particularly body representation [19–
21]; therefore I fully exploit a user’s egocentric actions and interac-
tions for changing the bodily sensation to change the user’s percep-
tions, actions, and interactions.

It is assumed that a user’s egocentric experience and bodily sen-
sation would continue to be changed with the active interactions,
thus I call this modification of the experience as shaping, as a related
study in neuroscience also uses the same term [22, 23].

1.3.2 Benefits
Embodied Knowledge

While the conventional tools provide explicit knowledge of individ-
ual experiences through databases, guidelines, and visual materials,
our experience provides embodied knowledge that would effectively
enable gaining empathy toward different people. Furthermore, the
embodied knowledge will be provided only after the users perform
actions and interact, allowing the enhancement of participation level
toward the experience.

Active Experiences

Based on the acquisition procedure for embodied knowledge, the
proposed experiences provide active and embodied experience, whereas
the conventional tools provide passive experiences. This would fos-
ter the change of bodily sensation and acquisition of embodied knowl-
edge.

Existing Environments

Because our experiences can be felt in a real-world environment whereas
users of VR tools act within a virtual space, important physical and
social interactions with existing objects and people can be provided.
This would help the application of the proposed experiences to ac-
tual scenarios in rehabilitation, education, and design. The existing
knowledge on objects allow wearers to identify the physical relation-
ships between body and space, and the individual knowledge of peo-
ple allow creation of social contexts between the wearers and other
people in the surroundings, such as attitude, conversation, and social
relationship. Through egocentrically experiencing these embodied
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and social experiences, empathetic understanding toward different
people would be enhanced.

1.3.3 Experience Design Challenges
To achieve shaping of one’s perceptions, actions, and interactions, I
introduce the following requirements in this interaction design.

Changing Bodily Sensation in the Real World

As mentioned previously, I hypothesize that active physical actions
with changing bodily sensations allow people to acquire new em-
bodied knowledge. In this research, this modification should be achieved
in real-world scenarios to support communication among people in
existing environments in rehabilitation, education, and design; there-
fore, new techniques to change bodily sensations in the real world
while preserving active actions and interactions are required.

Securing Reachability to Objects and People

To allow active physical interactions with objects and social interac-
tions with people, the reachability of the wearer should be preserved.
For example, proprioceptive feedback from walking provides the
sense of distance to the user.

Preserving Physical and Social Contexts

Securing the reachability to objects and people would allow preserv-
ing the physical and social contexts. By experiencing a handshake
with an acquaintance, the wearer can recognize differences in at-
titude, conversation, social relationship, and physical relationship
during the action of handshaking.

1.3.4 Interface Design Challenges
To make the proposed interactions egocentric in the real-world envi-
ronment, the following design goals are outlined. In addition, I call
an interface which satisfies these design goals, as a wearable cyber-
nic interface.

Wearable Form Factor

This allows users to 1) freely walk around and explore real environ-
ments, 2) reach out and interact with objects, and 3) have conver-
sations with other people based on their own intention, action, and
timing. Allowing the reception of visual and proprioceptive feed-
back will foster a modification of the body representation, in addition
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to enhancing the senses of presence and immersion [24, 25]. Secur-
ing reachability allows users to voluntarily initiate their interactions,
allowing to encourage explorative and active actions in the existing
environment.

Input and Output of Body Function

To change the sensation of body in the real world, it is necessary
to intervene in the relationship between human actuation (the effer-
ent active signal) and sensory feedback (the afferent signal). Prior
researches have used biosignal measurement or a motion tracking
as sensors, and a robotic exoskeleton or a VR HMD as an actuator
[26–28]. Gruneberg et al. noted that closed proprioceptive loop of
physical interaction between the efferent active neural signal and the
afferent signal of consequential sensation of the intended motion is
critical for enhancing neurorehabilitation of the brain [18].

Interactivity

Interactions with objects and people such as recognizing known per-
son’s face or grabbing a familiar object would play an important role
in defining the relationship of the body and space, and in forming
own body representation. In contract to VR applications where users
perform actions within a CG-based VE, the proposed interaction is
performed in a real environment; therefore the interfaces should be
designed so as not to compromise an existing manner of interaction.

To achieve this, I preserve and exploit human’s existing body
function as much as possible. For instance, in the research of shaping
experiences into a smaller-person, users wear a pair of passive hand
exoskeleton in which no link mechanism is attached to users’ thumb
finger, thus allowing to use their own thumb finger for sensing tac-
tile feedback during touching objects or shaking hands. In the re-
search of reproducing kinesthetic experience of Parkinson’s impair-
ment, users attach electrodes and change the physiological attributes
of their forearm by reproducing tremors. This interaction style al-
lows them to grab objects or to shakehand with their own hands.

Input and Output Correspondence

Spatial correspondence between the user’s actions and the control
device should be established to allow the wearer to easily under-
stand how to control their viewpoint in the system, which is a natural
head orientation in the proposed configuration.

Modality correspondence between the real and presented envi-
ronments should be accurate. In the proposed system, the real world
is presented in an immersive manner, and the wearers are thus able
to recognize their space, objects, and other people by using their own
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FIGURE 1.4: Shaping Visual, Haptic, and Kinesthetic
Perspectives into that of a Smaller Person and a Patient

existing social and motor knowledge. This will enable easier defini-
tion of their physical and social relationships and enhance the feeling
of presence and the reality of people and objects.

Temporal correspondence between the user’s input and the de-
vice’s output plays an important role in preserving the sense of agency.
Therefore, I carefully designed and evaluated the latency of the camera-
HMD system so that the wearer could feel that the presented images
were associated with his/her actions and that the device was a part
of the their body.

1.4 Objective
To achieve these new paradigms to acquire embodied knowledge of
experience in the scenarios described, I designed the following two
types of corporeal changes: 1) changing visual and haptic perspec-
tives to those of a child, and 2) changing kinesthetic perspective o
that of a patient.

1.4.1 Smaller-person Experience
To support the understanding of the experience of a smaller-person
including a child, I attempt to reproduce it by shaping the wearer’s
visual and haptic perspectives. I developed wearable visual and
haptic translation systems and then investigated how the wearer’s
perceptions, actions, and interactions could be modified through lab
studies, a field study, and public demonstrations.
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1.4.2 Blending Kinesthetic Experience
Further, to support the understanding of the experiences of a neuro-
muscularly challenged patient, such as a Parkinson’s patient, I at-
tempted to reproduce it by shaping the wearer’s kinesthetic per-
spective. I developed a wearable device that shares and changes
kinesthetic perspectives among people and then investigate how the
wearer’s perceptions, actions, and interactions could be modified
through lab studies and public demonstrations.

1.5 Research Questions
Through these developments, evaluations, and demonstrations of
the two studies, I discuss the following research questions.

• Can we shape our own embodied experience into another form
while preserving an active manner?

• What is the design requirements for interfaces that change one’s
experience?

• How does changing bodies change our perceptions, actions and
even interactions?

These questions would not only demonstrate how the new tech-
niques are effective for gaining the empathy toward different people
but also contribute to reveal new aspects of human behavior.

1.6 Thesis Outline
The researches presented in this thesis are organized by different
chapters. Chapter 2 introduces the related work regarding conven-
tional tools to convey embodied knowledge and methodologies to
change one’s bodily sensation with simple tools. This chapter also
shows the advantages and the limitations of the conventional tools
for skill acquisition. Chapter 3 presents conceptual representations
of the smaller-person experience and the blending kinesthetic expe-
rience with design considerations, contributions and relate works.
Chapter 4 presents engineering contributions including implementa-
tions of 1) visual translator that reproduce a smaller-person’s lower
perspective by using a HMD and a wearable camera, 2) a pair of
hand exoskeletons to reproduce a smaller-person’s haptic perspec-
tive by using passive mechanism, and 3) a pair of wearable kines-
thetic devices that shares kinesthetic perspective among people. Chap-
ter 5 and chapter 6 will introduce a series of performance experi-
ments used to characterize the developed device, and also introduce
a series of user studies to investigate how the user’s perceptions, ac-
tions, and interactions can be changed by the proposed experiences.
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These are discussed in Chapter 7. Finally, considerations about fu-
ture work, and conclusions are presented in Chapter 8 and Chapter
9 respectively.

Parts of the thesis have been already published or are in the pro-
cess of being submitted for publishing. The interaction designs about
shaping egocentric experiences into that of a smaller-person and a
patient in this Chapter, along with methodologies in Chapter 3, im-
plementations in Chapter 4, and results of the user studies in Chapter
6, have been published in conference full papers and journals. Part
of the background interaction paradigm in this Chapter will be sub-
mitted as a conference paper.
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Chapter 2

Related Works

There have been several attempts and approaches to change individ-
ual perceptions, actions, and interactions in the neurosciences, psy-
chology, and design research fields.

2.1 Neuroscience

2.1.1 Plastic Body Representation
Our brain has a constantly updated map of the body shape, called
body representation [19]. Multisensory experiences including pro-
prioceptive and visual feedback contribute to its construction. Inter-
estingly, our body representation is plastic [29, 30], and it is clear that
tool-use changes body representation [20, 31].

2.1.2 Simple Tool Use Changes Bodies
Japanese macaques were able to use a rake to pull objects closer, even
though they rarely perform tool-use behaviors in their natural habi-
tats [19], thus demonstrating that the tool enhanced the monkeys’
reaching distances. Furthermore, neural responses were recorded
from the intraparietal cortex, showing that visual receptive fields had
expanded to include the entire length of the tool after training. The
important fact here is that this expansion of the visual receptive field
was observed only after active and intentional tool use, and not after
passively grasping the tool.

A related phenomenon was also reported in humans with a sim-
ple tool or even a wheelchair [32]. Another study demonstrated that
tool users can sense where an object would contact a wooden rod
more accurately during active sensing [33]. Visually challenged peo-
ple who use canes in their daily lives also have their peri-personal
space enlarged to the tip of the cane [34]. Amputation and prosthe-
sis implantation to a body also shape body and peripersonal space
representations [35].
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2.1.3 Rubber Hand Illusion
Another example that active actions foster changes in body represen-
tation have been reported with a Rubber Hand Illusion (RHI) tech-
nique [36]. RHI is an illusion technique in which a participant feels
his/her ownership is transferred to a dummy rubber hand with the
aid of visual and tactile stimulations [37, 38]. The RHI technique
uses a brush to provide visual and tactile stimulations to both the
participant’s hand and the rubber hand to create an illusion that the
participant feels the rubber hand becoming a part of his/her body
while receiving these stimulations in a passive manner. This study
has demonstrated that an active tapping mechanism, where the par-
ticipant can directly control the rubber hand’s finger movement ac-
cording to that of the participant, has enhanced the feeling of own-
ership toward the rubber hand rather than using the conventional
passive stimulations. Conclusion.

Summary
These studies have demonstrated that our body representation is
plastic and can thus be modified by simple tool practices. Most im-
portantly, it has proven that the active and intentional use of tools
have fostered changes in our bodily sensations. This research also
takes advantage of this phenomenon in that the wearer initiates their
actions and interactions themselves, and also investigate how active
and passive experiences generate differences in the change of bodily
sensations.

2.2 Psychology
After J. Lanier first discussed immersive virtual reality systems could
be used for changing bodies in the late 1980s [39], many studies tack-
led this topic in the field of psychology.

2.2.1 Experiencing Child Avatars
When a user has an illusionary ownership toward a virtual child
body in an immersive virtual environment in which the virtual and
real body movements are synchronized, it causes overestimation of
object sizes due to the shrinkage of bodily sensation [17]. A similar
phenomenon of the size of one’s own body directly influences the
object size and distance perception was also reported in a real world
setup where the ownership of a participant laying on a bed was
transferred to a small doll by means of RHI technique [40, 41]. These
studies mentioned that changing one’s own body changes not only
their perceptions but also actions such as attitude, self-identification,
and subsequent real speaking [42].
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FIGURE 2.1: Topological Representations of Body
Functions in Interaction Research: 1) Appending, 2)

Extending, and 3) Shaping Body Functions

2.2.2 Changing Skin Colors
Not only is changing the physical height of body but also changing
the color of skin has been performed to investigate how this expe-
rience changes racial bias toward dark-skinned people, for instance.
Before and after five-minutes trial of having dark skin on a virtual
avatar, racial implicit association test was performed, suggesting that
light-skinned people in a dark skinned body have reduced implicit
racial bias [16, 43, 44]. Another study reported that having higher
ownership toward a dark-skinned rubber hand is associated with be-
coming more positive towards individuals with dark skin [45].

Summary
These psychological studies have demonstrated that changing bod-
ies in a virtual environment achieved the change in perceptions, ac-
tions and even attitude including implicit bias which would help
gaining empathy toward different people. One major challenge is
that users in the setup of these studies are immersed in a virtual
environment, which isolates them from existing physical environ-
ments and social relationship with surrounding people. Especially
social interactions with actual people which would play an impor-
tant role in understanding the gap is not fully reproduced. While
the neuroscience studies have been conducted with simple tools and
the psychological studies have been conducted within a virtual space
or with a passive manner, the recent advancement in wearable tech-
nologies have allowed to append, extend, and change our body func-
tion with a more complex tool in a real-world environment.
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2.3 Interaction Research

2.3.1 Supernumerary Body Function
Recent studies have allowed to append supernumerary bodily func-
tions to users such as a third eye [46] to see one’s back through a
wearable camera and a HMD, a robotic sixth finger [47–49] to help
user’s physical hand performance, and a secondary brain memory
[50] to record one’s daily life by a wearable camera based on a wearer’s
gaze attention. These wearable devices are capable of simulating or
working with body function.

As shown in Fig. 2.1(1), there exists custom designed interfaces
(IF) between the body and the supernumerary body because the ad-
ditional body does not originally belong to the body. Thus, the in-
terfaces should have a mechanism that accurately predicts a user’s
intentions. In addition, interactions (IX) will be performed with a
different body form factor, resulting in compromising existing social
interactions.

2.3.2 Extending Body Function
These wearable technologies have not only increased physical capa-
bilities of one person but also embodied and social experiences be-
yond the limitations of space and time. Tele-existence communica-
tion techniques have achieved an extension of the user’s presence
in a remote place by sharing their first-person perspective [51] or by
surrogating one’s body into a robot [52] or other person as an actua-
tor [53, 54]. Interestingly, it has been proved that these wearable tech-
nologies have an enough capability to change not only body function
but also to change one’s bodily sensation.

As shown in Fig. 2.1(2), users interact with the remote environ-
ment through the different type of body such as a robot or a person.
Thus users could have a difficulty in feeling sense of agency or own-
ership towards their interaction. In addition, interfaces are capable
of sharing a few number of modalities, resulting in decreasing the
sense of immersion.

2.3.3 Changing Body Function
Several design tools that changes one’s bodily sensation to gain em-
pathy have been proposed, such as begin an elderly by degrading
visual and motor capabilities [55], having a child’s perspective by
narrowing horizontal and vertical fields of view (FOVs) using card-
board goggles [56], or having a Parkinson’s tremor by using a desk-
top haptic interface [57].

These design tools have successfully changed the wearer’s bodily
sensation into another form in a statical manner, allowing people to



2.3. Interaction Research 15

gain empathy toward different people. In this research, we modify
the relationship between human actuation (the efferent signals) and
sensory feedback (the afferent signals) by measuring and intervening
in human’s body function.

Summary
As shown in Fig. 2.1 (3), the proposed morphology shapes body rep-
resentation itself without adding or extending extremities or modal-
ities. This allows users to perform full body interaction with objects
and people in a real and existing environment. Because the shaped
body inherits its spatial and modal attributes from that of original
body, users are able to understand the interaction manner and to per-
form physical and social interactions by an existing manner.
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Chapter 3

Methodology

3.1 Smaller-person Experience

3.1.1 Introduction
With the recent advancement of wearable technologies and augmented
reality techniques, humans’ egocentric experiences are augmented
beyond the limitations of space and time. Several studies have been
conducted aiming to reproduce another person’s experiences such as
extended first-person view [12, 51, 58] and surrogation technology
using a haptic controller [52].

It is noted that not only visual and auditory experiences but also
subjective embodied interactions with the surrounding environment
play an important role when trying to understand another person’s
perceptual and physical characteristics (e.g., children, elderly [55],
and impaired individuals [59]). Especially in case of children, be-
cause there is a significant embodied and perceptual gap with adults,
it is hard to understand the difference in embodiment without expe-
riencing it for oneself. If these characteristics could be reproduced
and presented in an egocentric and embodied manner, it would pro-
vide valuable and empathic experience for teachers and product de-
signers, when communicating with children in a nursing school or
trying to design living environments for them.

Visual Gap

As an example of the gaps between children and adults, there is a dif-
ference in eyesight level [60]. This causes several unique experiences:
when looking up a vending machine or a store shelf, children would
be dazzled by fluorescent lights because they would see the lights
directly from a lower viewpoint; when children are surrounded by
adults, they would have strong feeling of oppression; and when see-
ing an approaching car, it would be very scary experience because
the size perception of objects and people is different from that expe-
rienced by adults.
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FIGURE 3.1: We explore a wearable visual device that
allows a user to change their body representation, in

realtime, to that of a small-person

Haptic Gap

In addition to these differences in visual perception, there also exists
embodied gaps, such as the dimensions of the hands and length of
the limbs. They would have a difficulty when trying to grab an item
that is placed at higher level on a shelf. Their tiny hands often cause
an inability to pick up items up with one hand, such as a plastic bot-
tle, and the task occupies both hands even the item is relatively small
for adults. A psychological study have demonstrated that scaled
hand changed perceived object size [61]. Therefore changing hand
size and ROM of the upper-limb in a real environment while allow-
ing active interactions would change one’s size and distance percep-
tion since forearms and hands are used as a perceptual ruler [62].

3.1.2 Research Goal
Conventionally, video materials [60], an illusion technique used to
extend the sense of ownership to a small doll [40], or an immersive
virtual reality technique for converting the user’s body into a smaller
avatar have been used to create the sense of being a smaller person
[17], through which the user’s experience may feel involuntary or
unrealistic.

Therefore, in this research, we provide the experience of a smaller
person in an embodied and voluntary manner in a real world envi-
ronment, by changing the user’s body representation, such as their
visual and haptic perspectives, into that of a small-person on the
user’s body by means of a wearable system. With this form, the
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FIGURE 3.2: Research Position: The proposed egocen-
tric experience is in an active and embodied manner

user’s fundamental interaction capabilities, including reaching, walk-
ing, touching, and carrying on a conversation voluntarily would be
preserved; therefore it would provide more egocentric experience.

The contributions of this research are as follows:

3.1.3 Contributions
• proposed conceptual representation of shaping visual and hap-

tic perspective into that of a smaller-person

• developed two wearable devices: 1) a visual translator for map-
ping the wearer’s eyesight level onto his/her waist position by
using a head-mounted display (HMD) and a wearable camera
module, and 2) a pair of passive hand exoskeletons for minia-
turizing hand gestures by using motion conversion mechanisms

• conducted a field study at a nursing school, and lab studies to
explore how a wearer’s experience regarding perceptions (in-
terpersonal distance), actions (handshake action), and interac-
tions (demonstrations) can be changed

• conducted a lab study to investigate how the hand exoskele-
tons change the wearer’s developmental and chronological hand
functions

• included design implications regarding how active visual and
proprioceptive experiences in a real environment contribute to
a modification of one’s self-representation.

3.1.4 Related Works
There are several attempts to simulate or reproduce the sense of be-
ing a smaller-person in a virtual environment (VE) or in a real world
environment (RE).
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Passive Visual Experience in RE

A hand-held video camera placed at a child’s eye level was used for
recording a smaller person’s perspective in order to investigate the
usability of objects and the architecture in a public space [60]. The
users observed a bookstore, a grocery store, and vending machines
from a lower perspective, and reported that such new tools helped
in exploring and finding new discoveries in an existing environment.
Under this scenario, the camera direction was fixed, and this passive
and allocentric visual experience did not provide any somatosensory
feedback such as a sense of position or muscle fatigue from the head
orientation (Fig.3.2 (1)).

Passive Visual and Tactile Experience in RE

Several studies have used visual feedback through a head-mounted
display (HMD) and a video camera, along with the rubber hand il-
lusion (RHI) [37] for creating a sense of being another person [58], a
small doll [40], and even a ghost [63] (Fig.3.2 (2)). These psycholog-
ical studies have reported that changing one’s body representation
modifies their perception toward humans and objects because our
bodies are used as a reference in the visual perception of size and dis-
tance. For instance, when a participant’s ownership was extended to
the body of a small doll by means of the RHI, the participant per-
ceived objects to be larger and farther away [40]. Although these
studies achieved a change in body representation to that of another
body in a real environment, the users had to sit or lay down to receive
a passive visual and tactile stimulation for creating a stable illusion,
and to keep body posture for preserving the effect of illusion. This
would provide egocentric feelings toward another; however their in-
teraction would be in a passive manner.

We also explore how our egocentric small-person experience con-
tribute to the change of the wearer’s perception, especially the per-
ception toward human in study 1.

Active Visual and Proprioceptive Experience in VE

Virtual reality (VR) techniques are also used for producing a smaller
height [17] [42] or a smaller hand [64]. These systems achieved the
experience of being a smaller person through visual and motor ex-
perience in a VE (Fig.3.2 (3)). Changing the bodily sensation in a
VE also changes perceptions and actions. Reducing person’s height
in a social situation such as a VR train ride resulted in more neg-
ative views of the self and an increase of the occurrence of para-
noia [65]. Participants assigned taller avatars in a VE behaved more
confidently in a negotiation task than participants assigned shorter
avatars [66]. Having a different skin color on one’s virtual avatar
reduces implicit racial bias [16, 43, 44].
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Our study attempts to change the body representation in a RE;
therefore, not only will the actions of the wearer change, so will the
actions the surrounding people. We also discuss this topic based on
observations conducted through the user studies, conference demon-
strations, and exhibitions in science museums.

Active Visual and Proprioceptive Experience in RE

Several studies have achieved to reproduce one’s bodily sensation
into that of elderly or impaired individuals [57, 59, 67] in a RE by
visual, haptic, or kinesthetic systems. Child vision kit (distributed
by Honda Motor Co., Ltd.) reproduces static child vision proper-
ties including narrow horizontal and vertical fields of view (FOVs)
using cardboard goggles [56]. This kit aims to gain the awareness
and knowledge of a child, and to encourage safe driving. The age
gain now empathy system (AGNES), developed by MIT AgeLab,
is a wearable suit that can reproduce an elderly individual’s phys-
ical characteristics on a wearer’s body by inducing motor and visual
impairments [55]. It consists of three pieces of equipment: 1) wire
dampers to degrade the walking ability, 2) goggles to restrict the
wearer’s field of vision, and 3) gloves to dull wrist and finger move-
ments. It provides embodied knowledge of elderly people, such as
difficulty of picking up and holding objects, and inability to walk a
long distance. They conducted a user study in which the wearers
could explore the difficulties in performing activities in daily life, in-
cluding using public transportation and shopping at grocery stores,
with simulated embodiment. It is also reported that such embodied
elderly interaction is effective for nursing students to change of their
perceptions of being elderly [68]. This suggests that reproducing em-
bodied aging experience on a wearer’s body can induce strong emo-
tional and subjective memories, allowing them to gain empathy for
elderly people. In our study, we explore the methodology and effec-
tiveness of reproducing a child’s embodiment on a wearer’s body to
gain the empathy and awareness toward children.

These studies indicated that reproducing one’s embodied experi-
ence on a wearer’s body helped to acquire one’s embodied knowl-
edge with more emotional and subjective memories, allowing them
to gain empathy for other people.

3.1.5 Concept
In this study, we attempts to change the wearer’s body representa-
tion to have a small-person’s perspective in a RE, with a capability
of full body interaction by using wearable devices (Fig.3.2 (4)). We
investigate the feasibility and properties of active small-person ex-
perience in RE through both field and lab studies, and discuss its
challenges and opportunities.
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To allow this, the concept of a body representation transformation
into a smaller person using a wearable VR device has been proposed
[69, 70], as depicted in Fig. 3.3.

Visual Perspective

Visual stimuli plays an important role in recognizing the relation-
ship between a user’s own body representation and the surrounding
environment. Changing the height of the eye level to a lower posi-
tion while allowing for FOV control will allow an egocentric visual
perspective of a smaller person to be achieved.

Haptic Perspective

As another important factor to enhance the sense of being a child,
we propose to change two haptic factors: miniaturizing the grabbing
motion scale of the wearer’s hands and constraining the range of mo-
tion (ROM) of the wear’s upper limb. By changing the maximum di-
mension of the hands, the wearer is able to experience the difficulty
of grabbing objects with a tiny hand. This induces the wearer to use
both hands at the same time, even for small objects, resulting in even
minor tasks occupying both. Another haptic factor is to constrain
the ROM of the upper limb to reproduce the short length of the upper
limbs of a child. Especially the ROM affects the sense of peripersonal
space (PPS), defined as the space immediately surrounding the body,
which is considered to be a region of integration of somatosensory,
visual, and auditory information [71, 72]. The peripersonal space is
an important interface for interaction with nearby objects, whether
one performs a goal-directed action, or wants to protect oneself from
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an incoming threat. Because there is a significant physical gap be-
tween children and adults, there would be many places where chil-
dren can not reach and interact. Reproducing these haptic perspec-
tives of that of a smaller person enhances the sense of being a child
through the interaction with actual objects and people.

3.1.6 Design Considerations
To make our interactions egocentric in a real-world environment, we
focused on the following design goals.

Wearable form

This allows users to freely walk around and explore a real environ-
ment, to reach and interact with objects, and to have conversations
with other people based on their own intention, action, and timing.
Allowing visual and proprioceptive feedback to be received will fos-
ter a modification of the body representation, in addition to enhanc-
ing the sense of presence and immersion [24, 25]. Such reachability
and voluntary interactions will encourage explorative actions of the
user.

Spatial Correspondance

Spatial consistency between the user’s actions and the device con-
trol should be established to allow the wearer to easily understand
how to control their viewpoint in the system, which is a natural head
orientation in our configuration.

Modality Correspondance

Modality consistency between the real and presented environment
should be matched. In our system, the real world is presented in
an immersive manner, and thus the wearers are able to recognize
their space, objects, and other people by using their own existing
social and motor knowledge. This will make it easier to define their
physical and social relationships, and enhance the feeling of presence
and the reality of people and objects.

Temporal Correspondance

Temporal consistency between the user’s input and the device’s out-
put plays an important role in preserving the sense of agency. We
carefully designed and evaluated the latency of the camera-HMD
system so that the wearer can feel that the presented images are as-
sociated with the wearer’s action, and that the device is a part of the
wearer’s body.
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FIGURE 3.4: (a) Synchronizing and combining mus-
cle activities among people (b) Reproducing kines-
thetic experience of Parkinson’s impairment for use
in supporting product design (c) Participants express
surprise when the muscle activity is jacked in by the

demonstrator

3.2 Blending Kinesthetic Experience

3.2.1 Introduction
Perceiving one’s own muscle activity is important to understanding
one’s physical actions. There are several situations in which it would
be beneficial to be able to perceive another person’s muscle activity
and share their kinesthetic experience. Examples of such situations
are interactions between sports players and coaches during physical
training and interactions between physical therapists and patients
with neuromuscular disorders, such as Parkinson’s disease during
their rehabilitation. However, it is difficult for one person to per-
ceive another person’s muscle activity, and a suitable interface for
perceiving and transmitting kinesthetic experience accurately in real
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time has not been developed yet.
In this research, we propose a system for blended kinesthetic in-

teraction between two persons using wearable kinesthetic input-output
(I/O) devices, called bioSync, is illustrated in Fig. 3.4(a). In devel-
oping this system, we attempted to achieve both perception and ex-
pression of bodily motions and muscle activity. Using this system,
which consists primarily of a pair of devices worn by the two users,
muscle contractions of one user are detected by means of electromyo-
gram (EMG) measurement and are reproduced, by means of elec-
trical muscle stimulation (EMS), as muscle contractions of the other
user, and vice versa. We have explored the possibilities of kines-
thetic synchronization and implemented very early prototypes that
used five independent electrodes for the measurement and stimula-
tion [59, 73, 74]. We hypothesized that combining the muscle activi-
ties between users in real time with the spatial consistency of muscle
exertion and output presentation and with the consistency of sensa-
tion modality would provide an intuitive and easy-to-learn means of
understanding both muscle activities and bodily motion.

3.2.2 Contribution
• Modeling of the blending of kinesthetic interaction between

two persons based on EMG measurement and EMS

• Implementation of bioSync devices with the same electrodes
used for EMG measurement and EMS to achieve kinesthetic
I/O at 100 Hz via wireless communication

• Development of a method for muscular stimulation with dy-
namic adjustment over a wide frequency range

• Assessment of the interaction and the system by means of a
user study in which kinesthetic I/O with low communication
latency (approx. 20 ms) allowed synchronization of rhythmic
muscle contraction without visual and auditory feedback

The main contribution of this research is the presentation of a
novel style of interpersonal kinesthetic communication called blended
kinesthetic interaction. A key property of the blended kinesthetic
interaction is that the kinesthetic feedback can be both shared and
merged in that the wearers are able to simultaneously perceive the
strength of voluntary contractions produced by the wearers and in-
voluntary contractions produced by stimulation. The bioSync de-
vices developed in this study are kinesthetic I/O devices that can
estimate and interrupt a wearer’s muscle activity at the same time.
The devices are wearable and easy to attach to a wearer’s body. We
validate this concept by conducting a rhythmic synchronization ex-
periment and demonstrating the reproduction of disease experience
using bioSync devices.
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3.2.3 Related Work
Many studies on the transmission and sharing of users’ sensations or
skills have been conducted in field of computer-supported coopera-
tive work.

Perspective Sharing

One effective way to convey a person’s physical interactions and
presence in an immersive manner is by transferring, exchanging, or
blending their first-person views (FPVs) while presenting them on a
head-mounted display (HMD). For instance, a wearable vision sys-
tem that transfers a 360� FPV to a remote viewer has been developed
to assist in remote collaboration between two people [51]. Another
study reported that showing multiple FPVs in parallel on a HMD
allowed people to complement and enhance each other’s memories
and decisions in executing a drawing task [12]. Such techniques have
also been used to transfer motor performance between a teacher and
a learner [13, 75]. In an user study on motion synchronization be-
tween an expert and a beginner performing juggling actions, the mix-
ing ratio of their FPVs was found to indicate the type of motion skill
to be transmitted. For example, exchanging views was found to be
useful for synchronizing motion velocity, whereas blending views
was useful for synchronizing the positions of limbs.

These studies have shown that perspective sharing enables the
transmission of a person’s bodily motions and skills to another in an
immersive manner. However, it is difficult to share muscle activity
since it is hard to observe it visually. We incorporate the findings on
the importance of blending ratio in the proposed kinesthetic inter-
action model by using a blended perceptual function f and blended
stimulus function p, which are illustrated in Fig. 3.5.

Haptic and Kinetic Sharing

A number of devices have been developed that convey one’s hap-
tic or kinetic performance to another person for enriching mediated
communication by amplifying another person’s social presence. in-
Touch [76] allows separated users to feel virtual sensations of a shared
object through somatosensory interactions by using connected me-
chanical rollers. Similarly, a paired shape-shifting stick [77] was pro-
posed that allows users to feel the movements and presence of a per-
former by mimicking the remote user’s stick movements. Another
study demonstrated the ability of haptic devices to convey several
emotions, including anger, disgust, fear, and joy, using handshaking
actions [78]. Sharing video and haptic, or video and physical inter-
action with a remote user also enhances the feelings of being close
to another person [79, 80]. As previous research shows, interper-
sonal haptic communication makes it possible to enhance not only
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FIGURE 3.5: Model of Blended Kinesthetic Interaction

task performance but also remote users’ sensations of presence, real-
ity of existence, and users’ ratings of trust and togetherness [81]. In
this study, we propose a novel style of interpersonal kinesthetic com-
munication that permits people to perceive other people’s muscle ac-
tivities. We consider these the social and psychological aspects of the
haptic feedback provided by this system by means of user studies
and demonstrations.

Kinesthetic Representation

Some wearable devices have been developed for identifying and rep-
resenting muscle activity in medical applications. Conventional desktop-
type electromyography is capable of displaying muscle activity in
the form of waveforms on a monitor [82]. This provides accurate
and quantitative kinesthetic information but requires frequent sight-
line movement between the monitor and the measurement point. To
resolve mismatches in the spatial consistency between the presenta-
tion point and the measurement point, a wearable, light-emitting suit
for sensing contraction strength using light fibers [83] or LED arrays
[84], and a wearable audio device that converts contraction strength
into acoustic waves [85, 86] have been proposed. Research with
these devices has shown that identifying and sharing kinesthetic ex-
perience with therapists assists in medical rehabilitation and sports
training. However, in these visual and acoustic systems, the presen-
tation area is limited to the user’s field of vision, and the amount of
information provided is limited to that from a single muscle tissue
when the feedback is acoustic in nature. Furthermore, the substitu-
tion among different types of sensation modalities requires adequate
prior learning procedures.
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EMS Interfaces

The direct approach to presenting kinesthetic information to a body
is through EMS in which muscles are actuated involuntarily through
electrodes on the skin. This technique was developed for use in bio-
feedback therapy [87], and has recently been used in the HCI field
such as Pose-IO [88] by Lopes et al. and PossessedHand by Tamaki et
al. [89]. The Pose-IO system makes use of the fact that users are able
to estimate the wrist angle posed by EMS without visual feedback.
They demonstrated that users could perceive the playback time of a
movie through their wrist angles, and control it using hand gestures.
EMS systems have the unique characteristic of being able to induce
and trigger bodily motions that involve strong motion memories af-
ter stimulus, without using any actuators. This allows body actua-
tion systems to be configured in wearable dimensions. This concept
has also been used in perceiving affordance for manipulating tools
and objects [90] or drawing lines [91]. Wearable EMS systems are also
used to generate haptic feedback from virtual reality environments
to users for enriching visual feedback [92, 93]. In this manner, EMS
techniques have been used for achieving communication between a
user and objects or a virtual world.

3.2.4 Concept
In this study, we aim to assist mutual understanding of one’s bodily
activity with multiple persons, such as muscle contraction and joint
rigidity, which are difficult to observe visually. To achieve this, we
propose a blended kinesthetic interaction that allows the following
operations: 1) Sharing (=): Synchronizes two persons’ muscle activ-
ities including not only contraction strengths but also the contrac-
tion timings, 2) Subtraction (-): Perceives their difference in persons’
muscle contraction strengths, and 3) Addition (+): Assists in adjust-
ing a person’s contractions by adding the other person’s contraction
strength. These blending operations are accomplished using a mus-
cle I/O technique. In contrast to previously developed approaches to
sharing haptic sensation [76, 77], the system developed in this study
focuses not on an individual user’s specific interactions with a physi-
cal interface but rather with the kinesthetic activities associated with
a wide variety of interactions between two people in several situa-
tions. In previous EMS studies [88, 90], accelerators or motion cap-
ture systems were used to acquire wearer’s hand gestures. The de-
vice developed in this study measures biosignals related to muscle
activity, making it possible to estimate bodily activities even though
the user does not move any limbs but just contracts muscles. These
advantages allow physical therapists or sports instructors to under-
stand a patient’s or learner’s invisible but voluntary intentions con-
cerning bodily motions in an easy and intuitive manner through a
somatosensory channel. In this paper, we discuss the validity of the
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interaction and feasibility of possible scenarios through its modeling,
implementation, performance evaluation, and user studies.

3.2.5 Interaction Modeling
Figure 3.5 illustrates the proposed model for an interaction involving
users A and B. A situation in which user A receives kinesthetic infor-
mation from user B (one-way communication) is illustrated. ei(t), pi(ei, ej),
and f(pi) represent the wearer i’s voluntary EMG signal at time t,
the stimulation pulse based on the EMG signals of wearer i and the
partner j, and the kinesthetic blending function, respectively. Each
user’s muscle contractions are detected by an EMG sensor and con-
veyed to the bioSync device worn by the other user via a wireless
module. Each user’s voluntary contractions are reproduced as the
other user’s muscle exertions by means of EMS. Since the stimula-
tion and measurement are achieved at the same position, modality,
and time, users are able to understand each other’s activities with-
out depending on visual observation. The interaction sequence is as
follows:

Voluntary actions

Both users A and B perform their voluntary muscle activities. These
activities eA(t), eB(t) are estimated from measurement of surface EMG
signals by the bioSync devices worn by the two users.

Muscle actuation

The users’ muscles are stimulated based on the blending pulse func-
tion pi(eA, eB), which is described by using stimulus frequency (1/T)[Hz]
and pulse width D(t)[us] at time t as shown in Eq.(3.1). The stimulus
frequency (1/T [Hz]) ranges from 1Hz to 100Hz while measuring ei

(Eq.(3.2)), and the pulse width D(t) is defined by using the weighting
factor ai,j , contraction strength ei,j , time constant ⌧i,j of the wearer i

and j, and activation function g (Eq.(3.3)). We used a simple step
function as the activation function g with threshold ✓ when we con-
ducted rhythmic action synchronization experiment. For the demon-
stration, we adapted another function that presents the subtraction
between two users’ contraction strengths.

pi(ei, ej) = u(T,D(t)) (3.1)
T : 1Hz < 1/T < 100Hz (3.2)

D(t) = g(aiei(t� ⌧i) + ajej(t� ⌧j))[us] (3.3)

Blended feedback

The perceived kinesthetic feedback is represented as eA(t)+f(pi(eA, eB)).
The function f is a perceptual function that represents the blended



30 Chapter 3. Methodology

kinesthetic feedback of a user’s voluntary and involuntary move-
ment. We investigated the behavior of the perceived function f ex-
perimentally and verified that it is a linear function.

3.2.6 Design Considerations
The proposed interaction has the following characteristics and bene-
fits:

Spatial Correspondance

In the bioSync device, the stimulus circuit and biosignal measure-
ment circuit share specially designed electrodes. The electrode matches
the spatial relations of the input and output. In addition to this, the
electrode positions of the two users are the same. We assume spatial
consistency to simplify user interaction learning.

Sensory Correspondance

As the user’s muscle actuation and the device’s EMS presentation are
performed in the same modality, kinesthesia provides a more intu-
itive understanding and easier perception of motion sensation, com-
pared to sensory substitution methods, in that minimal prior learn-
ing is required. The reason for adopting EMS is that it induces strong
motion memories, which assist in self-learning after training.

Temporal Correspondence with Interactivity

The musculoskeletal systems of the users are synchronized while
they share the same time and space. This allows the device to be
used to teach and be taught the contraction timings between users.
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Chapter 4

Implementation

4.1 Smaller-person Experience

4.1.1 Overview
To realize the concept of changing a body representation into that
of a smaller person, we have been developing a wearable device to
change the visual perspective, as shown in Fig. 4.1. It consists of two
wearable devices, a visual translator and passive hand exoskeletons.
The visual translator comprises an HMD, a stereo camera module, a
sensor belt, a single-board computer with processing software, and
a mobile battery (Fig. 4.2).

4.1.2 Visual Translator
We use an Oculus HMD (Development Kit 2, Oculus, Inc.) to pro-
vide an immersive experience. The HMD is connected to a single-
board computer (Intel Compute Stick, Intel, Inc.) or a laptop (Mac-
Book Pro, Apple, Inc.) via an HDMI cable to display stereo im-
ages, and a USB2.0 cable for acquiring The wearer’s head orienta-
tion can be captured in yaw-pitch-roll format. The Oculus HMD
has a six-axis motion sensor (MPU-6500, Invensense, Inc.), and is ca-
pable of outputting the wearer’s head orientation in yaw-pitch-roll
format. Figure 4.3 shows the developed stereo camera module and
the sensor belt, which is equipped with two fish-eye cameras (ELP-
USBFHD01M-L180, Ailipu Technology Co., Ltd, HD@60fps). Each
camera module has a 180� fish-eye lens and is capable of streaming
HD video at 60 frames per second (fps). The two camera modules
are placed at a distance of 62 mm. Their dimensions are 148 ⇥ 44 ⇥
18 mm (depth), and the total weight is 107 g. The wearer attaches
the sensor belt at their waist position. It has a nine-axis motion
sensor (MPU-9250, Invensense, Inc.) and a microcontroller (Atmel
SAMD21, Atmel) for measuring the wearer’s waist orientation in the
yaw-pitch-roll format. It also has a hook and loop tape for securing
the stereo camera module such that the wear can move their eyes
from the HMD position to the belt position. This interaction causes
a strong feeling of being a smaller. The dimensions are 97 ⇥ 66⇥ 12
mm (depth), and the total mass is 146 g. Figure 4.4 shows a wearer’s
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FIGURE 4.1: Overview of the Developed Wearable De-
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FIGURE 4.2: System Architecture

normal view, and a reproduced view of a smaller person. Two mi-
crophones are also embedded into the camera module to transfer the
captured sound around the wearer’s waist to a headphone.

Image Processing

The images are captured from 180� lenses, and thus they should be
transformed into rectilinear images, as shown in Fig. 4.4. We config-
ured the rendering software, which can map the captured spherical
image onto a 3D sphere model as a texture, and then project onto a
2D image using an openFrameworks environment. When the stereo
camera module is attached to the sensor belt, the waist motion di-
rectly affects the stability of images on the HMD. Fluctuation move-
ments while walking and small swinging movements while looking
up at something should be eliminated from the captured images.
Thus low-pass and high-pass filters which eliminate both a sudden
movements to the camera module and slow posture drifts are imple-
mented.
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FIGURE 4.4: Visual Perspectives: (a) Captured image
(b) Usual level (c) Waist level (d) Looking up from the

waist level

We measured the FOV of the developed device as ±40� for the
horizontal axis and ±80� for the vertical axis. Because the corrected
images are cropped to a ratio of 16 ⇥ 9 and then rotated by 90�, the
horizontal FOV is slightly limited compared with that of the vertical
axis. However, the wearers tend to look up when someone is facing
them because they are perceived as being bigger, and thus a wider
FOV on the vertical axis is preferred.

System advantages: In the related preliminary prototype [69, 70],
a pan-tilt mechanism composed of servo motors was used to change
the viewpoint; however, this makes the device much larger, result-
ing in a 20 cm distance created between the cameras and the waist,
which reduces the spatial correspondence along the horizontal axis
between the device and the human eye, thereby decreasing the feel-
ing of integration with the device. In addition, the total weight of the
device was heavy at 600 g, resulting in reducing the responsiveness
and lifetime of the pan-tilt. The wearer requires help from another
person when attaching the device. In this paper, we solved these
problems by using a pair of fish eye cameras, allowing a reduction in
the total weight and allowing a simple structure and easy attachment
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FIGURE 4.5: Conceptual Representation of the Passive
Hand Exoskeleton

by a single person. We aslo implemented high-pass (0.05 rad/s), low-
pass (1.74 rad/s) filters, and a digital image stabilizer to reduce both
angular drift in the sensors and fluctuations caused by walking.

4.1.3 Passive Hand Exoskeleton
Hand exoskeletons are often used for providing haptic feedback when
touching an object in a virtual space [94] or controlling a remote ma-
nipulator [95]. In the proposed method for changing the haptic per-
spective, we designed a new type of hand exoskeleton that remaps
the wearer’s hand gesture into a small range within their hand, as
illustrated in Fig. 4.2. The exoskeleton transforms the scale of the
wearer’s hand gestures into the smaller hand size by using a custom
link mechanism, called a multiple quadric crank mechanism. The ex-
oskeleton has small urethane finger skins connected to the wearer’s
hand by link mechanisms so that the wearer’s finger movement can
be transmitted to the finger part directly. Because the urethane-made
child hand is actuated by the mechanical link system, the wearer is
able to receive real-time haptic feedback from objects while interact-
ing. One of the ways in which humans interact with and under-
stand the environment is by touching, grasping, and moving objects.
Transforming the dimensions of the user’s hands to a child’s level
would be an important factor for reproducing a child’s chronologi-
cal aspects.

Device Configuration

The exoskeletons are divided into the following parts:

1. Finger sockets to attach the exoskeleton to the user’s hand
2. A link mechanism to transmit the grasping motion
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3. Flexible urethane skins for child-sized fingers to simulate skin-
like haptic feedback

4. A thumbstall with a 4 cm wire to constrain the thumb’s range
of motion

5. A carabiner (spring hook) with a 70 cm wire to constrain the
range of motion of the user’s upper limbs

The proposed exoskeletons have no actuators or sensors, and are
passively manipulated by the user’s subjective actions, allowing to
receive complete and real-time haptic feedback from a touching ob-
ject.

Prototype Modeling

Figure 4.7 shows a link model of the proposed mechanism. The
link mechanism consists of three T-shaped finger sockets with links
(T1, T2, T3), three small links that act as a child’s fingers (C1, C2, C3),
a ball joint with two degrees-of-freedom (DOF), and a link that con-
nects the small links to the ball joint. We calculated the trajectory
traj1,2,3 of points P1,2,3 in order to ensure effective grasping capabil-
ity, when attaching the exoskeleton to the palm of the hand. The
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length and shape of the joint slit for each trajectory was determined
based on the angular displacement of each finger joint while grasp-
ing an object by using a motion capture system (V100: R2, OptiTrack
Inc.). We then conducted a simulation to calculate each trajectory by
using Eq. 4.1 from the acquired angle into thetai:

Pi(x, y) =
�
� 1

2
Li cos ✓i + di cos(

⇡

2
� ✓i),�

1

2
Li sin ✓i + di sin(

⇡

2
� ✓i)

�
+ Ji(4.1)

Li represents the i-th length between any two finger joints and di

represents the distance between the i-th part of each finger and the
mechanical joint, as shown in Fig.4.7. Fig. 4.8 shows the result of the
simulation for each trajectory. Based on these results, we designed
each link shape and joint slit, as shown in Fig. 4.9. Due to the small
size of the links, the joint slit traj1 for link T1 was omitted. Instead,
link C1 and the 2-DOF ball joint were not attached together, hence
resulting in a 3-DOF joint that complemented the joint slit function
for traj1.
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FIGURE 4.9: CAD Model of the Prototype Version

FIGURE 4.10: Implementation of the Prototype Ver-
sion

Link Modeling

To achieve this interface, we propose a passive link system which
uses a multiple quadric crank mechanism for transmitting the grab-
bing motion to the finger part, as shown in Fig 4.6 (a). The link
mechanism consists of three finger sockets with joint slits (T1, T2, T3),
three small links that act as a child’s fingers (C1, C2, C3), five bridge
links (B1, B2, B3, B32, B21), a ball joint with two degrees-of-freedom
(DOF), and a short link that connects the C3 link to the ball joint.
We calculated the trajectory traj1,2,3 of points P 0

1,2,3 in order to ensure
effective grasping capability, when attaching the exoskeleton to the
palm of the hand. The length and shape of the joint slit for each tra-
jectory was determined based on the angular displacement of each
finger joint while grasping an object by using a motion capture sys-
tem (V100: R2, OptiTrack Inc.), as shown in Fig. 4.6 (b). We then
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conducted a simulation to calculate each trajectory by a 3DCAD soft-
ware (SolidWorks, Dassault Software, Inc.) from the acquired angle
into ✓i: Li represents the i-th length between any two finger joints
and di represents the distance between the i-th part of each finger
and the mechanical joint. Based on these results, we designed each
link shape and joint slit, as shown in Fig. 4.6 (c). Due to the small size
of the links, the joint slit traj1 for link T1 was reduced. Instead, link
C1 and the 2-DOF ball joint were not fixed together, hence resulting
in a 3-DOF joint that complemented the joint slit function for traj1

(Fig. 4.13).
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FIGURE 4.13: Implementation of the Improved Ex-
oskeleton
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FIGURE 4.14: Overview of the developed device,
bioSync

FIGURE 4.15: (a) System Architecture (b) Process Dia-
gram

4.2 Blending Kinesthetic Experience

4.2.1 Overview
To achieve the proposed interpersonal kinesthetic communication
in an actual environment, we developed a pair of wearable kines-
thetic I/O devices, called bioSync (Fig. 4.14). Each bioSync device
is equipped with a custom designed electrode system that performs
EMG measurement and EMS simultaneously. Each bioSync is also
equipped with a wireless communication module and a radio-frequency
identification (RFID) tag, which is used to detect and pair with other
bioSync devices by touching the wearer’s wrist to the partner’s bioSync
device.

Figure 4.15(a) shows the system architecture for the proposed sys-
tem. It consists of electrodes, a stimulation circuit, an EMG measur-
ing circuit, a microprocessor, and a Bluetooth module to communi-
cate with other bioSync devices.

4.2.2 EMG Measurement During Stimulation
Figure 4.15(b) illustrates the processing diagram of the developed
device. In order to achieve fast and simultaneous measurement and
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stimulation operations using common electrodes, a gate switching
mechanism and a mechanism for discharging residual potential (the
body retains a net charge following the stimulus) are required. The
former is designed for protecting the measurement circuit from the
stimulus voltage, and the latter is used for modifying the connec-
tion path of the electrodes. Hence, the system includes three elec-
trodes (A,B,Ref ), discharge switches (Di), and gate switches (Gi)
along with an EMG measurement circuit and a stimulation circuit.
Each switch is activated based on an operation timings as shown in
Fig. 4.16. The period of discharging, blank, EMG acquisition, EMG
circuit detachment, stimulus pulse width, and EMS circuit attach-
ment are defined as ⌧discharge, ⌧blank, ⌧emg, ⌧on, ⌧pulse, and ⌧off , respec-
tively. The stimulation cycle can be adjusted from 1 to 100Hz, and
stimulus pulse width can be adjusted from 0 to 800us. The pro-
cess sequence is as follows: 1) the electrodes are connected to the
input ports of the measurement circuit by the gate switches (G1,2,5).
The measurement starts after ⌧blank[ms] which is required for stabi-
lizing the waveform; 2) after the measurement (⌧emg[ms]), the elec-
trodes are detached from the measurement circuit and connected to
the stimulation circuit by the gate switches (G3,4) after ⌧on[ms]; 3)
when the stimulus (⌧pulse[us]) ends, the electrodes are detached again
and wait for ⌧off [ms]. Finally, the discharging switches (D1,2,g) are
activated for ⌧discharge[ms]. This type of simultaneous operation, us-
ing a fewer number of electrodes, allows to reduce the size of the
device and facilitates the configuration of the electrodes array. The
timings ⌧i and resistor RD values for a stimulus frequency of 40Hz
are; ⌧discharge = 7ms, ⌧blank = 3ms, ⌧emg = 10ms, ⌧on = 2ms, ⌧off =
2ms, ⌧pulse = 0us� 800us, RD = 180k⌦.

A conventional discharging method is to short each electrode af-
ter stimulus in order to discharge the naturally existing capacitors of
the body (Cp, Cpol) [87]. In the proposed method, a ground (0V) volt-
age connection following the electrode shorts is established using the
discharge switch, Dg. In addition to this, a discharging register RD

is inserted between the electrodes and the ground for consuming the
residual voltage, resulting in a reduction in the overshoot noise in the
EMG signal. This mechanism helps in discharging of the residual po-
tential, and stabilizing the measurements after the stimulus. We also
propose a method that permits dynamic adjustment of the stimulus
frequency. The stimulation cycle can be adjusted from 1Hz to 100Hz,
thereby enabling dynamic adaption to various skin conditions and
purposes, compared to related devices [96].

4.2.3 EMG Measurement
A diagram of the EMG measurement system is also shown in Fig.
4.15(b). The system consists of two electrodes, one reference elec-
trode, single-pole-dual-throw analog switches (AQV252, Panasonic,
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FIGURE 4.16: Timing Chart of Measurement, Stimula-
tion and Discharge

FIGURE 4.17: System Configuration

Inc.) that function as a protection gate to protect the measuring cir-
cuit from stimulation pulses, a voltage follower for impedance ad-
justment, a differential amplifier, a Twin-T-type RC notch filter (fc =
55Hz) to cut out AC noise, a second-order RC low pass filter (fc =
1kHz) to remove high-frequency noise, an inverting amplifier, and
a voltage limiter to protect the microprocessor (Atmel, Inc., ATmega
32U4). While the system is acquiring EMG signals, the input ports of
the voltage follower are connected to the electrodes. During the pe-
riod of stimulation, the input ports are grounded in order to stabilize
the signal wave. Fig. 4.18 shows the implementation of the device.

Digital Filters

High-order digital filters are used to cut out AC noise and pulse noise
which comes from the EMS. We use bi-quad filter systems that are
computationally inexpensive and easy to implement on a microcon-
troller. A third-order notch filter is used for reducing pulse noise
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FIGURE 4.18: Device Implementation

FIGURE 4.19: Electrodes Placement

from EMS. The cut-out frequency(fc) is dynamically set to the stimu-
lation frequency. A second-order low-pass filter is used for eliminat-
ing frequencies other than the EMG frequencies (60Hz to 1kHz). The
root mean square (RMS) of 20 measured samples is calculated to esti-
mate the muscular tension. Finally, to screen out pulse noise caused
by artifacts or outliers, the median of five RMS samples is calculated
and sent to the other bioSync device.

4.2.4 Electrode Configuration
Figure 4.19 illustrates the electrode placement and configuration. We
used three electrode pads, A,B, and Ref of sizes 30mm ⇥ 40mm,
20mm ⇥ 40mm, and 40mm ⇥ 40mm, respectively. We set the dis-
tance between electrodes A and B to 20mm to avoid a strong effect on
the measurement electrode A from the stimulus electrode B. PMMA
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FIGURE 4.20: Daisy-chain Configuration of the Devel-
oped I/O Device

35mm

Power Module Electrode Module Electrode Module Control Module

Power Supplies
I2C Communication

45mm Amplifiers, Dischargers
Stimulators (Other Side)

FIGURE 4.21: Scalable Configuration of the System

gel pads (HV-DOUSI-310, OMRON, Inc.) were used. A pulse am-
plitude of 35V is generated by a DC/DC converter (INA226, Texas
Instruments, Inc.) using a 3.7V Li-Po battery.

4.2.5 RFID-based Connection
To enable users of the bioSync devices to interact intuitively with
each other, an RFID tag (ISO 14443A standard tag) is embedded in
the wrist electrode of each device, and an RFID receiver (NXP Semi-
conductors, Inc., MFRC552) is encased in the arm band. The bioSync
devices can be paired by one user touching a user’s wrist to the other
user’s arm band.
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FIGURE 4.22: Schematic of bioSync’s Circuitry

4.2.6 Scalable Configuration
When trying to recognize and reproduce an increased number of
muscle activities with high spatial resolution, additional I/O elec-
trodes are required. When a number of I/O electrodes share one
measurement circuit, the stimulus frequency has to be lowered. This
is because a certain period is required for stabilization when con-
necting the set of electrodes to the circuit from the other. Therefore,
the developed device was functionally separated and configured in
a scalable manner. One module is capable of measuring and inter-
vening four muscle activities at the same time by using two mea-
surement circuits, and of communicating with other modules via ex-
pansion ports. This allows to preserve 1) high stimulus frequency
(up to 70Hz), 2) wearable dimensions in which the device can be
placed along the limbs, and 3) flexibility to adjust the number of I/O
electrodes (up to 32 channels) to fit target muscle structure and any
purpose.

Therefore, the developed device was functionally separated and
configured in a scalable manner, as shown in Fig. 4.20. One module
is capable of measuring and intervening in four muscle activities si-
multaneously by using two measurement circuits. Furthermore, it is
capable of communicating with other modules via expansion ports.
This allows the preservation of 1) high stimulus frequency (up to 70
Hz), 2) wearable dimensions in which the device can be placed along
the limbs, and 3) flexibility to adjust the number of I/O electrodes
(up to 32 channels) to fit the target muscle structure and any related
purpose.

The expansion ports include isolated power supplies (5 V for the
microcontroller, ± 5 V for the analog circuit, and 40 V for the stimulus
circuit) and I2C communication ports to send and receive data by
two wires, allowing to establish a form of daisy-chain connection to
increase the number of I/O modules. The timings of the stimulus
and the measurement are synchronized via I2C communication in
order to avoid interference between the modules.
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Chapter 5

Performance Evaluation

5.1 Smaller-person Experience

5.1.1 Visual Translator: Latency
We evaluated the system latency of the image processing in the vi-
sual translator to verify that the device was capable of capturing the
sphere images and displaying processed stereo images with a low
latency so that the wearer can maintain the sense of agency toward
the device.

Task and Apparatus

The entire loop process consists of the following functions: acquir-
ing kinetic sensor data from the HMD and sensor belt via virtual se-
rial ports, filtering the acquired sensor data, capturing stereo image
from the camera module, correcting fisheye image distortion, crop-
ping image and rendering distortion-corrected stereo images on the
HMD. The duration between the LED light emission in front of the
camera module and its display on the HMD was measured by using
a high-speed camera (240 fps).

Results

The rendering latency was measured as 117.6 ms (SD = 15.8 ms). As
the camera module outputs HD images at 60 fps, the developed de-
vice is capable of displaying each frame of the camera in near real
time.

5.1.2 Hand Exoskeleton: Linke Mechanism
We then evaluated the performance of the link mechanism in the
hand exoskeleton to verify that the developed exoskeleton is capa-
ble of transmitting the wearer’s finger movements into the flexible
urethane finger part. We measured joint angles of the wearer’s index
finger and Ci links, and calculated angular displacements between
opened and closed hands states. The results were used to confirm
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FIGURE 5.1: Passive Hand Exoskeleton: Performance
Evaluation

whether the link mechanism is capable of reproducing a dexterous
finger action such as a pick-up operation by a fingertip.

Task and Apparatus

Small black dots (diameter = 1 mm) were placed on each joint of
the wearer’s index finger and Ci links, and its images were captured
when the hands were opened and closed. The images were imported
to a 3DCAD software (Fusion 360, Autodesk Inc.) for measuring the
angles between the interphalangeal joints and links.

Results

Figure 5.1 shows the angular displacement of each joint and the ra-
tios of joint angles of the exoskeleton to that of the wearer’s finger. It
was verified that finger movements of the wearer were transmitted
in the following manner: for the metacarpophalangeal (third) joint,
the joint movement was downscaled by a factor of 0.74; for the proxi-
mal interphalangeal (second) joint, it was transmitted to the urethane
finger part at almost the same magnification (0.95); and for the distal
interphalangeal (first) joint, the angular displacement of the wearer’s
finger was magnified by a factor of 3.97 at the urethane finger part.
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5.2 Blending Kinesthetic Experience

5.2.1 System Latency
We evaluated the communication latency of the devices using a wire-
less configuration for verifying that the devices were suitable for use
for bi-directional haptic communication.

Task and Apparatus

Signal triggers are generated when a bioSync measures a biosignal
and the other bioSync device produces a stimulus signal. We mea-
sured the triggers from both devices by using an oscilloscope (Agi-
lent Technologies, Inc., MSO-X3034A) and defined the temporal dif-
ference between them as the latency. The Bluetooth modules were
paired before the start of the experiment and were placed 40cm apart,
with no obstacle in their communication path. The switching (stimu-
lus) frequency fs was set to 40Hz in order to achieve the most intense
muscle contraction in this particular subject (25-year-old male). We
conducted 25 trials in this evaluation.

Results

The average latency was 20.9ms (SD=5.6ms). The device performed
a loop program consists of the measurement with discharging, a fil-
tering process, UART output and reading via the Bluetooth module,
and stimulation. Thus, the maximum latency depends on the stim-
ulation frequency. In this experiment, the frequency was 40Hz, and
the theoretical maximum latency was 25ms. This is almost the same
as the average measured latency. In the bioSync device, the stimulus
frequency can be adjusted from 1Hz to 100Hz. Muscle actuation is
usually achieved when the stimulus frequency is higher than 20Hz.
We therefore set 20Hz as the minimum stimulus frequency.

5.2.2 Performance Measurement
We next evaluated the biosignal measurement performance under
various stimulus conditions for understanding the electrical charac-
teristics of the I/O circuit. EMG signals can be affected by the stimu-
lus signals even if the discharging time ⌧discharge is fixed. By investi-
gating the relation between the applied pulse strength and the mea-
sured contraction strength, we were able to identify the appropriate
software compensation for the electrical characteristics.

Task and Apparatus

Figure 5.2 illustrates the experimental setup. Each participant wears
a bioSync device, and pulls the tip of the digital force sensor (IMADA,
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FIGURE 5.2: Experiment Setup: Performance Mea-
surement

FIGURE 5.3: Experiment Result: Performance Mea-
surement

Inc., ZP-1000N) using the cuff, by extending the wrist. Before the
experiment is started, each participant’s 100% maximum voluntary
contraction (MVC) is measured using the force sensor and the devel-
oped EMG recording software. Then each participant is asked to re-
produce his 75%MVC[N], 50%MVC[N], 25%MVC[N] and 0%MVC[N],
while stimulus with durations in the range of 0 to 600 us (in incre-
ments of 100 us) were applied. The measured EMG signals were
converted to percentages of the EMG value at 100%MVC. The par-
ticipants were able to see a display of the force sensor to check the
accuracy of each percentage of the MVC. The electrodes were placed
on the extensor digitorum muscle.
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Participants

Five healthy subjects from our local organization participated in a
total of 420 trials (5 participants ⇥ 7 stimulus strengths ⇥ 4 levels of
%MVC strengths ⇥ 3 repetitions). The trials required approximately
20 minutes per participant.

Results

Figure 5.3 illustrates the measured contraction percentage and ap-
plied stimulus width results. As the stimulus pulse width increased,
the measured contraction decreased almost linearly.
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Chapter 6

User Studies

6.1 Smaller-person Experience

6.1.1 Overview
To investigate how the wearer’s perceptions, actions, and interac-
tions can be modified through the proposed egocentric experience of
a smaller person, we investigated the following three factors, which
are essential for the understanding of the users: 1) wearer’s percep-
tion on social relationship with other humans by measuring their
personal space, 2) wearer’s action during handshake task, and 3)
wearer’s interaction with people and objects through observations
during the demonstrations and experiments. (Fig. 6.1)

Interaction
Experience FeedbackInterpersonal Distance

Perception Action
Handshake Height

FIGURE 6.1: Overview of the User Studies

6.1.2 Wearer’s Perception
Objective

To observe the changes in social relationship through the egocentric
experience of a smaller person, we measured the wearer’s personal
space. A personal space is the physical space surrounding an indi-
vidual, an encroachment into which can feel threatening or uncom-
fortable [97]. Previous studies have demonstrated that the size of
one’s own sensed body, triggered by visual perception, directly in-
fluences the perception of object sizes and distances when the partic-
ipants laid on a bed during the experiment [40]. Another study in-
vestigated one’s personal space toward different persons and objects
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periment conditions

in a virtual environment [98]. We examined whether such phenom-
ena are also effective when the wearer’s body representation is mod-
ified using our wearable devices in a real environment. We focused
particularly on the perception of size and distance toward people,
as a way to investigate how the proposed experience can change the
relationship between two persons, which would be valuable knowl-
edge for an educational staff. We used a stop-distance method for
measuring the personal space. This method is typically used in psy-
chological studies [99], and many studies have been conducted to
investigate differences in personal space between people under var-
ious conditions such as age, gender [100], or with/without disease
[101].

We especially focus on how the personal space can be changed
by two conditions; when the camera is placed at HMD (usual POV,
condition (3)); and at the waist (lower POV, condition (5)), to observe
the effect of eye level in shaping personal space in a RE.

Task

In this study, the experimenter approached each participant until the
participant said stop, as shown in Fig. 6.2 (a, b). The distance be-
tween their toes was measured using a ruler on the floor. We tested
five conditions, as illustrated in Fig. 6.2 (c): without the device while
standing ((1) EY_STA) or sitting ((2) EY_SIT); wearing the HMD and
the camera module placed at the HMD (see-through mode) while
standing ((3) HC_STA) or sitting ((4) HC_SIT); and wearing the HMD
and the camera module at the participant’s waist position ((5) WC_STA).
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Setup

The participants were instructed to call out stop when the encroach-
ment of the experimenter felt threatening. The genders of the exper-
imenter and the participant were matched, and the conditions were
arranged in a random manner. The participants tried on the device
for 5 min before the study.

Participants

Nine healthy caregivers from a nursing school participated in a total
of 180 trials (9 participants ⇥ (4 repetitions for each condition), 8 fe-
males and 1 male. The minimum and maximum height were 146cm
and 174cm respectively (mean=160.5cm, SD=7.7cm). No participants
had any experience using an HMD prior to the experiment. The tri-
als required approximately 20 min per participant. They were able
to control FOV by their head orientations under all conditions.

Results

Figure 6.3 shows the results of the personal space experiment. A
Friedman test was performed (�2=23.2, p < 0.001). A p-value adjust-
ment was applied using the Benjamini-Hochberg method in which
the false-discovery rate (FDR) was set to 0.10 [102, 103]. The results
of a Wilcoxon signed rank test showed that there is a significant dif-
ference between (5)WC_STA and (3)HC_STA (p = 0.036), (2)EY_SIT
(p = 0.017), and (1)EYE_STA (p = 0.012).

(5)WC_STA condition: Under the (5) WC_STA condition, in which
the participants were asked to observe their surroundings from a
lower POV, the largest amount of personal space (114.1 cm) was ob-
served. The participants reported that the approaching experimenter
looked bigger than in reality. Although the difference was not sig-
nificant, several of the participants mentioned that, under the (5)
WC_STA condition, the experimenter looked bigger when compared
with the (4) HC_SIT condition.

STA and SIT conditions: In comparison with the standing con-
ditions, the participants reported a larger distance when sitting and
looking up at the approaching experimenter ((2)EY_SIT > (1)EY_STA;
and (4)HC_SIT > (3)HC_STA).

EY and HC conditions

Compared with EY conditions in which the participants were asked
to observe the experimenter with their eyes, they reported larger dis-
tances when they were looking the experimenter through the HMD
and the camera (HC_STA and HC_SIT). In addition to this, the stan-
dard deviation was increased when the participants were using the
HMD and the camera.
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FIGURE 6.3: Wearer’s Perception: Experiment Results

6.1.3 Wearer’s Action
Objective

Based on our observations through conference demonstrations and
exhibitions, it was often observed that when the exhibitor extended
their hand for a handshake with the wearer, the wearer raised their
hand much higher than that of the exhibitor, as shown in Fig. 6.4
(b). This could be have occurred because the wearers recognized that
they had become smaller from the visual feedback, and tried to grab
the exhibitor’s hand, which they perceived to be positioned at their
shoulder height. Such hand adjustment in the air, in which changes
to one’s bodily sensations create a new spatial relationship between
the user and surrounding objects, can become visible through the
user’s own actions. We hypothesized that this adjustment action can
be used as evidence that the wearer’s body representation changed
into that of a smaller person.

Therefore, in this study, we investigated whether adjustment ac-
tion can occur under a controlled stimulation and environment with
a larger number of participants. We are particularly interested in the
effects of agency in viewpoint control on the strength of the adjust-
ment action; therefore, we set up a control condition utilizing a video
player in which the wearer simply watches a handshake video from
a lower stature, and the wearer’s head orientation does not affect the
viewpoint control. If there is a difference in the height of a handshake
between the condition of the video and the condition of a smaller
person, the effect of FOV control based on the head orientation in a
changing body representation in a RE can be discussed.

Task

We instructed the participants to stand up and try to shake hands
with the experimenter under the following two conditions: (1) Video
condition: A video was recorded from a waist-level perspective,
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FIGURE 6.4: Wearer’s Action: Experiment Setup and
Conditions: (a) Watching a Video (b) Small-person Ex-

perience

during which an experimenter tried to shake hands with a partici-
pant, and is played on the HMD, (2) Smaller person condition: The
participant is able to observe the experimenter through the camera
module attached at the waist, and to change their viewpoint using
their head orientations. The wearer’s head orientations, and first-
and third-person videos, were recorded to compare the height of the
participant’s hand between two conditions.

Setup

The conditions were arranged in a random manner. The participants
tried on the device for 10 s before the experiment started. The dis-
tance between the two persons was set at 73 cm, which was deter-
mined in advance based on the previous literature [97] which de-
fines far phase of personal distance (starting from 75cm) where hu-
mans can touch one’s finger when he/she extends their arm. The
positions of the two persons were fixed during all sessions. The par-
ticipant used their dominant hand to conduct a handshake. All in-
structions were given by a secondary experimenter sitting 2 m away
from the participant. The second experimenter validated the first ex-
perimenter’s hand position to confirm whether they performed the
motion at the same position each time (fidelity check). Three video
cameras were placed to record the participant’s handshake from the
front and side. The hand height was measured by counting the pix-
els between the camera module and the wrist in the recorded image
under both conditions, as shown in Fig 6.4.

Participants

Fifteen healthy participants from our local organization participated
in a total of 30 trials (15 participants ⇥ 2 conditions, mean height =
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FIGURE 6.5: Wearer’s Action: Experiment Results

170.6 cm, SD = 5.67 cm). They have never tried the system before.
The trials required approximately 15 min per participant.

Results

Figure 6.5 shows the results of the histogram of the hand states. A
paired T test showed that there is a significant difference between
the two conditions (p < 0.05). Under both conditions, the partici-
pants raised their hand higher than usual. When comparing these
two conditions, twelve of the participants raised their hand higher
under the smaller person condition.

6.1.4 Wearer’s Hand Function
Objective: Chronological Hand Function

Next, we investigated how the wearer’s hand function is modified
when using the developed exoskeleton. One’s hand function is di-
rectly affected by two major factors: cognitive capability such as
motor command for reaching and grasping, and physical capabil-
ity such as lengths of the limbs and muscle structures. The former
ability is correlated with one’s developmental age, and the latter is
correlated with one’s chronological (real) age. In this and the next
experiment, we quantified how the developed exoskeleton modified
the wearer’s chronological and developmental hand motor function
by measuring time required to move a peg from one hole to another
with or without wearing the exoskeleton.

The objective of this experiment is to determine whether there is
an effect of the exoskeleton on the capability of the wearer’s physical
hand manipulation by using pegs of various diameters. If the par-
ticipant took more time for handling bigger pegs when using the ex-
oskeleton, it would mean that his/her chronological (physical) hand
function is decreased owing to the use of the exoskeleton, in a similar
manner to a child.
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Task

Figure 6.6 shows the experimental setup. The participant tries to
place the peg Si from P0 to P1 location, then put back to P0 location.
Before and after the peg movement, the participant places their hand
on the reference point R. The elapsed time between when the par-
ticipant removes his/her hand from the reference point R and when
it gets back to R was measured by a stopwatch, and defined as the
movement time MT .

Setup

The pegboard (SOT-2101, SAKAI Medical Co., Ltd.) consists of 20
peg holes, each 20 mm (depth) ⇥ �32 mm, arranged in an array of
four rows and five columns (Fig. 6.7 (a)). Five black adaptors were
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FIGURE 6.8: Hand Function: Peg Size and Movement
Time

prepared by a 3D printer for changing the diameter of existing pegs
(S2,3,4,5,6), as shown in Fig. 6.6 and Fig. 6.7 (b). While the participant
is wearing the exoskeleton, the wire with a carabiner is connected to
his/her belt loop for constraining the ROM of the upper limb.

Participants

Six healthy participants from our local organization participated in a
total of 360 trials (= 6 participants ⇥ 6 peg diameters ⇥ 5 repetitions
⇥ with/without the exoskeleton; 5 male and 1 female, mean age =
24.3 years, SD=1.89 years). Each participant used his/her dominant
hand, and tested the exoskeleton for 2 minutes before the experiment
started. No participant had experience of using the developed ex-
oskeleton. The trials required approximately 20 min per participant.

Results

Figure 6.8 shows the results of movement time MT by the wearer’s
finger and exoskeleton for different peg diameters. While the wearer
used his/her own fingers to move the pegs Si, there were no big
changes in the movement time. On the other hand, when the wearer
used the exoskeleton and moved the pegs with a tiny hand, the move-
ment time increased as the peg diameter became larger. The green
line shows the time difference between when using and not using the
exoskeleton. It was verified that the time difference became larger as
the peg diameter increased. It is noted that one participant could
not pick up the largest peg S6, and its time is not included in Fig.
6.8. Another participant dropped the peg S5 and S6 while moving to
another hole.
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FIGURE 6.9: Hand Function: Peg Route and Move-
ment Time

Objective: Developmental Hand Function

In this section, we assessed the wearer’s developmental hand func-
tion by measuring movement time of the peg MT for different routes
on the pegboard. The objective of this experiment is to investigate
whether there is an effect by the exoskeleton in cognitive competence
related to developmental age, such as reaching planning to another
peg hole, by measuring movement time with trials of different peg
routes di.

Task and Setup

The participants try to move the S2 peg on different routes, as shown
in Fig. 6.7 (c), and its movement time is measured. We used the same
equipment as for the previous experiment. In this experiment, only
the peg S2, of diameter is 42mm, is used to eliminate the effect of peg
size on movement time.

Participants

The same participants from our local organization conducted 240 tri-
als (= 6 participants ⇥ 4 distance values ⇥ 5 repetitions ⇥ with/with-
out the exoskeleton). The trials required approximately 20 min per
participant.

Results

Figure 6.9 shows the results of movement time MT for different peg
routes. The green line shows the time difference between when using
and not using the exoskeleton. The result in the longest distance (D4
illustrated in Fig. 6.7 (c)) is different from other three results because
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FIGURE 6.10: Wearer’s Interaction: Likert Question-
naire

we consider that it is the effect of the wire for constraining ROM of
the upper limbs. It is not affected less than the distance of 350mm.

6.1.5 Wearer’s Interaction
Objective

In addition to the previous quantitative studies, we also observed the
wearer’s interactions in the experiment and demonstration spaces,
for investigating interactions in a different scenario such as the wearer
versus multiple persons, moving objects, or different actions. The
venue includes two science museums, a university hospital, two con-
ference demonstrations and two art exhibitions.

Task and Participants

Twenty-five participants who joined the previous experiments (mean
height = 166.5 cm, SD = 8.1 cm) were asked to answer five questions
on a 5-point scale (0 = disagree, 4 = agree), as shown in Fig. 6.10.
We also asked them to answer another questionnaire regarding how
the smaller person experience had changed the participant’s body
representation, as shown in Fig. 6.11. Comment feedback, and the
actions and interactions of the demonstration visitors were recorded
onto video.

Results

Questionnaire using the Likert Scale

As show in Fig. 6.10, the questionnaire results indicate that the par-
ticipants had a feeling of being a smaller person (Q1; score=3.12,
SD=1.21), and felt that the surrounding objects and people looked
bigger (Q2; socre=2.88, SD=1.27). Based on their answers to Q3 and
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FIGURE 6.11: Wearer’s Interaction: Body Representa-
tion

Q4, they tended to experience an oppressive feeling (score=2.24, SD=1.48)
rather than an open feeling (score=0.84, SD=0.83).

Questionnaire about a body representation

Figure 6.11 depicts six states of body representations as follows: (a)
nothing have changed; (b) my legs felt under the ground; (c) only
my head moved to the waist position; (d) my entire body became
smaller; (e) my upper body shrank; and (f) my legs shrank. For (g),
the participant drew a figure representing their own body.

As a result, all participants chose from (c) through (g), which in-
dicates that their eye level moved to a lower position while stand-
ing. Ten participants chose (c), mentioning that they saw their arms
through the camera, and reported that this visual feedback affected
the physical relationship between their eyes and arms. Another par-
ticipant who chose (f) reported that they did not experience a strange
feeling when seeing their arms from the side, which occurred be-
cause the participant is familiar with first-person gaming, which also
displays arms close to the player’s face.

Observation and Comment Feedbacks

Participant and Setup: We observed interactions and collected com-
ments from not only the 25 participants of the previous studies but
also the visitors at a conference, museum, and hospital, which totals
more than 500 people. The experience duration ranges from 3 to 5
minutes.

Results: In most of the cases, the wearers first expressed their sur-
prise toward the difference in perspective, as shown in Fig. 6.12 (a).
Because they perceived their surroundings has having become big-
ger and themselves as having become smaller, many of the partici-
pants and visitors felt afraid when the experimenter or exhibitor sud-
denly moved close to them. As a reaction to such an encroachment,
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FIGURE 6.12: Wearer’s Interaction: Interaction Obser-
vation

some wearers bent backward (Fig. 6.12 (b)), or performed protective
pose toward the exhibitor (Fig. 6.12 (c, d)). It was also observed that
some visitors behaved like a child, such as talking as if the wear had
become a child or posing their arms like a baby, when surrounded
by adults (Fig. 6.12 (e)). During a user study of personal space con-
ducted at a nursing school, a teacher spoke loudly to another teacher
wearing the device in an oppressive manner by looking down at the
wearer (Fig. 6.12 (f)). Interestingly, the surrounding people includ-
ing young students also treated the wearer as a child, and changed
their behavior into that of a teacher or parent by acting in an over-
bearing manner with comments such as “Bring me candies right now
!", “Hey, I’m taller than you now." The children were observed a few
times trying to talk to the camera module positioned at their parent’s
waist (Fig. 6.12 (g)). In a demonstration, neurosurgical doctors were
asked to wear the device and walk around in a children’s ward in a
hospital. A medical staff noted that a bracing strut in a floor looked
much bigger and it gave a strong oppressive feeling. An approach-
ing cart also gave a scary feeling to a medic (Fig. 6.12 (d)(h)). They
stated the importance of maintaining the same eye level with that of
a smaller person, and securing a certain distance when trying to talk
to them to avoid an oppressive impression. They also mentioned that
it was difficult to talk with the receptionists face to face because the
monitors placed on the desk prevented the doctors from seeing the
receptionist’s face (Fig. 8.2 (a)). Collected comments suggested the
experience provided empathic and proprioceptive understanding of
a small-person. One mother stated, “Wow, you see the world like this
...?", one father said “They live such a hard place !", one grandmother
claimed “My neck hurts." These interactions and comments were ob-
served throughout the all demo places.

Another participant noticed that it is difficult to hold a plastic
bottle by the exoskeleton, and suggested a new grip attachment in
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FIGURE 6.13: Wearer’s Interaction: Interaction Obser-
vation

which a child with a tiny hand can hold it easily. Several participant
stated that it is frustrating when trying to hold a rice bowl since they
had a difficulty in picking up and holding it in a manner they usually
do. One of the participant claimed that his/her existing knowledge
to grab an object interfered when trying picking up the rice bowl.
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6.2 Blending Kinesthetic Experience

6.2.1 Subjective Perceptual Experiment
In this experiment, we investigated how bioSync users recognized
their partners’ contraction strength, as reproduced by the stimula-
tion, while the users were contracting their own muscles simulta-
neously. The results were used to identify the blended perceptual
function f illustrated in Fig. 3.5.

Task

The participants evaluated and reported the applied stimulus level
on a five-point scale while they contracted their own muscles at 50%MVC,
25%MVC, and 0%MVC.

Setup

The bioSync device, the force sensor, and the cuff were used in the
same manner as the previous experiment, but this time the partici-
pants were only able to look at the display of the force sensor only
before the start of each session. In addition, to eliminate the influ-
ence of visual feedback, they were not allowed to look at their arms
during the session. The 100%MVC was measured before the start of
the experiment, in the same manner as in the previous performance
experiment.

Participants

Five healthy participants from our local organization participated in
a total of 375 trials (5 participants ⇥ 5 stimulus strengths ⇥ 3 type
of %MVC strength ⇥ 5 repetitions; 2 female, mean age = 24.6 years,
SD=1.85 years). Two out of five participants had experienced EMS
before. The trials require approximately 20 minutes per participant.

Results

Figure 6.14(a) illustrates the results for the perceived strength. The
results confirm that the users were able to recognize both their vol-
untary contractions and reproduced muscle contractions at the same
time on a five-point scale. The perceived strength can be approxi-
mated linearly. Fig. 6.14(b) illustrates the normalized standard de-
viation of each pulse width. As the stimulus strength increased, the
standard deviation increased.
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FIGURE 6.14: Experiment Result: Subjective Percep-
tual Evaluation

6.2.2 Joint Stiffness Measurement
Objective

In this study, we aim to identify the mapping function f and g for
1) the applied EMS value (xstim) and the joint stiffness (Vs), and 2)
the joint stiffness produced voluntarily (Vs) and the measured EMG
value (xemg) respectively. Using these two functions, it is possible to
calculate appropriate strength of EMS for one person from the mea-
sured EMG value of another person, as shown in Eq. 6.2 where MSS
represents maximum stimulus strength, in order to share accurate
joint stiffness between two persons.

(
Vs = f(xstim)

xemg = g(Vs)
(6.1)

xstim = f
�1(g�1(xemg)) [%MSS] (6.2)

Setup

The experiment setup is shown in Fig. 6.15. Two sets of I/O elec-
trodes were placed on the extensor digitorum and flexor digitorum
superficialis, and one Ref electrode was placed on the wrist. Partic-
ipants hold a peg during the measurement. The wrist joint stiffness
was calculated by using a force sensor and a goniometer which was
attached to a hand cuff and to the participant’s wrist joint respec-
tively. MATLAB software developed in previous works [104][105]
was used to record and display the measured stiffness in realtime.
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FIGURE 6.15: Experiment Setup: Measurement of the
Wrist Joint Stiffness

Task

Before the experiment, maximum stimulus strength (MSS) was recorded
for each participant beforehand because each participant has a dif-
ferent skin condition, pain sensitivity, and musculoskeletal construc-
tion. The EMG value at the maximum voluntary contraction (MVC)
level was also recorded.

In the first condition, the stiffness of the wrist joint was recorded
while EMS is applied at the level of 100%MSS, 75%MSS, 50%MSS,
25%MSS, and 0%MSS [us]. In this condition, participants did not
exert muscle power. The stiffness value at the level of 100%MSS was
recorded as maximum involuntary stiffness (MIS) [Nm/rad].

In the second condition, EMG values at five different levels of
the wrist joint stiffness were recorded by the developed I/O device.
While the EMG signal was recorded in this condition, participants
grabed a peg for 5 seconds at the level of 100%MIS, 80%MIS, 60%MIS,
40%MIS and 20%MIS [Nm/rad].

Participants

Three participants, with no history of neurological or musculoskele-
tal disorders, from our local organization participated in a total of
75 trials (3 participants ⇥5 type of stiffness strength ⇥5 stimulus
strengths; 3 seconds for each trial; 3 male; age= 27.7 ±2.5 yo). The
trials required approximately 40 minutes per participant.
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FIGURE 6.16: Experiment Results of Stiffness Mea-
surement (a) the applied EMS and the measured joint
stiffness, and (b)the produced joint stiffness and the

measured EMG value

Result

Figure 6.16 (a) and (b) shows the results of the measured joint stiff-
ness in conditions 1 and 2 respectively. The results in the first condi-
tion demonstrated that the wrist joint stiffness value bear a propor-
tionate relationship to the applied EMS strengths, which can be fitted
linearly (R2 = 0.988). As the stimulus strength increase, the standard
deviation become larger.

The results in the second condition demonstrated that the EMG
value also bear a proportionate relationship to the wrist joint stiff-
ness generated by the the participant’s voluntary grabbing action,
which can be fitted linearly (R2 = 0.904). Certain standard devia-
tions were observed across all stiffness conditions. From the direct
function fitting, the stimulus strength xstim was identified using Eq.
6.2 as follows:

xstim =
xemg

13.08
� 0.95 [%MSS] (6.3)
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FIGURE 6.17: Conceptual Representation: A pair of
wearable devices that allow to monitor and intervene

in joint stiffness between a therapist and a patient

6.2.3 Joint Stiffness Perception
Objective

An example is the interaction between physical therapists and pa-
tients with neuromuscular disorders, during hand function rehabil-
itation with a pegboard. It is usually difficult to perceive whether
the patient is handling the peg with certain contraction strength and
correct timing in a visual contact to evaluate functional recovery of
the hand. Thus, it would be valuable if the therapist is able to per-
ceive the patient’s wrist joint stiffness generated by grasping actions.
Not only the monitoring but also direct intervention in that of the pa-
tient would enhance communication regarding muscular conditions
between the therapist and the patient during a peg rehabilitation.

In this study, we propose a new interaction style for monitoring
and intervening in the patient’s joint stiffness by means of biosignal
measurement and electrical muscle stimulation (EMS) so that both
therapists and patients are able to teach and learn their physical con-
ditions through proprioceptive interactions, as shown in Fig. 6.17.
This allows simultaneous physical intervention and monitoring of
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FIGURE 6.18: Experiment Setup: Transferring the
wrist stiffness by sharing antagonist muscle activity

the hand activity, enhancing its kinesthetic communication and func-
tional recovery. To achieve this, we developed a pair of wearable de-
vices that are capable of performing simultaneous operation of the
electro-myo-graphy (EMG) signals of multiple muscle tissues to es-
timate the joint stiffness, and the stimulation on multiple muscles to
control the wrist joint stiffness.

There have been attempts to use EMS to modulate joint stiffness
for suppressing tremors associated with Parkinson’s disease and es-
sential tremors [106][107][108]. Another research proposed an EMG-
based controlling system for a robot manipulator with two pairs of
pneumatic artificial muscles in which a user can adjust its stiffness
using their muscle contractions [109]. Our device is capable of simul-
taneously applying an EMS, in order to control the joint stiffness, and
measuring the EMG. This allows the sharing of physical hand condi-
tions and skills among people. In order to explore the effectiveness
and feasibility of the developed I/O system in hand rehabilitation,
we conducted a perceptual study of sharing the level of wrist stiff-
ness between two persons [110].

Task

The confederate grips a hand dynamometer with 0%, 25%, 50%, and
75% of his/her maximum voluntary contraction (MVC) strength for
1 s. The measured EMG values are transmitted to the paired device
via Bluetooth and, consequently, stimulate the participant’s antago-
nist muscles of the forearm. Subsequently, the participant estimates
the level of the confederate’s wrist stiffness and reports it using a
4-point Likert scale.
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FIGURE 6.19: Result of sharing the wrist stiffness

Setup

Figure 6.18 shows the experiment setup. Two sets of I/O electrodes
are placed on the extensor digitorum and flexor digitorum superfi-
cialis, and one Ref electrode is placed on the wrist. Vibration motors
are placed on each electrode in order to mask the tactile sensation
on the skin generated by the stimulus, allowing the participant to
estimate the strength only from the kinesthetic feedback. The partic-
ipants tried each stimulus level two times before the experiment.

Participants

Eight healthy participants (24.3±1.71yo) from our local organization
joined in a total of 160 trials (8 participants ⇥ 4 levels of %MVC ⇥
5 repetitions). The trials required approximately 15 min per partici-
pant.

Result

Figure 6.19 shows a boxplot of the confederate’s grip force and the
reported Likert points. It is shown that the participants recognized
the level of the confederate’s wrist stiffness at four levels.

6.2.4 Rhythmic Activity Synchronization
We also conducted a series of tests to verify that the interpersonal
communication via the kinesthetic channel could support the syn-
chronization of two persons’ rhythmic muscle contraction timing.
The results were used to assess whether the bioSync device could be
employed in practical scenarios, such as clinical gait rehabilitation
and sports training, in which the synchronization of timing plays an
important role.
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Task

Figure 6.20 illustrates the experimental setup. Each participant and
the experimenter participated in a follower-experimenter and experimenter-
follower session twice. The experimenter was a colleague (25 years
old), who participated in the entire experiment (24 trials).

Initially, both the experimenter and the participant performed
rhythmic wrist actions according to their own frequencies. After 3-4
seconds, the bioSync devices were activated, and then kinesthetic
cues were exchanged between these two persons. Once the partici-
pant recognized that the rhythmic action was synchronized with the
master side, time measurement was commenced using a stopwatch
to record the sync time reported by the participant.

Setup

A partition was placed between the demonstrator and the partici-
pant so that the participant and the demonstrator could not recog-
nize the partner’s contraction timings. The wrist angles and periods
of the rhythmic action were calculated from the measured marker
positions (OptiTrack Inc., V100:R2). The thresholds were adjusted
before the experiments were started. In this experiment, to simplify
the exchanging signals, we configured weighting factors a as ai = 0,
aj = 1. Hence, the wearer i’s stimulus function pi was a stepping
function using threshold ✓ as shown in Eq.(6.4).

D(t) =

(
600us (ej(t) > ✓)

0us (otherwise)
(6.4)

Participants

Six healthy participants from our local organization participated in a
total of 24 trials (6 participants ⇥ 2 follower-experimenter sessions ⇥
2 experimenter-follower sessions). The trials required approximately
35 minutes per participant.

Results

Figure 6.21 presents the measured sync time and sync time reported
by the participant (the participants followed the experimenter’s tim-
ing). The average measured sync time was 8.1s (SD=3.91s), and the
average reported sync time was 13.8s (SD=3.94s). In all cases, the
measured sync time was shorter than the reported sync time. Note
that Subject 1 required more time to synchronize with the experi-
menter than the other subjects did. After the experiment, Subject 1
stated that the contractions reproduced by the stimulus were strong
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FIGURE 6.20: Experiment Setup: Rhythmic Activity
Synchronization

FIGURE 6.21: Experiment Result: Rhythmic Activity
Synchronization

and that his voluntary contractions were interrupted excessively, re-
sulting in his having difficulty in controlling his voluntary move-
ments. Figure 6.22 shows the time-series graph of the rhythmic ac-
tion period for Subject 2 and the experimenter. After the sync started,
the follower immediately changed his rhythm to that of the experi-
menter and tried to maintain the same period.

6.2.5 Faster Kinesthetic Reaction
Objective

In this experiment, we investigated how the developed pair of wear-
able kinesthetic devices is able to speed up one’s kinesthetic reaction
during a particular task which involve two persons. Instantaneously
generating own body movements in response to the movement of
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FIGURE 6.22: Experiment Result: Rhythmic Activity
Synchronization. Subject 2 successfully followed the

experimenter’s rhythm.

others, such as establishing defensive posture in sports and learn-
ing kick-out timing from therapists in gait rehabilitation, is an essen-
tial aspect of interpersonal exercises and contact sports. However,
ignition of movement based on a visual stimulus requires approxi-
mately 250 milliseconds (ms), which is too late for certain interper-
sonal physical interactions that require immediate reaction. Thus,
we introduce “Wired Muscle," a system that connects muscle activ-
ities between two persons using electromyogram (EMG) measure-
ment and electrical muscle stimulation (EMS) to generate respon-
sive movement that are faster than those generated by the visual
information-based process [111]. The developed system detects the
muscle activity of a person by the EMG and triggers the EMS to
drive the muscle of the other person to induce corresponding counter
movements.

Figure 6.23 shows the representative image of the task, which is
a pen drop test where one person release a bar, then another try to
grab the dropping bar. Usually the grabber can not perform a quick
action to catch the bar because the reaction time of visual response
takes 250 ms which is too slow to grab the pen. Using the device, a
kinesthetic trigger of the releasing person, which is muscle activity
of the hand motion, can be transmitted to the grabbing person imme-
diately, generating grabbing motion by means of EMG measurement
and EMS ( Fig. 6.24).

In this experiment, we observed 1) how WiredMuscle is able to
speed up the reaction time of the grabbing person’ responsive action
by measuring the success rate of the pen drop test with or without
using the device, and 2) how the participant felt responsive in initi-
ating the grab motion of the pen with the support of the device inter-
vention. Investigating theses factors in EMG research would reveal
a new methodology to preserve sense of agency while intervening
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necting muscles of two persons. The EMG detects the
muscle activity of a person A, which triggers the EMS
to drive the muscle of person B to produce rapid cor-
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a user’s action, which would contribute to preserving the sense of
satisfaction and engagement toward the interactions during rehabil-
itation or physical training.

Task

The participants wore and tried the device for several times before
the experiment in order to adjust the electrode placement so that the
device can perform the grabbing motion completely. Then they per-
formed the pen drop test under the two conditions; 1) with and 2)
without wiring the muscles. After the test, the participants answered
a 7-point likert questionnaire regarding the sense of agency. The con-
ditions were arranged in a random manner.
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FIGURE 6.25: A detailed sequence of the kinesthetic
reaction by Wired Muscle.

Participants

We recruited 271 participants at a conference demonstration (30 ±8.94
years old) joined in a total of 3252 trials (271 participants ⇥ 2 condi-
tions (with and without wiring muscles) ⇥ 2 repetitions ⇥ 3 trials).
The trials required approximately 5 min per participant.

Results

Figure 6.25 shows a detailed sequence of the kinesthetic reaction while
using the device. The release motion of the person A in Fig. 6.24
was detected by EMG measurement (Fig. 6.25(1)). The device on the
person B received the trigger 10 ms later, which is communication la-
tency, via a wired serial communication (UART), and then start EMS.
After 50 ms, involuntary grab motion has performed for 110 ms. Af-
ter this, the person B started voluntary grabbing motion which was
observed from the measured EMG signal. When compared with the
condition without the device, the grabbing motion was initiated 190
ms earlier.

Figure 6.25 represents the success rate of the pen grab test. While
their muscles are not wired, the success rate was around 15 to 25 %,
whereas the rate was raised to around 80 % while wiring the muscles.
The success ratio was slightly improved in the second trial in each
condition.

Figure 6.25 represents the reported sense of agency by the partic-
ipants after the trials. The average was 3.30 (SD=1.86). 105 partici-
pants chose 3.0 or higher (38.6%). Some participants stated that “Oh,
I could grab this!" or “I did it!"
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6.2.6 Embodied Impairment Experience
Using the bioSync devices, it is possible to not only blend users’
kinesthetic experiences but also simulate Parkinson’s motor impair-
ments by providing stimulus in the frequency range of 8Hz to 15Hz.
We employed this capability to gain insight into the bodily move-
ments of Parkinson’s sufferers during the activities in daily life (ADL).
As described in the applications section, simulating and/or transfer-
ring physiological tremors from patients to healthy people, including
designers and caregivers, could assist in product design procedures
and their understanding of the disease. In this pilot study, we simu-
lated Parkinson’s tremors in participants to investigate the similarity
of the simulated tremors with actual tremors and the feasibility of
using the bioSync device to observe users’ tremor behaviors.

Task

Figure 6.28(a) illustrates the experimental setup for the tremor eval-
uation. One participant wore a bioSync while holding a spoon. A
three-axis accelerometer was placed on the tip of the index finger, as



6.2. Blending Kinesthetic Experience 79

shown in Fig. 6.28(b). In the observation experiment, demo visitors
tried to scoop up gummy candies by using various types of spoons,
as shown in Fig. 7.3(b), while undergoing the reproduced action of
physiological hand tremors. We then asked the visitors to choose the
spoon type best suited to the task, and collected feedback comment
about the experience.

Setup

The spoon types used in the experiment are described next. The (b-1)
sample is a spoon that is available in the market. The dimensions are
33mm ⇥ 50mm ⇥ 8mm (depth). The (b-2) spoon has an additional
5 mm of depth. The (b-3) spoon has a bend added to the b-1 form
to make it easier to keep food inside. The (b-4) spoon has a curved
handle added to the b-3 spoon to make it easier to pick up.

Participants

One healthy participant (25 years old) participated in the preliminary
evaluation. The other participants consisted of more than 100 visitors
whose age ranged from 20 to 60 years.

Results

Figure 6.28(b) illustrates the measured fingertip accelerations. Fre-
quencies in the range of 3Hz to 20 Hz were measured. This frequency
range is almost the same as that of actual Parkinson’s tremors, as de-
scribed in related study [57].

All of the visitors agreed that the b-4 spoon shown in Fig. 7.3,
which had a handle and a bend, was the most useful spoon and
the easiest to maintain in a stable grasp. Most of the visitors re-
ported that it was somewhat difficult to hold the candies inside the
b-1 spoon because the depth was not sufficient to keep the candies
inside with shaking hands. In addition, some participants dropped
the b-1 spoon as shown in Fig. 7.3(a)-1,2. Some visitors reported
that the b-2 spoon was easy to use to hold candies while subjected to
tremors because of its greater depth; however, they found it slightly
difficult to place all of the scooped candies into their mouths because
of the depth. The b-3 spoon was described by some as being a usable
spoon; however, the visitors commented on not only the ease of us-
ing the spoon to scoop up candies but also the ease of picking up the
spoon itself. The b-4 spoon was identified as the most usable spoon
and the easiest spoon to pick up by hand when experiencing tremors
(Fig. 7.3(a)-3). We also obtained several feedback comments from
the visitors that indicate their surprise at the new experiences and
difficulties in manipulating their fingers and objects such as: "I never
imagined tremors would be like this!", "Now I understand what the
disease is like and the difficulties patients face in daily life", "It’s very
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FIGURE 6.28: Experiment Setup and Result: Impair-
ment Experience

hard to control my smartphone using my fingers", "It’s scary! stop!",
"Now I feel relieved..." (after the device was turned off). We also
acquired comments after we demonstrated the synchronization in-
teraction "I feel very weird because it is like someone is inside my
arm and manipulating muscles..".
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Chapter 7

Discussion

7.1 Smaller-person Experience

7.1.1 Wearer’s Perception
Eye level affected the personal space

From the result, the eye level of the participant affected the percep-
tion of interpersonal distance because there is a significant difference
between (3)HC_STA and (5)WC_STA conditions. The difference in
eye level would create an oppressive feeling toward the approach-
ing experimenter. In addition, the large neck angle in pitch axis also
affected the perception of social relationship with the experimenter,
because the nursing teachers usually interact with 5-years-old chil-
dren. One participant reported that he/she has a frustrating feeling
rather than an oppressive or scary feeling, because the participant
could not move the perspective higher although their legs were fully
extended. It is also presumed that their internal body representation
also contributed to the change of personal space.

WC STA and HC SIT condition

When the participant observed an approaching experimenter from a
lower POV while standing, they reported the largest amount of per-
sonal space as compared with the other conditions, although their
eye level was equal when the participant was sitting on a chair. This
result cannot be explained by only the lower viewpoint, but suggests
that the participant had a strong feeling of being a child, owing to
the change in their body representation through a combination of vi-
sual feedback by the lower perspective and somatosensory feedback
from the standing posture. It is presumed that such visual and so-
matosensory feedback allowed an enhanced sense of de-magnified
height because the participants could recognize that the presented
lower perspective was at the highest level of their body because their
legs were fully extended. It may be that the distance reported when
the participant was sitting on the chair with the device ((4)HC_SIT)
was smaller than under the (5)WC_STA condition because the par-
ticipants knew that they could move their eye level up to a higher
position by extending their legs. In this respect, it was also inferred
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FIGURE 7.1: Horizontal error was also observed in 8
participants, which would suggest their perceived arm

length was shortened

that such availability in changing their eye level is associated with a
feeling of oppression in this experiment.

Comparison in standing and sitting conditions

When the participants were sitting on the chair during the experi-
ment, they reported a slightly larger distance in personal space than
when they were standing. This could be caused by an over-estimation
of the experimenter’s height through the visual stimuli because the
participants also had to look up. In addition to this, several actions,
such as standing up, are required to react toward the approaching
experimenter while sitting on a chair. Such expectation of future in-
teraction also contributed to enlarging personal space.

EY and HC conditions

The results indicated that the reported distance became larger when
seeing the experimenter through the HMD and the camera (EY_STA
and HC_STA; EY_SIT and HC_SIT), compared with EY conditions.
This would be caused by the settings when converting the spherical
image into the rectified image. Since the angle of view of the fish lens
is 180 degree, it is necessary to increase the magnification coefficient
of the cropped image in order to secure the range for the wearer’s
head orientation. Using a wider fisheye lens is one of solutions.

7.1.2 Wearer’s Action
The results showed that the physical relationship between the wearer
and the surroundings have been changed by the smaller person ex-
perience, by observing the hand adjustment actions.

Perceived arm length and distance

As shown in Fig. 7.1, it was observed that when the participants
tried to shake hands with the experimenter, they extended their arm
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FIGURE 7.2: 13 participants looked up higher under
(2) smaller person condition than under (1) video con-

dition

longer and missed the experimenter’s hand. This could have oc-
curred because the participants thought their arm length had become
shorter, as had their height, resulting in an increase in the perceived
distance between hands. A similar phenomenon was also reported
in which the arm length changed the perceived distance in a virtual
environment [62]. It is noted that seeing an environment through
HMD could affect the perception of distance at the same time.

Familiar objects as a reference

Several participants stated that they realized the change in eye level
only after they saw the experimenter facing them, although they had
visited the experiment room several times before and saw the desks
positioned 2 m away from the standing location during the experi-
ment. From such comments, it is assumed that the participants used
more familiar objects as a reference to recognize the physical rela-
tionship between their body and space. It should be noted that the
participants knew the height of the experimenter and had sufficient
experience with each other through conversations because they are
from the same local organization. The recorded head orientations
also showed that the participants looked up higher under (2) smaller
person condition than under (1) video condition (a paired T test was
performed as p < 0.05, as shown in Fig. 7.2). From the result and
observations, many participants looked at the experimenter’s face
before the handshake, suggesting that the level of face could be used
as a reference. Such existing knowledge based on motor and social
experience could help the wearers recognize their space and physical
relationship.

Hand Adjustment in the Air

We found that the adjustment action has a unique and practical as-
pect in that the timing for observing its effect can be initiated by
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the experimenter, and its strength can be exposed by the partici-
pant’s voluntary action, which is measurable in a visual and quanti-
tative manner when using the tracking systems. This measurement
method can also be used to evaluate a different type of change in
body representation, such as an increasing height.

7.1.3 Wearer’s Interaction
From the observation at the demo and experiment space, most of the
participants found it easy to become familiar with the visual trans-
lator. The latency of the developed visual translator (117.6ms) is
smaller than the latency of 125ms in which the wearer’s feeling of
agency decreased [28][112].

Some wearers behaved like a child and the surrounding people
also behaved like a taller or authoritative person. It appears that
proposed experience allowed not only the wearer but also the sur-
rounding people to perceive as the wearer become a smaller person.
These new social contextual cues including an oppressive conver-
sation, protective posture, a haughty look, and longer interpersonal
distance could contribute to shaping the body representation repeat-
edly.
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7.2 Blending Kinesthetic Experiences

7.2.1 System Evaluation, Latency, and Performance
From the performance experiment, we observed that the measured
contractions decreased when the applied pulse increased. This linear
trend can be attributed to the electrical characteristics of the I/O cir-
cuit. The changes could be fitted linearly, hence it is possible to com-
pensate by a linear function. In the future, we plan to conduct an-
other perceptual experiment to investigate the reduction in a bioSync
device wearer’s voluntary contractions with reproduced contractions,
and assess the effects of both the electrical and perceptual character-
istics.

7.2.2 Subjective Perceptual Experiment
In the perceptual experiment, the participants could recognize re-
produced muscle contractions and rate them on a five-point scale
accurately, while they were contracting their own muscles. A simi-
lar result was obtained in the previous work [88], where the partici-
pants could recognize their wrist angle accurately using EMS based
on their kinesthetic feedback. Hence, we confirm that the kinesthetic
feedback mechanism in our setup also works correctly. We also ob-
serve that the standard deviation increased when the pulse width
increased. This might be the effect of the wearer’s voluntary contrac-
tions on the perception of the reproduced contractions.

Another perceptual experiment would be required to study this
phenomenon in detail and to assess the relevance of the signal-dependency
noise theory [113]. According to this, neural control signals are cor-
rupted by noise that increases in variance as with the size of the mo-
tor control signal increases.

7.2.3 Joint Stiffness Measurement
In the first condition (EMS to stiffness), large standard deviation was
observed when the stimulus become stronger. This could be caused
by the personal variation in the skin condition, electrode placement,
and the musculoskeletal construction, creating different muscle con-
traction patterns. A machine learning system with an array of EMS
electrodes has been employed to adapt personal difference [89][114].
Such techniques also could be applied to this scenario in the same
manner.

In the second condition (stiffness to EMG), certain standard devi-
ations were observed. In addition to the personal difference as men-
tioned before, during this condition, the participant had to keep their
wrist stiffness for 5 seconds at the level of five different target values
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by looking at the stiffness value displayed on a screen. This proce-
dure could be a difficult task for the participants, thereby increasing
standard deviation values.

Using the mapping function (Eq. 6.3), the maximum contraction
level which can be reproduced within a range of applicable EMS
strength can be calculated as 25.5% where xstim is 100% (1.0). This
indicates that, in the current system, muscle contractions on one per-
son within a range from 0%MVC to 25.5%MVC by one person can
be transmitted and reproduced on another person. Further improve-
ments include an enhancement of this range by optimizing electrode
position, reducing the tickling sensation by the stimulus, and adapt-
ing the skin condition for creating stronger muscle contraction by
EMS.

7.2.4 Joint Stiffness Perception
From the user study, EMG values on one person to EMS on another
can be mapped by a linear function in the perceptual layer. It is pre-
sumed that the participants’ perceptual function also followed the
physical phenomenon which was observed in the previous study.

In this study, there was no instruction regarding voluntary ac-
tions by the participant. Combining both voluntary and involuntary
muscle contractions could affect the perception of one’s wrist joint
activity, as a previous work [59] showed that standard deviation of
the perceived EMS strength became larger when the participant si-
multaneously perform stronger voluntary muscle contraction on one
side of the forearm. Further investigation on the blending of vol-
untary and involuntary joint stiffness control will be conducted to
achieve the simultaneous operation of the monitoring and interven-
tion in a peg rehabilitation.

Another factor which should be investigated is the relationship
between the EMS strength and the sense of agency so that the pa-
tients can feel that they initiated their hand actions by themselves
while receiving EMS, while the previous work [115] revealed that a
user’s finger action can be preempted by EMS 80 ms earlier without
compromising the sense of agency.

7.2.5 Rhythmic Activity Synchronization
In the user study of the synchronization of rhythmic action, sub-
ject 1 reported that excessive involuntary contractions affected the
performance of the synchronization. This could have been caused
by the electrode positioning and personal muscular characteristics.
This indicates that a prior adjustment is required for each subject to
normalize the perceptual and kinesthetic experience among users.
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We discuss the positional optimization issue in the limitations sec-
tion. In future work, we plan to investigate the relationship be-
tween kinesthetic communication latency and synchronization per-
formance. Another aspect we would like to address is the learning
effect, which we could not verify in the current experiment since the
number of trials for each participant was small. However, we found
that synchronization time is always shorter when the experimenter
who had longer prior training and participated in the entire exper-
iment, follows the participant’s rhythmic action. Some participants
also stated that, at the beginning of the experiment, they did not have
enough confidence to recognize and report the time when sync was
accomplished.

These results suggest that several trials are required to under-
stand new interpersonal kinesthetic communication. Another pre-
liminary experiment showed that the rhythmic actions of two per-
sons could be synchronized even if they are not assigned as an ex-
perimenter or a follower, and are treated equally.

7.2.6 Faster Kinesthetic Reaction
In this experiment, 38.6 % of the participants chose 3.0 or higher score
in the likert questionnaire regarding the sense of agency. It is ex-
pected that these participants recognized that the entire action of the
pen grab was initiated or achieved by themselves in the end although
the action was performed by the intervention from the device. This
result could support a hypothesis that the participants established by
themselves the reasonable consensus between the reality in which
they tried to do and the real achieved by the EMS intervention. In
this regard, their voluntary to grab the pen have modified perceived
reality, allowing to augment their sense of egocentricity beyond the
time and space.

Such phenomena is often called post-diction [116] in psychology
field and it is under investigation. In the scenario, the purpose of ac-
tion and the result of success or failure in the task is clear to perceive,
fostering the post-diction that increases his/her sense of agency. As
mentioned in a neuroscience literature [117], such explicit rule could
create a strong context which would play an important role in en-
hancing the judgement of agency and the post-diction recognition.
Further investigations and discussions regarding intervention tim-
ings and the sense of agency have been investigated by a collabora-
tion research with Dr. Shunichi Kasahara and Dr. Pedro Lopes [115].

7.2.7 Embodied Impairment Experience
In the pilot study on the simulated embodied Parkinson’s experi-
ence, we received considerable feedback comments that indicated
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FIGURE 7.3: Demonstration at Exhibition: Impairment
Experience

the existence of kinesthetic memory after the experiment. This sug-
gests that reproduced kinesthetic impairment experience may be more
effective in learning the neurological characteristics of the impair-
ment than learning through some other modality. We would like to
verify the practicality of this approach in a future study.

Some visitors also reported experiencing the existence of a remote
user’s presence through the kinesthetic channel, while synchroniz-
ing muscle activity between two persons. Thus, interpersonal kines-
thetic communication is capable of enhancing the feeling of togeth-
erness and reality of existence, in a manner similar to that of inter-
personal haptic communication [76, 78, 81].
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Chapter 8

Future Works

8.1 Smaller-person Experience

8.1.1 Another Form of Changing Body Representation
Because the change of eye level created significant differences in a
wearer’s perception, action, and interaction, changing the body rep-
resentation larger or higher would be another form factor to investi-
gate. The measurement of personal space and hand adjustment ac-
tion could be used for evaluating the changes in social and physical
relationship in this scenario as well. An appropriate range for in-
ducing the sense of being a smaller or taller could be investigated
to reveal the relationship between the eye level and the strength of
ownership toward modified body representation. As we tested sev-
eral posture conditions in study 1, further studies include more in-
vestigation into how the somatosensory feedback provided by var-
ious postures and leg conditions affects the visual perception, and
likewise research suggesting that the perceived size and distance are
affected by an inversion of the body orientation, and not by the reti-
nal image orientation [118].

8.1.2 Peripheral Visual Field
In the developed visual translator, the wearer’s head orientation and
the line of sight in a spherical image are synchronized. However,
the rotational centers of the human eyes and the developed visual
translator are not matched. During the experiments, the participants
did not report an unusual feeling when they rotated their head to the
maximum angle. Previous work in the field of telepresence uses an
omnidirectional multi-stereo camera system to match the rotational
center [52]. In addition, recent feature tracking techniques enable re-
constructing three-dimensional views from monoscopic 360�videos,
and to observe through rotational and translational motions of the
viewpoint [119]. These techniques can be applied to the system to
provide a more accurate peripheral visual field on the HMD.
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8.1.3 Central Visual Field
Approximately two or three in ten participants stated that they felt
dizzy while or after using the device for 3-5 minutes. From their
comments, this could be caused by not only the rendering latency
but also fluctuations in the camera module at their waist induced
by walking. Using a small camera gimbal for stabilizing the camera
module, and using a wireless HMD with a high-performance desk-
top computer for reducing the latency could be possible solutions.
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a Educational Tool for Medical Staffs & Care Givers

b Assistive Tool for Architectural & Product Design

FIGURE 8.1: Possible Scenarios: (a) Educational tool
for medical staff and nursing teachers (b) Design tool

for spatial and product designers
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8.1.4 Possible Scenarios
Educational Tool

Figure 8.1 (a) represents a pilot study in a hospital and a nursing
school. Because the developed device is capable of providing sub-
jective and emotional experiences of being a child, it can be used as
an education tool for adults, who often stay with children. In this pi-
lot study, medical doctors are asked to wear the device and to walk
around in a children’s ward in a hospital, and they noticed that it is
difficult to talk with receptionists face to face since monitors placed
on a desk prevented the doctors to see a receptionist’s face. They
also stated that we should keep the same level with their eye, and
secure certain distance when we try to talk to them for avoiding an
oppressive impression. From this observation, it is suggested that
the proposed experience can encourage adults to change their atti-
tude and awareness towards children. Our future plans include in-
stalling the developed devices into new employee training programs
in amusement park, public transportation, and hotel companies. In
addition, we plan to combine the developed system with other sim-
ulator such as augmented reality based autism simulator [67]. This
work is solely based on the visual perception without changing the
body representation. The experience of the embodied interaction of
a autism child in an existing environment would provide new per-
spectives to caregivers such as parents.

Design Tool

As another practical scenario, the device could also be used as an
assistive design tool (Fig. 8.1 (b)). During the pilot study in the hos-
pital, some medical staff noted that a bracing strut in a floor looked
much bigger and it gave them a strong oppressive feeling. Such new
discoveries in affective experience would improve space design in a
manner that is visually friendly for children. Creating a hazardous
map for children in existing environments, such as schools and hos-
pitals, is also an important activity when considering an evacua-
tion route. We also observed during the exhibition that some of the
demonstration visitors tried to hold a plastic bottle with a tiny hand,
and noticed that they needed to use both their hands. Then, the visi-
tors proposed some attachments to facilitate grasping the bottle with
one tiny hand. Another pilot study in a grocery market showed that
the reproduction of limited ROM of the upper limb allows sales staffs
to check whether products are placed within a range of a child’s
hand. From these observations, the developed device can be used
for design assessment based on more emotional and empathic expe-
riences, with conventional quantitative methodologies.
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Amusement Tool

Since the smaller person experience changes interactions of the wearer
and the surrounding people, the device can be used as an amusement
tool to enhance the play among parents and their children. Parents
can explore a maze or treasure hunting game from the same perspec-
tive as their children to find the exit, as an example. A lower perspec-
tive can give us new inspiration, allowing us to find an object under
a structure, and enabling parents and their children to cooperate and
play together.

8.2 Blending Kinesthetic Experience

8.2.1 Electrode Placement
In the bioSync device proposed in this study, one set of electrodes is
used for both stimulation and measurement. This limits the band-
width of the kinesthetic information exchanged. By placing more
electrodes encircling the forearm, it would be possible to transmit
expressive cues through kinesthetic channels in a manner similar to
that of haptic manipulators [79]. Placing more electrodes on mus-
cles would require positional optimization. This is a common issue
in EMS research field because the perceived strength and involun-
tary contraction level depend on the stimulated muscle. In the pro-
posed system, the electrode position is established empirically based
on several trials. Hence, the positional optimization of the common
electrodes is required in the developed system as well. There have
been several studies on placement optimization for EMG or EMS us-
ing array electrodes and machine learning systems [89, 114]. These
techniques can be applied to the bioSync system. The discharging ef-
fect in a multi-electrode environment should be investigated as well.

8.2.2 Blending of Contraction Strength
In this study, we focused mainly on the implementation of bidirec-
tional communication and the temporal characteristics of blended
kinesthetic interaction rather than on contraction strength. Although
we have reported the results of a perceptual study involving the
blended muscle activity and contraction strength of two users, the
further qualitative evaluation of the proposed interaction is required.
The difference between muscle activity and the perception of it will
also be investigated in a future study.

8.2.3 Possible Scenarios
Figure 8.2 illustrates three potential scenarios proposed as promising
applications of the bioSync system.
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(a) Shared Embodied Experience

It is very difficult for people to understand the characteristics of a pa-
tient’s experience of physical impairment. For instance, product and
architectural designers should fully understand how the symptoms
affect physical interactions in a daily life, in order to be able to apply
this knowledge in improving tools and residential buildings. Check-
lists and guidelines such as housing enabler models [5] or field eval-
uations involving patients have typically been used as tools in de-
sign. In addition to these, we propose a virtualized Parkinson’s em-
bodiment using the bioSync devices so that people who do not have
Parkinson’s, including caregivers, can easily experience and under-
stand the tremors and challenges that Parkinson’s sufferers face in
the daily life (Fig. 8.2(a)). This can provide empirical and embodied
knowledge of the impairments, which are usually difficult to explain
using words. The amplitude, frequency and target body are variable;
as a consequence, designers can perform a number of different ex-
perimental trials and evaluate the usability of products and spaces
under various conditions. Compared with a conventional tremor
desktop-type simulator [57], transforming the wearer’s embodiment
into that of another would provide more realistic and persuasive ex-
perience, likewise transforming visual and haptic sensation [120].

(b) Interactive Rehabilitation and Sports Training

Gait training with a power-assist exoskeletal robot is increasingly be-
coming popular. The Hybrid Assistive Limb (HAL) developed by
Sankai et al. [26], which consists of EMG sensors and lower-limb ex-
oskeletons, was developed for intention-based walking support for
paraplegia patients. It is important to learn the timing of each gate
phase, such as backward kick-out, during gait training. However,
the motors in the exoskeletons are limited in that they can not pro-
duce instantaneous actions to the user. bioSync can enable a patient
and a therapist to share and learn the timings for such quick exer-
tions, thereby creating the possibility for enhanced monitoring and
interactive teaching. In sports training, it is important for coaches to
perceive not only players’ form and motions but also player’s muscle
activities. The timing of muscle exertion is important in running and
swimming training, for instance, and the flow of muscle exertion is
important in pitching and gymnastics motion training, for instance.
Interactive kinesthetic feedback between players and coaches would
allow players to perceive the correct forms and motions.

(c) Visio-kinesthetic Transmission

To achieve an effective training procedure with immersive and realis-
tic feedback for sports spectating and skill transmission, we propose
the use of a visio-kinesthetic experience transmission system using
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the bioSync device with a HMD system. The user can record and re-
play not only physical bodily movements but also muscle activities
simultaneously. Combining these modalities would help in gaining
body ownership and togetherness for a remote user, in the similar
manner to the related work [58] that shares visual and tactile sensa-
tion to be another.



96 Chapter 8. Future Works

Shared Embodied Experience
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FIGURE 8.2: Possible Scenarios: (a) Neuromuscular
symptoms such as those of Parkinson’s impairment
can be recorded and reproduced for evaluating prod-
uct and spatial design. (b) Interactive gait training
with a power-assist exoskeletal robot accomplished
by sharing the timing of the backward kick-out, and
sports training by sharing muscle tensions with train-
ers. (c) Reviewing physical body motions by expe-
riencing recorded kinesthetic feedback with a first-

person view through a HMD system.
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Chapter 9

Conclusions

9.1 Smaller-person Experience
In this paper, we explored how human perceptions and actions can
be changed through the experience of a smaller person in a real world
environment. To achieve this, we have developed a wearable visual
translator and a pair of passive hand exoskeletons that change the
wearer’s body representation into that of a small-person. The visual
translator allows to shift the wearer’s eyesight level down to their
waist level by using a HMD and a stereo camera module, while al-
lowing for FOV control through head movements, while the passive
hand exoskeletons are capable of miniaturizing grabbing motion and
constraining ROM of the upper-limb to reproduce a smaller-person’s
haptic perspective.

Four user studies were conducted to investigate the wearer’s changes
in their social and physical relationships, and to observe a feedback
experience. From study 1, which was a personal space evaluation,
when the participant felt smaller using the developed device, the
largest personal distance was observed. This could have been caused
by an oppressive feeling toward the approaching experimenter in-
duced by the feeling of being small. In study 2, it was observed that
the participants raised their hands higher than usual when trying to
shake hands with the experimenter because they perceived their own
body representation as being smaller. It was confirmed that the ex-
perience of being a smaller person changed the physical relationship
of the wearer and the surroundings. In addition to this, using a reha-
bilitation peg board, it was observed that the developed exoskeleton
decreased the user’s chronological hand function which would re-
produce a smaller-person’s physical capability, while preserving the
wearer’s developmental hand function. In study 3, I observed the
wearer’s interactions during demonstrations at conferences and ex-
hibitions. It was often observed that the visitors behaved like a child,
such as performing a protective pose when surrounded by adults, or
talking like a baby. Interestingly, surrounding people such as young
students also treated the wearers like a child, and behaved as teach-
ers or parents by acting in an overbearing manner.

These findings, challenges, and design considerations will benefit
further studies on the design of user experiences based on changes
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in body representation while preserving active and embodied inter-
actions in a real-world environment.

9.2 Blending Kinesthetic Experience
In this research, I proposed and modeled a novel style of interper-
sonal kinesthetic communication, called the blended kinesthetic in-
teraction that allows people to mutually perceive and interrupt each
other’s muscle activity. To achieve this interaction, I developed paired
wearable kinesthetic I/O devices that are equipped with a specially
designed electrodes system for simultaneous EMG measurement and
stimulation at 100Hz via low-latency wireless communication (ap-
prox. 20ms). I also proposed dynamically adjustable frequency stim-
ulation over a wide range of frequencies (1-100Hz), which allows the
bioSync device to be adapted to various skin conditions and pur-
poses.

Through the perceptual experiment, it was verified that the bioSync
users were able to recognize reproduced muscle contractions and
rate them on a five-point scale while they were contracting their own
muscles. It was also verified that the kinesthetic interpersonal com-
munication allows people to synchronize the rhythmic action with-
out visual and audio feedback. I also conducted a pilot study on
providing a simulated embodied impairment experience. The re-
sults suggested that reproducing the neurological action of Parkin-
son’s tremors could enhance the understanding of the disease.

The pilot study regarding faster kinesthetic reaction and the sense
of agency not only demonstrated that the human’s responsive action
can be accelerated by wiring the two persons but also suggested that
their stiff voluntary to perform actions with reward at the right tim-
ing allows their sense of egocentricity, the subjective feeling of pro-
ducing a desired consequence or performance initiated by their own
voluntary, to be generated.

These findings would provide design ideas for the kinesthetic in-
teraction, and contribute to potential applications such as education,
design, and medical activities, that reveals new aspects of human
behaviors for embodied and social experiences.

9.3 Shaping Egocentric Experiences
The general conclusion regarding shaping egocentric experiences with
wearable cybernic interfaces derived from design, development, and
evaluation were described. In contrast to the related works that at-
tempted to append or extend physical body functions, the proposed
experience have successfully amplified the participants’ knowledge,
and particularly embodied the knowledge of one’s embodied and
social experiences. Hence, I proposed the conceptual representation
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of shaping a body representation in a real-world environment based
on active interactions to reproduce one’s embodied and social expe-
riences.

A major attribute of the proposed experiences was that the inter-
action could be initiated by the participant’s voluntary action. The
participant must create, interpret, and review narratives of the expe-
rience by themselves through reaching, seeing, touching, and speak-
ing, thus increasing their participation level toward the experience.

As another attribute, the interaction styles involved the surround-
ing people, thereby allowing the participants to increase their aware-
ness of other people. This situation allowed for the surrounding peo-
ple, apart from the wearer, to perceive as the wearer became a smaller
person or a Parkinson’s patient. These new social and physical con-
texts including an oppressive conversation, protective posture, con-
ceited look, longer interpersonal distance, and more supportive be-
havior contributed to shaping the body representation repeatedly.

9.4 General Conclusion
Based on the research experience of this topic, the 1) definitions of
the newly established academic categories of human informatics and
empowerment informatics, and 2) contributions to these fields are
outlined below.

Definitions

My definition of human informatics is

Computational understanding of and intervention in a
human

Beyond the existing engineering and informatics field, the cat-
egory of human informatics involves neuroscience and psychology
because it involves the investigation of humans. The major attribute
of this field is that it is possible to measure, analyze, and intervene in
humans with computational methodologies.

It has now become possible to quantify a human’s physical and
physiological parameters, such as joint angle, head orientation, loco-
motion phase, heart rate, and biosignals from muscles and a brain,
using wearable sensors. These personal big data allowed for the pat-
tern revelation and computational model construction of one’s per-
ceptions, actions, and interactions. To understand and interpret these
patterns, knowledge from psychology would be exploited. Neuro-
science studies are key to understand the fundamental phenomena
to explain one’s perceptual and behavioral patterns.
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Furthermore, interventions in humans have now become possi-
ble in a wearable form factor through light emission, sonification, ex-
oskeletons, and EMS. These interventions can be designed and pre-
sented to a human based on a computational model. In particular,
these technologies require studies on human agency to preserve the
sense of egocentricity in his/her interactions; therefore, knowledge
in neuroscience will be beneficial.

The simultaneous combination of these measurement and inter-
vention methodologies allows for a new loop of human motor com-
mand and sensory feedback to be created. The wearable cybernic
robot, named HAL [26, 27, 121] created a new proprioceptive loop
using biosignal measurements and an exoskeletal robot. The devel-
oped pair of wearable kinesthetic devices have created the proprio-
ceptive loop beyond an individual by wiring muscles [111]. Chang-
ing the relationship between the efferent active signal and the affer-
ent signal of consequential sensation of the intended motion changes
human perceptions, actions, and even interactions in an environ-
ment, apart from bodily sensation, thereby allowing new aspects of
humans to be revealed [28, 122]. This technology can enhance a hu-
man’s well-being and quality of life.

Hence, the definition of empowerment informatics would be

The enhancement of one’s mind, i.e., his/her intention to
initiate and perform actions with the support of human
informatics technology.

Conventionally, the term empowerment has been used in psy-
chology, sociology, and nursing as “a process of increasing personal,
interpersonal, or political power such that individuals can take ac-
tion to improve their life situations." [123] This topic has been high-
lighted recently in a technological community; for instance, one of
the largest academic conferences on human–computer interaction,
ACM SIGCHI, has chosen their conference topic as “Empowering
People" in 1990. With the latest human informatics technologies,
“computational empowerment" in which information technology can
create, complement, or enhance a user’s intention to take action, has
now become possible. Apart from hacking the human body function,
these technologies can also hack the mind to enhance one’s subjective
agency [18, 124].

Contributions

The contributions to the fields of human informatics and empower-
ment informatics are outlined below. These contributions arose from
the research outcomes based on interaction design, engineering ac-
tivities, and numerous opportunities for demonstrations.
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• Proposed, developed, and evaluated wearable cybernic devices
that allow for changing one’s bodily sensation and represen-
tation based on his/her active interactions by measuring and
intervening in human body functionalities

• Proposed and verified design considerations for the interfaces
to achieve the proposed shaping egocentric experience with-
out compromising the wearer’s intention to reach objects and
people, and to initiate and perform interactions

• Proposed and verified a new methodology that allows for the
change in one’s body representation to be measured using a
handshake action quantitatively

• Proposed and verified a new methodology that allows for the
change in one’s hand function to be measured with a exoskele-
ton using a peg board that is typically used in a rehabilitation
scenario quantitatively

• Proposed and verified a new interaction style for acquiring the
embodied knowledge of one’s embodied and social experiences,
allowing for the empowerment of people who has voluntarily
understand, communicate, and cooperate with different people

• Demonstrated that the developed wearable devices designed
with human informatics are effective for gaining empathy to-
ward different people and also for enhancing a wearer’s incli-
nation toward interacting for learning through demonstrations
at museums, exhibitions, and field studies
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