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Abstract

There are several benefits that humans obtain from social inter-
action as it was found to be related to individuals well-being. A
high degree of these positive effects comes from being able to rec-
ognize and convey the intention to communicate. Social signals are
observable behavioral cues used during the exchange through so-
cial interaction, and they convey the intention to communicate. This
research proposes to mediate human-human communication using
paired devices that deliver visual and haptic cues. These cues are
used with the role of social signals in scenarios where the available
social information is limited. This approach was evaluated on two
different communication scenarios with populations that might ben-
efit from the characteristics of the proposed devices. One applica-
tion is for remote communication scenarios, based on the assumption
that the physical embodiment and touch-based cues can complement
the affective social signaling of individuals trying to communicate
from different places. Another application involves individuals with
Autism Spectrum Disorder, using the proposed devices to mediate
and describe the exchange in turn-taking interventions, using the
cues from the devices as a guide. The methodology of this research
involved: 1) Select target users that, based on literature review, could
benefit from this approach, 2) Design and implement solutions in-
volving paired devices for facilitating social signals, 3) Performance
evaluation: to explore the capabilities of the devices for sensing and
conveying cues, and 4) User study: to understand the role of the cues
and their effect on the user. At the end of this study it is discussed
if the proposed visual and haptic cues delivered by paired devices
worked as social signals, and what was the effect these cues have on
human communication. Based on this, different parameters that con-
dition the effect of this approach are described. This new interaction
setting comes together with different questions, especially consider-
ing that 1) "the behavior of the user" is different from "the behavior
detected by the sensors" and 2) the decoded message representing a
human behavior is made only with simple visual and haptic cues.
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Abstract

Existen varios beneficios que los humanos obtienen de la inter-
accion social, ya que se ha determinado que esta relacionada con el
bienestar de las personas. Un alto grado de estos efectos positivos
proviene de poder reconocer y transmitir la intencién de comuni-
carse. Las sefiales sociales son sefiales de comportamiento observ-
ables que se utilizan durante el intercambio a través de la interac-
cién social y transmiten la intencién de comunicarse. Esta investi-
gacion propone mediar en la comunicacién entre humano-humano
utilizando dispositivos emparejados que brindan sefiales visuales y
hapticas. Estas sefiales se utilizan con la funcién de sefiales sociales
en escenarios donde la informacién social disponible es limitada.
Este enfoque se evalué en dos escenarios de comunicaciéon difer-
entes con poblaciones que pueden beneficiarse de las caracteristicas
de los dispositivos propuestos. Una de las aplicaciones es para es-
cenarios de comunicacion remota, basada en el supuesto de que la
representacion fisica y las sefiales tactiles pueden complementar la
sefializacion social afectiva de las personas que intentan comunicarse
desde diferentes lugares. Otra aplicaciéon involucra a personas con
trastorno del espectro autista, y utiliza los dispositivos propuestos
para mediar y describir el intercambio en intervenciones para en-
trenar la habilidad de tomar turnos, utilizando las indicaciones de
los dispositivos como guia. La metodologia de esta investigacion
involucrd: 1) Seleccionar usuarios objetivo que, segtin la revision
bibliogréfica, podrian beneficiarse de este enfoque, 2) Disefiar e im-
plementar soluciones que involucren dispositivos emparejados para
facilitar las sefiales sociales, 3) Evaluacién del rendimiento: para ex-
plorar las capacidades de los dispositivos para detectar y transmi-
tir sefiales, y 4) Estudio del usuario: para comprender el papel de
las sefiales y su efecto en el usuario. Al final de este estudio se
discute si las sefiales visuales y hapticas representadas en disposi-
tivos emparejados funcionaron como sefiales sociales, asi como su
efecto en la comunicaciéon humana. En base a esto, se describen difer-
entes parametros que condicionan el efecto de las sefiales visuales
y héapticas en dispositivos emparejados. Esta nueva configuracion
de interaccion trae consigo diferentes preguntas, especialmente con-
siderando que 1) "El comportamiento del usuario" es diferente de "el
comportamiento detectado por los sensores de los dispositivos" y 2)
El mensaje decodificado que representa el comportamiento humano
se hace solo con sefiales visuales y hépticas.
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Chapter 1

Introduction

According to Aristotle, as human beings, we are ”social animals,"
and therefore, we are not self-sufficient, but we depend upon one
another. As human beings, we have a profound necessity to con-
nect with others and gain acceptance in social groups. It is through
social interaction that we can build social relationships. Different
studies support the idea that psychological well-being is related to
the quality and quantity of people’s relationship [1] [2]. Moreover,
feeling connected to others promotes physical health and well-being
as well as emotional well-being [3]. However, a high degree of these
positive effects comes from being able to coordinate during interac-
tion with others, and accurately recognize and convey the intention
to communicate. Among the different aspects of social interaction,
those behavioral cues that help us to perceive and convey intention
are related to the social signaling theory in communication.

Social signals are part of every human interaction. It is only by so-
cial signals that people can understand and predict others’ behavior.
Our social signal capabilities are potent, and they viscerally impact
not only on the person we are interacting with but also our psychol-
ogy [4]. Social signals are independent of the language and content
of the message. For example, when we watch a TV program in a
different language, and we observe the characters engaged in a dis-
cussion, we can understand that there is a conflict even though we
are not able to understand their words. The characters’ facial expres-
sions and body language give us enough information to understand
that they are arguing. More fundamentally, social signals are a com-
bination of observable behavioral cues used to exchange of intention
to communicate (such as speech utterances, body movement, ges-
tures, manipulation of objects) [5] [6]. These behavioral cues work as
“guide” or “indications” during the exchange in social interaction.
A different definition describes social signals as “observable behav-
iors that produce, intentionally or not, tangible changes in others,
whether this means to modify their inner state (e.g., to stimulate the
emotions they experience), to modify their observable behavior (e.g.,
to make them laugh in response to a joke) or to change their beliefs
about the social setting (e.g., to make them aware of conflict or dis-
agreement).” [7]. This thesis will work with the following definition
of social signals: “observable behavioral cues that are used during
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the exchange in social interaction and that produce, intentionally or
not, tangible changes in others.” However, what happens when we
are not aware of or physically unable to perceive social signals? Also,
how does social interaction work when the amount/kinds of social
signals are limited to use?

A possible approach involves the use of computers to support
the social aspects of the interaction. In the computer domain, there
is a field of study called Social Signal Processing (SSP) which aims to
model, analyze and synthesize social signals, allowing computers to
understand SS and facilitate interaction with humans [8]. Studies in
SSP mainly focus on non-verbal behaviors exchanged in face-to-face
interaction, such as facial expressions, gestures or prosody. The ma-
jority of these studies aim to imitate or simulate the way we employ
social signals in face-to-face scenarios, with the purpose of achieving
a natural human-machine interaction. These approaches commonly
require complicated systems and computational resources. How-
ever, in the scenario of human-human computer-mediated commu-
nication, is it necessary to simulate social signals used in face-to-face
communication?

Considering that with the expansion and accessibility to the inter-
net, social networks and mobile technologies, the opportunities for
social interaction has mostly increased. For this reason, nowadays
a considerable amount of social interaction is mediated by technol-
ogy. These technologies mediated interaction scenarios sometimes
requires the users to interact in new ways, different from face-to-face
scenarios. Moreover, as human beings, we can quickly adapt to dif-
ferent interaction scenarios, and in those where social cues used in
face-to-face interaction are not available or limited, we can observe
new ways of communication that involve simple gestures or cues
that convey social information. For example, the like-button used
in many social network services, or the emoticons used to illustrate
different emotions and feelings. Even if these gestures differ from
those we use in face-to-face interaction, they have similar functions.
It is observed that the number of cues available is limited compared
to face-to-face interaction, but at the same time, new and alternative
cues are exchanged. In these new technology-mediated scenarios,
the first question that arises is what kind of technology should be
used to mediated social signals? As well as, what are the social sig-
nals being exchanged and how?
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1.1 Purpose of this research

The primary motivation of this research is to improve the quality
of human communication, considering its close relationship to indi-
viduals well-being. Among the different aspects of social interaction,
social signals were selected as they are observable cues and an essen-
tial component of human communication. Based on the assumption
that it is possible to use computer-generated gestures as social sig-
nals, this research proposes a method to facilitate human-human so-
cial signaling using cues delivered by paired devices. These cues are
meant to have a similar function as the social signals used in face-to-
face scenarios. The proposed devices are physically embodied, and
they encode the human behavior by touch channel, transfer action
to a paired device, and decode it as a representation made by simple
visual and haptic cues. With this, this research aims to facilitate so-
cial signaling in human-human communication using paired devices
with visual and haptic cues.

The proposed approach was evaluated in two different communi-
cation scenarios with a population that might benefit from the char-
acteristics of the proposed devices. One application is for remote
communication scenarios, based on the assumption that the physical
embodiment and touch-based cues will have an effect and improve
the affective social signaling of individuals trying to communicate
from different places. Another application involves, individuals with
Autism Spectrum Disorder as they have difficulties to interpret social
cues used in interaction, and a considerable amount of studies has
proved the potential benefits of technology for training social skills.

After describing the scenarios and target population, the design
and implementation of paired devices with visual and haptic cues
are introduced. This includes system overview and description of
the method to sense cues from the user, and to convey cues to the
user. Then, each device is evaluated in terms of 1) Performance eval-
uation: to explore the capabilities of the devices for sensing and con-
veying cues, and 2) User study: to understand the role of the cues
and their effect on the user. This new interaction setting comes to-
gether with different questions, especially considering that 1) "the
behavior of the user" is different from "the behavior detected by the
sensors" and 2) the decoded message representing a human behavior
is made only with simple visual and haptic cues. Considering this,
the following hypotheses will help us to understand if the research
purpose is feasible or not.
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1.2 Research hypotheses

As explained in the previous section, the purpose of this research is
to facilitate social signaling in human-human communication using
paired devices with visual and haptic cues. This research will explore
this possibility by answering these three hypotheses:

¢ H1: Social signals can be represented by visual and haptic cues
using paired devices for minimal communication. (Referring to
the capability of paired devices for sensing/conveying signals)

* H2: Social signaling can be facilitated by the communication
through visual and haptic cues. (Referring to the effect of visual
and haptic cues on the user)

e H3: The effect of the represented social signals is conditioned
by interaction factors: timing/order, interface and feedback.
(Referring to the parameters that condition the effect of the sig-
nals)



Chapter 2

Literature review

Based on the terminology used to define the approach of this re-
search, this section includes a description of the main features of the
devices and the reasoning behind the selection of each feature. Pre-
vious works that describe the potential and/or limitations of these
particular features are introduced.

2.1 Approach to facilitate Social Signaling

This research proposes an approach for facilitating social signaling
using paired devices with visual and haptic cues. This section ex-
plores different works that share similar features with the approach
of this research.

2.1.1 Minimal communication

Minimal communication is a term introduced on the work of [9] and
refers to the transfer of event-type message driven by the user’s ac-
tions. It was explored employing bidirectional I/O devices in shape
of a button that sensed when the user pressed it, and sent a message
to a paired button, representing this action of pressing by changes
of colored lights. It was found that it is possible to transfer and per-
ceive "intention" by communicating through simple cues. These cues
represented the action of sending a message, made by the user or the
partner, without any interpretation. One of the potential benefits is
that the lack of content of the message emphasizes the context infor-
mation However, in order for two users to be able to communicate it
is necessary that:

¢ Both persons know the same rule.

* Both persons know the other knows the rule.

¢ Both persons know what happens on the other side of the line.
¢ Both persons believe that signals are made intentionally.

The proposed approach for facilitating social signaling is based
on minimal communication, and its effect will be explored and dis-
cussed.
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2.1.2 Physically embodied mediators

One of the features of the proposed approach is that the devices have
a physical embodiment. An interface with a physical embodiment
directly supports touch. Moreover, physically embodied and collo-
cated interfaces have a stronger social presence, and can easily mod-
ify the user’s environment. Physical presence has been shown to po-
tentially have a positive effect on human-agent interaction, including
a stronger perception of social presence. A physically present robot
can affect a human’s perception of the robot as a social partner, which
can potentially lead to a more positive interaction [10].

Previous studies have explored mediators with embodiment that
supported touch-based interaction, as well as the effects they had
on human-human remote communication. A mobile and stationary
hybrid communication system designed for long-distance relation-
ships showed that a hybrid setup (a combination of a mobile phone
and hardware) encouraged more frequent message exchange, which
increased the feeling of closeness in users [11]. Similarly, a tangible
interface was designed to remotely convey a sense of presence by
combining mobile communication and touch-based interaction [12].
A similar concept introduced an embodied interface to increase the
social awareness in remote communication [13]. These three devices
used patterns of colored lights and touch-based interaction to convey
a sense of presence to the partner.

Another study emphasized the positive effects of robot embod-
iment on the social aspect of human-human remote collaboration
tasks mediated by a robot [14]. In the field of mediating communica-
tion with embodied interfaces, huggable devices are similarly found.
A conceptual design intended to establish intimate communication
remotely using the idea of transferring ambiguous information by
hugging one device and making a paired one react [15]. Moreover,
a teddy bear-like robotic device uses the same concept of enhancing
traditional communication means through touch-based interaction,
allowing users to exchange tangible expressions of affection, includ-
ing hugs [16]. A different study found that it was possible to enhance
physical co-presence in remote communication using a huggable in-
terface [17].

2.1.3 Paired devices as mediator of interaction

In the literature, solutions for mediating human-human communi-
cation can involve a single device or paired devices. Studies using
a single device commonly make efforts in designing interfaces that
can sense human behavioral cues, and deliver back cues from the in-
terface that results natural and acceptable for the user. In this group,
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one study explored different modalities of socio-feedback for a hu-
manoid robot that worked as a social mediator in a conversation be-
tween two persons in collocated scenarios [18]. A different study in-
vestigated the social behavior of a humanoid robot mediator for en-
couraging co-actions among a group of children [19]. Similarly, a hu-
manoid robot with human-like behavior was used to mediate ques-
tions among a group of people [20]. Considering that children with
ASD have shown interest in robots, robots as a mediator of interac-
tion are popular approaches [21, 22]. These studies made efforts in
designing natural behaviors for a positive human-robot interaction.
It was pointed out the importance of identifying human behavioral
cues, representing an appropriated behavior on the robot, as well as
being able to distinguish different users. However, approaches using
a single robotic device for mediating human interaction are limited
to collocated scenarios. Considering that nowadays a considerable
amount of interaction occurs remotely through media, it is necessary
to consider alternative solutions to use robotic devices as mediators
of remote human-human interaction.

In the literature, the majority of the studies that employ robots
to mediate remote human-human interaction exhibited a paired de-
vices configuration. Paired devices are homologous technologies that
share similar characteristics and affordances. Paired devices as social
mediator commonly support connectivity, allowing two users to ex-
change messages between them. Studies using paired devices for
mediating interaction implemented a more straightforward human-
computer interaction and more implications in the relationship and
communication between humans. For remote communication ap-
plications, it was found different implementations using physically
embodied paired devices for increasing the feeling of closeness [11],
sense of presence [12] or remote social presence [13]. These three de-
vices identified behavioral cues through touch and delivered cues us-
ing patterns of colored lights and vibration. Different studies worked
in mediating hugs remotely. A conceptual design intended to es-
tablish intimate communication remotely, using the idea of trans-
ferring ambiguous information by hugging one device and making
the paired one react [15]. Moreover, a teddy bear-like paired devices
were designed for communicating remotely using touch-based ges-
tures, including hugs [16]. Paired dog-like robots were used as social
mediators, and it was observed positive effects on the social aspect
of human-human remote collaboration tasks mediated by the robots
[14]. Paired devices have been used in collocated scenarios as well.
A system of multiple agents was used to mediate the exchanges in a
social game between children with autism and the therapist [23].

From this review, it was observed that a paired devices setup
might be beneficial ‘as it opens possibilities to explore both, collo-
cated and remote communication scenarios. Supporting connectiv-
ity through paired devices is of special importance as by having two
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interfaces that share same affordances, users can easily imagine how
the partner is using the device on the other side of the line.

2.1.4 Visual and haptic cues as social signals

The eyes are the body’s most highly developed sensory organs. A
large part of the brain function to process vision, and visual cues are
a large source of information that helps us to figure how the world
is perceived. These characteristics are beneficial for the approach of
facilitating social signaling. Devices should increase awareness and
help users to perceive each other through the cues. Moreover, phys-
ically embodied interfaces that deliver visual cues can easily mod-
ify the real-life environment, using all the benefits given by the in-
terface’s physical representation. On the other hand, touch plays a
fundamental role in social interaction, and it is also a fundamental
human need. It intensifies and complements information received
through other modalities such as audio or visual. Information de-
livered through the touch channel could potentially enhance the role
of the cues as social signals and intensify the effect on users using
touch-based sensory information.

The role of the proposed devices includes: to encode haptic cues,
transfer them to the paired device, and decode this message by rep-
resenting it as visual and haptic cues on the paired device. These
cues are meant to contain the users’ intention and have similar roles
as those of social signals. In the literature, a common cue identified
by physically embodied paired devices is touch [11-13]. The role of
body contact is considered to be important for expressing affection.
It is possible to convey positive affection just by touches, hugs, and
strokes, as well as negative ones such as by hitting or pushing [24]
[25]. The field of affective haptics explores the integration of touch in
computational systems. Among the different applications, affective
haptics is related to the computational aspect of mediating human-
human affective touch [26]. Moreover, design strategies for technolo-
gies to mediate intimacy and relatedness described the importance of
supporting meaningful gestures that convey affection [27]. Among
the various touch gestures, hugs are a very important part of human
communication, as they can transfer comfort and give an emotional
lift [26]. Following this, it was observed different approaches to me-
diate hugs by paired devices [15, 16].

These gestures are supposed to be represented on the paired de-
vice as well. After investigating the available paired devices in the
literature, it was observed that simple cues were a common charac-
teristic. This approach is advantageous to reduce the complexity of
the hardware, which facilitates the possibility of being adopted by
the user. Among the different visual modalities, simple cues with
colored lights have been used to endow robots with expressions. On
the one hand, dynamic colored lights have been used to convey a
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FIGURE 2.1: Model describing how to facilitate social
signaling using paired devices with visual and haptic
cues.

robot’s states and actions [28], and simple expressions using colors
were used to express the life duration of a companion robot [29]. Col-
ored lights have been used in combination with sounds and vibra-
tions as a simple and low-cost alternative to express a robot’s emo-
tional expressions [30]. Several models relate colors to different emo-
tions [31]. One study proposed a methodology to express a robot’s
emotions by changing the color of its body [32], and it showed that
different emotions were perceived in the agent when it displayed a
certain color luminosity at a particular frequency. From this, it was
understood that patterns of colored lights and vibrations could, even
if limited, convey information to the user about the robot’s state.
However, in the context of mediating communication, the message
or cues from the robot, are used to convey information to users about
the actions of the other user. Different colored lights have been used
to convey "user’s emotion," similarly as traditional emoticons are
used [12]. More fundamentally, colored lights have been as a pres-
ence indicator, as they are simply linked to the action of sending the
message by touching the interface [11, 13], or by hugging it [33, 34].

2.2 Summary of the proposed approach

The proposed paired devices are designed to support minimal com-
munication, which can be interpreted as "an event happened or not"
type of message. The devices sense and encode the user’s cues through
touch channel. Then, this action is transferred as a message to the
paired device. The message is decoded into visual and haptic cues
that are used to represent the action of sending the message. Con-
sidering the devices are physically embodied, they directly support
touch. Thus, touch was selected as the main medium of interaction.
And based on the impact of visual cues represented on physically
embodied interfaces, these are used as a way to represent the user’s
actions.
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Based on the aforementioned reasons, this research involves the
use of paired devices that support touch-based messages, by encod-
ing the user’s behavior through touch, and decode it using simple
visual and haptic cues. It is assumed that an effect on human-human
communication will be observed when two persons interact through
paired devices that support these cues with the role of social signals.
Figure 2.1 illustrates the proposed model for facilitating social sig-
naling using paired devices with visual and haptic cues.
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Chapter 3
Methodology

The methodology of this research involved: 1) Select target users
that, based on literature review, could benefit from this approach,
2) Design and implement solutions involving paired devices for fa-
cilitating social signals.

3.1 Scenarios of use

The approach for facilitating social signaling using paired devices
with visual and haptic cues will be evaluated in two different com-
munication scenarios: remote interaction and collocated interaction.
To understand the effect of the proposed approach, target popula-
tions that might benefit from it were selected. The first scenario in-
volves mediating remote interaction through paired devices, and it is
going to be evaluated with individuals with close relationship trying
to communicate from different places. Similar to the role of emoti-
cons in remote communication, the approach involves designing so-
cial signals by paired devices. Considering that traditional commu-
nication media support the transfer of visual and auditory cues, it
might be beneficial for this target user to have additional informa-
tion through the tangible channel. For collocated paired devices-
mediated interaction was evaluated with individuals with Autism
Spectrum Disorder (ASD). They need training to acquire skills used
in social interaction. Considering their natural interest in visually
engaging toys, they might benefit by the approach of social signaling
with paired devices.

3.1.1 Social signals and remote communication

The differences between computer-mediated and Face-to-Face com-
munication have been extensively explored and analyzed [35] [36].
Traditional computer-mediated communication conveys affective com-
munication to a certain extent. Facial expressions, body gestures,
and voice variations are transmitted with video. Even text can sup-
port affective communication via emoticons. The greatest difference
between computer-mediated and Face-to-Face communication is in-
deed the absence of body contact [37]. This decreases affective and
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social presence. Even when messages conveyed by computer-mediated
are full of emotional content, they are reported to be less intense
[38]. Therefore, augmenting traditional communication with media-
tors for physical contact is an effective strategy to transmit positive
messages such as hugs, or strokes; as well as negative ones like hit-
ting or pushing [39] [24] [25].

Typically, technologies that support touch-based gestures are de-
signed as wearable devices, tangible objects or robotic devices [40].
Touch-based interaction with these devices has positive effects on
users [38]. They provide mental stress relief [41], and even sim-
ple objects or interfaces can prompt responses similar to those that
other people would elicit [42]. Different interfaces supporting remote
touch have been designed to convey presence and improve connect-
edness over distance [13]. Among them, studies have made effort
on proposing different designs of mediators of touch, evaluated the
general impressions [12], and proposed design guidelines regarding
shape and material [34] Mediators of social touch might have differ-
ent shapes, but all of them share a common feature: to encode the
human intention to communicate by touch, and to decode this mes-
sage using different combination of cues. It is therefore necessary to
understand which functions the interface should support, and how
to use the cues to convey the information to the user.

A tangible interface was designed to remotely convey a sense of
presence by combining mobile communication and touch-based in-
teraction [12], and the users’ perception was evaluated. Among the
different tangible gestures, hugs contain a strong affective connota-
tion. In the field of mediating communication with physically em-
bodied interfaces, huggable devices are similarly found. A teddy
bear-like robotic device uses the same concept of enhancing tradi-
tional communication means through touch-based interaction, al-
lowing users to exchange tangible expressions of affection, includ-
ing hugs [16]. Hug over a distance combined a huggable interface
with a wearable device, allowing users to convey hugs remotely [43].
On the other hand, researchers have made efforts in exploring the
design requirements of this type of interfaces. A design of pillows
for ambient-based interaction integrated with connectivity was pro-
posed for enhancing social intimacy among people [33]. Similarly, a
set of interactive pillows for conveying affection were designed fo-
cusing on the appearance and textiles to make them easily adopted
by the user [34].

Previous studies have explored mediators with embodiments that
support touch-based interaction, as well as the effects they had on
human-human remote communication. A mobile and stationary hy-
brid communication system designed for long-distance relationships
showed that a hybrid setup (a combination of a mobile phone and
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hardware) encouraged more frequent message exchange, which in-
creased the feeling of closeness in users [11]. A similar concept in-
troduced an embodied interface to increase the social awareness in
remote communication [13]. These three devices used patterns of
colored lights and touch-based interaction to convey a sense of pres-
ence to the partner. A different study found that it. However, the
interface did not support connectivity and it was used to encapsu-
late the phone. From this studies it was observed that the interaction
with the interface is simple, but the mediated interaction between
two persons is complex. Especially considering the meaning of hug
and the potential effect on the user, it is necessary to explore the ef-
fect of a huggable mediator that support connectivity on the users’
communication.

3.1.2 Social signals and individuals with developmen-
tal disorders

Play is one of the ways children learn and develop skills to engage
and interact with the world around them [44, 45]. However, children
diagnosed with Autism Spectrum Disorder (ASD) have shown im-
pairments in play skills [46-48]. They are known to have difficulties
in understanding social cues that are necessary to cooperate and in-
teract with others during play, and usually opt to isolate themselves
from others. This impairment is reflected in their motor skills, in the
way they manipulate toys, and in social and pretend play [49, 50].

Different studies have made efforts to develop information and
communications technology (ICT)-based solutions for interventions
for children with ASD [51]. Specifically, robotic toys can potentially
be used as social mediators, engaging children with ASD in social
play styles that involve others [52]. As opposed to the use of only so-
cial cues, toys with sensory feedback, like flashing lights or sounds,
might elicit more play behaviors [563]. Robotic toys can be defined
as tangible devices with embedded sensors and actuators that can
perceive certain aspects of the environment, such as the behavior of
children, and automatically react to them.

In general, robot-based interventions are carefully designed to
elicit, facilitate, or train a particular behavior, by adapting the hard-
ware and interaction rules according to the goal of the intervention.
Among the different interventions designed to address social skills,
some specifically target the training of turn-taking skills. Turn-taking
is a back and forward exchange between two or more individuals,
and it is considered a fundamental skill for different aspects of so-
cial interaction such as being patient, being able to recognize oth-
ers’ intentions, and collaborating with others [54]. Through turn-
taking children are able for example, to play and let others play or
to talk and listen others talking in a conversation. Considering that
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children with ASD has significant impairments in turn-taking behav-
iors, different approaches explore improving this condition [55-57].
Moreover, studies discussed the possibility of reducing the severity
of ASD and impairments in social communication, by training and
improving turn-taking behaviors [58, 59]. To achieve turn-taking,
individuals have to be able to switch the initiative during interac-
tion spontaneously. In conventional turn-taking interventions, the
therapist supports this back and forward structure by responding to
the child in a specific way according to the rules of the activity [56].
Robotic toys can be used as tools for the therapist to: (1) Provide
cues that engage children in the activity, and (2) Describe children’s
behavior during the activity.

3.1.2.1 Robotic Toys to Engage Children in Interaction

The use of robotic toys to facilitate turn-taking training has been
explored, and positive effects have been observed [21, 22, 60, 61].
Robotic toys can respond to children’s behavior and provide repeti-
tive and engaging stimuli to guide children through turn-taking play.
These studies share a common aspect, which is having a single robotic
toy interacting with the child. The role of the robot is to mediate the
interaction between the child and others [21, 22], the robot taking
turns with a child to chase each other [60], or the robot as the child’s
partner in an activity mediated by the therapist [61].

However, one robot can provide contingent feedback to one per-
son at a time. On the other hand, a different approach using more
than one robotic devices to mediate turn-taking between the child
and the therapist has been proposed. Multiple robotic devices can
deliver contingent feedback due to the actions from both, the child
and the therapist. Moreover, guiding the participant’s attention to
different locations/objects can be easily achieved with multiple de-
vices. These characteristics are advantageous in terms of facilitat-
ing turn-taking during play activities. A multi-agent platform with
simple visual was developed cues in the form of blinking lights in
a turn-taking intervention [23, 62]. They assigned meaning to the
colors (e.g., blue blocks means water) and simulated the interaction
among different blocks (e.g., when a block representing an animal is
thirsty, it has to be placed next to the water block. The changes of
states are represented by blinking frequency or intensity).

3.1.2.2 Robotic Toys to Describe Children’s Behaviors

Considering that the treatment of autism is adapted to each child’s
needs, it is important then to evaluate the interventions objectively.
Traditionally, the evaluation is performed based on observations and
post analysis by video coding, with which the therapist identifies
those relevant behaviors according to the purpose of the intervention
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[55, 56]. This is not only a demanding task, but it can also lead to dif-
ferent conclusions based on the therapist’s criteria. In this context,
technology can work to provide therapists with quantitative data re-
lated to the child’s performance during the intervention [63]. This
can potentially facilitate the adaptation of the activity to stimulate
the child’s learning process adequately.

In this field, studies have explored the use of computer vision
approaches to automatically collect and describe children’s behav-
ior, thereby reducing the human effort required in analyzing the in-
terventions [64]. Computer vision was used to analyze and assess
autism, and it was used a robot to engage with children in face to
face interactive scenarios [65]. However, solutions using computer
vision have limitations such as higher costs, occlusion, and fixed se-
tups. To overcome them, different studies explored the use of wear-
able devices to describe children’s behavior. A combination of three
accelerometers has been explored to detect stereotypical movements
related to ASD [66]. Wearable devices were used to detect children’s
smiles as an indicator of enjoyment and positive disposition [67], or
to sense the orientation of the facial region, to quantitatively under-
stand children’s focus of attention [68]. A framework that combines a
robot as engaging element together with wearable sensors and com-
puter vision was used to analyze children performance during the
therapy, and based on this personalize the content of the lessons [69].

One of the limitations of the use of wearable devices is the depen-
dence on the child’s disposition to wear them. Moreover, wearing
something unusual might have an additional effect on their behav-
ior. This is one of the motivations for the approaches using sensors
embedded in familiar objects and toys. Robotic toys can follow the
child’s performance based on the way in which the device is ma-
nipulated during play. One study used embedded sensors in rat-
tles to identify early signs of autism [70]. Blocks-like toys were de-
signed to detect developmental delays from patterns of motion while
manipulating the toys, time to accomplish a task and accuracy [71].
Toys made with smart textiles were designed to sense and monitor
child-toy interaction during playtime [72]. These works identified
the benefits of the information extracted from the manipulated toys
and proposed alternatives to analyze the sensor’s data for describing
children’s behavior.

3.1.3 Summary and need of this research

In the literature, we found different studies that employed paired
devices to mediate human-human communication. Among them,
it was investigated those used in applications for mediating remote
communication, and for interventions for individuals with ASD.
Applications for remote communication included a variety of de-
signs of paired devices with similar features. These works aim to
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include touch-based messages in remote communication, consider-
ing that traditional media does not commonly support it. It was
pointed out not only the benefit of mediating social touch [11] [13]
but also the possibility of communicating remotely by relying on
simple and abstract cues. These works mostly focused on evaluating
the design of the interface in order to point out requirement [16] [33]
[34]. Among the different paired devices for remote communication,
it was explored those that support hug-based communication. It was
observed the necessity of evaluating these technologies in terms of
the effect they have on the user. In this context, a method to evaluate
the effect of a huggable interface in remote communication pointed
out the positive effects of hugging while communicating remotely
[17]. However, the interface did not support connectivity; therefore
this emphasizes on the necessity of evaluating the effect of paired
devices for mediating hug-based communication remotely.

Applications that target developmental disorders such as ASD in-
cluded interfaces that mediate the exchange of turns. These inter-
faces are used to provide cues and instruction for children with ASD
and thus, potentially facilitate the interaction with others. Most of
the approaches involved a single interface, and they were used to
engage children in interaction or to describe their behavior in order
to follow their progress. Among them, it was found one study that
targeted children with ASD and used paired devices in turn-taking
intervention [23, 62]. These toys delivered visual cues using colors,
and to be able to play with them, the participant needed to under-
stand the abstracted meaning of the color patterns and the relation-
ship between them. The results showed that children were able to
understand metaphoric meanings through abstract and simple ge-
ometrical objects, and the interactive toys were appealing for the
participants. However, it was reported as well that the user group
should have the ability to understand metaphoric meaning in order
to understand the game. Considering that children with ASD have
impairments in understanding metaphors and figurative language
[73, 74], the population of children who can participate in the game
is limited. Additionally, the turn-taking behavior of participants was
investigated on the context of the designed game scenario; hence the
effect of sensory feedback policy on turn-taking behavior indepen-
dent from the play context has not been discussed.

3.2 Implementation

This section includes description of the proposed solutions for facil-
itating social signaling using paired devices with visual and haptic
cues.
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3.2.1 Paired devices for mediating social signals in re-
mote communication: Macaron

Macaron has a simple and round appearance. One of the require-
ments was to make it look like a product that can be commonly found
at home (Figure 3.1 Bottom-left). It is broadly composed of three ele-
ments: sensing, feedback, and communication [75]. The sensing part
involves the design of a sensor able to distinguish hugs; the feedback
is made with LED and vibration patterns, and the communication is
managed by a server connected via Bluetooth with Macaron.

The sensor’s design was proposed by [76] and it is composed of
a plastic core that contains an array of photo reflective sensors used
to sense the deformation of a soft interface in which the core is em-
bedded (Figure 3.1 Top-Left). Macaron’s core was designed using
Solidworks and 3D printed, and it consisted of a plastic sphere with a
diameter of 8.5cm. Appendix B contains the schematic of Macaron’s
case. A cushion with shape of macaron was modified by emptying
it and then re-filling it using the proposed granulated filling mate-
rial [76] necessary for facilitating the detection of the cushion defor-
mation. For this implementation, six photo reflective sensors were
embedded and distributed around the plastic sphere. The circuit is
contained inside: a board with an Arduino mini pro 5V, a Spark-
Fun Bluetooth module, a vibration motor, a socket for the LED strap
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FIGURE 3.2: Illustration of Macaron’s concept: two
persons living on different places can communicate af-
fective messages mediated by Macaron.
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FIGURE 3.3: Hug detection algorithm based on in-
frared photo reflective sensors.

(1 meter of Adafruit’s Neopixel, 30 LEDs), a charging circuit with
a lithium battery (1400mAh), a 3.3V regulator, an ON/OFF switch,
and a micro USB connector for charging the battery (Figure 3.1 Top-
Right). The schematic of the Macaron main board and sensors boards
can be found in Appendix A. The plastic case has an access hole for
the USB connector (for battery charging) and the switch (Figure 3.1
Top-Left), and from which the LED strap connects to its socket. The
LED strap is placed around the circumference of the cushion (Figure
3.1 Bottom-Left).

The communication is managed by Bluetooth using a server client
configuration. This allows to connect multiple clients (Macaron’s
modules), and a server in a notebook computer manages the com-
munication among them. Figure 3.2 illustrates a scenario with two
users geographically separated, using Macaron to communicate af-
fective messages driven by hugs.

3.2.1.1 Hug detection method

Each photo reflective sensor in the core unit is represented as a point
in the software (Figure 3.3 Left). The point location ranges from the
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FIGURE 3.4: Pepita: a huggable robot companion with
caricatured appearance.

normalized value of the sensor reading. The combination of the six
points creates two rectangular pyramids that share the same base.
Using Figure 3.3 (center) as a reference, one pyramid is VIV3V2V4V5,
and the other is V1V3V2V4V6. When the cushion is deformed the
sensor values (ranged from 0 to 1023) increase, thus the distance from
the origin of each point, increases. From this, it can be understood
that bigger volumes will result not only based on the amount of de-
formation detected by one sensor, but also by the combination of the
points.

Hugs involve embracing the pillow with both arms against the
body (Figure 3.1 Bottom-Right). It is expected that hugs will generate
polygons with bigger volumes as the deformation is distributed on
different sections of the cushion, and measured by different sensors
(Figure 3.3 Right). The volume of the polygon in total is the sum of
the volume of the two pyramids. To reduce the effects of spike noise,
we applied a median filter to the volume value. Also, since hugging
involves embracing over a significant interval of time (at least 1 s),
we tried to minimize spike noise by adding a condition that removes
instant peaks. Then, the implemented hug detection condition was
the filtered volume values that go over a selected threshold, keeping
the value over the threshold for more than 500 ms.

3.2.2 Paired devices for mediating social signals in re-
mote communication: Pepita

Pepita is a caricatured robotic device (Figure 3.4) designed as a so-
cial companion. As shown in Figure 3.5, the system consists of three
main components: the robot circuit, a smartphone connected to a
projector, and an external computer for remote control, each of them
managed by a different algorithm [77].
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FIGURE 3.5: Device components: composed by a
smartphone that communicates with the robot’s circuit
and an external computer.
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FIGURE 3.6: Stretch sensor structure: variations in the
distance between the hall effect sensor and the magnet
are used to detect stretching.

The circuit is composed of a microprocessor (Arduino UNO) con-
nected to the smartphone and the external computer by a Wi-Fi mod-
ule (Seeed Studio, V1.0). A printed circuit board was attached on
top of the Arduino and the WiFi shield. Alongside the sensors, the
circuit contains three full-color LEDs and one vibration motor. The
LEDs were placed on the sides to look like the cheeks and in the tail
tip to emphasize the caricatures’ features. The vibration motor was
attached to the bottom of the plastic case. The robotic device has two
types of sensors to detect tangible gestures: pressure sensors cover-
ing the robot’s body, and a stretch sensor in the tail. The pressure
sensors were made to endow the robotic device with hug detection.
It is made of 5 mm thick conductive foam (Seiren Electronics Co.,
Tokyo, Japan) divided into eight petal-shaped pieces covering an 18
cm diameter plastic sphere. Handmade electrodes were made using
copper sheets with conductive tape (Seiren Electronics Co., Tokyo,
Japan) and attached to the foam pieces. The wires were attached
to the copper sheet, and each piece of the sensor was connected in
parallel with a 15 Kohm resistor. The stretch sensor was made fol-
lowing the approach from [78] that uses the properties and structure
of the material for sensing gestures. A silicone tail containing a mag-
net, together with a linear Hall effect sensor (Figure 3.6) was used
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FIGURE 3.7: (Top) Pressure sensor’s arrangement:
each petal-shaped sensor was made of soft conductive
foam and attached around the spherical body of the
robot. (Bottom) Hug detection method: when a piece
of the sensor is pressed with certain applied pressure,
it generates a point placed in a fixed position on the
Cartesian plane. When the area of the polygon formed
by the generated points exceeds a threshold, the device
recognizes the action as a hug.

to detect when the tail was stretched. Silicon was poured into a cast
of half of the tail (longitudinal section), and the wires were intro-
duced while the silicon was still soft. After it dried, the other half
was poured covering the wires. To prevent the wires from snapping,
they were coiled and placed inside the cast before pouring in the sil-
icon. When the tail is pulled, the distance between the magnet and
sensor changes, which is detected as changes in the magnetic field.

The second part comprises a smartphone (Galaxy Nexus, Sam-
sung electronics Co., Suwon, South Korea) which is connected to
a pico-projector (EAD-R10, Samsung electronics Co., Suwon, South
Korea), making it possible to display the screen content on any sur-
face. The projector was placed in one eye, and the smartphone’s
camera in the other. An Android application manages the content
of the screen, which changes according to the interaction with the
device. The smartphone works as a server, receiving the sensor data
and sending it to the external computer.

The last component of the system is an external computer, which
is used to visualize and store the sensor data. All of the elements
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are connected using TCP/IP sockets. The smartphone works as the
server, mediating the communication between the microcontroller
and external computer. By doing this, it is possible to send com-
mands from the computer to the device remotely (for example, to
start collecting data from the sensors and visualize it on the com-
puter screen).

3.2.2.1 Hug detection method

We used the combined readings from all the sensor pieces to imple-
ment hug detection on the robot. Similar to the stretch sensor in the
tail, this sensor works with the structure to detect hugging. This
approach is advantageous because it makes it possible to cover the
robot body with sensors using a minimum amount of wiring.

The sensor for hug detection is divided into eight different pieces,
and each piece is fixed on a particular position (Figure 3.7 Top). Each
of these pieces is represented in the code as a point, and the eight
points are used to generate a polygon. The generated polygon’s area
is used to determine when the robot is being hugged. When any of
the sensor pieces is pressed, the value drops to a certain level, and
if this value goes below to a set threshold, a point for the polygon is
generated. For the threshold, we chose 500 (ADC) value. This value
will differ according to the deformation and size of the pieces, which
makes it important to tune it. Each of the generated points is placed
in a fixed position in the Cartesian plane, separated from the origin
by a segment of a fixed value of one (Figure 3.7 Bottom), and the
polygon’s area is calculated using the following equation:

n

S =37 (X — Xppr) (Ve — Vi), (3.1)

2
k=1

where n = 8, and X and Y refer to the coordinates of each point.
With this approach, polygons with bigger areas result when more
points are generated. Considering the action of hugging involves
embracing the device with both arms, most of the sensor pieces are
expected to be pressed when the robot is hugged. For this reason,
hugs will generate a larger polygon by activating more points, com-
pared, for example, with the action of pressing the robot with both
hands (Figure 3.7 Bottom). Hug detection is made possible by read-
ing the size of the polygon generated when the user manipulates the
device. When the area reaches the selected threshold, a hug is de-
tected. With this approach, it is expected to increase the sensing ac-
curacy in distinguishing hugs from other types of manipulations.
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FIGURE 3.8: (left) Cololo: the spherical device to
communicate presence, (center) Hardware overview,
(right) Data collected by Cololo

3.2.3 Paired devices for mediating social signals in in-
terventions for children with ASD: Cololo

Cololo is a spherical robotic device developed for enhancing remote
communication by conveying abstract messages using colored lights
(Figure 3.8 (Left) [9]). As shown in Figure 3.8 (Middle), each Cololo
device is a 10 cm diameter spherical case that contains: a tilt sen-
sor using a ball switch, an XBee WiFi module, full-color LEDs, an
electric motor, and a microcontroller. A counter mass is attached to
the rolling axis of the motor, enabling Cololo to “wiggle” when the
motor is powered. When a user makes contact with a Cololo device
and it is detected by the tilt sensor (manipulation), the manipulated
Cololo sends a message to an external server through wireless com-
munication. Then, the external server transfers the message to the
paired Cololo and it is represented by colored lights and wiggling
movements. The message consists of the ID of the sender with its
LED color, and all messages are recorded with time stamps as shown
in Figure 3.8 (Right).

Cololo holds several advantages when used as an assistive de-
vice for children with ASD [79]. The spherical shape with no sharp
corners provides a safe, soft, and friendly appearance that is advan-
tageous when the device is being manipulated [80]. Studies on activ-
ities with children with ASD using a ball-shaped robot [81] showed
the potential of these robotic toys as an attractive element in the in-
tervention. In addition, the visual cues in the form of colored lights
and wiggling movements stimulate the child, and the ability to com-
municate with the paired device provides a simple way to include
others in the game. Based on these considerations, we used Cololo
devices for the intervention aimed at facilitating the exchange of in-
tention in play activities that involve turn-taking.
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Chapter 4

Evaluation

This section contains the evaluation of each solutions designed for
the applications described on Section 3.1. Each study was meant to
contribute on the understanding of how the proposed paired devices
can facilitate social signaling.

4.1 Social signaling for remote communica-
tion: Macaron

Section 3.2.1 introduced the hardware specifications of Macaron, as
well as the proposed hug detection approach. This section includes
the evaluation of Macaron in terms of 1) hug detection performance,
2) effect of the communication through Macaron. To understand the
effect of communication through Macaron, we have divided the eval-
uation into two separated studies. The first one is a pilot study to
investigate the feedback perception. Then, an experimental study
explored the effect of mediating social touch through a physically
embodied interface, by comparing it with a virtual representation of
Macaron.

4.1.1 Hug detection performance

The purpose of this experiment was to test the accuracy of the system
detecting hugs among different tangible gestures. Initially, we iden-
tified gestures commonly used when manipulating a cushion, and
those that could be easily wrongly detected as a hug. The following
were the gestures tested in this experiment: Hug, Press on the right
and left sides, Press on the upper and lower areas, Hold it in your arms, and
Put it on the table and rest your head.

12 participants joined the experiment (5 female, 7 male, average
age 29.4). They were asked to sit in front of a desk looking toward
a wall. On the desk, we set a computer used to display the instruc-
tions. A camera placed on the side recorded the complete session.
Before starting the test, the participants were explained that the pur-
pose of the experiment is to record interaction data and they were
asked to follow the instructions that will appear automatically on the
screen. The instructions were written in both, English and Japanese.
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TABLE 4.1: Results of the hug detection experiment

Precision | Recall | Accuracy
0.81 0.79 0.79

‘ — Volume Hug detected e Hug instructed
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FIGURE 4.1: Data from one participant during one ses-
sion to test hug detection.

Each instruction was programmed to be displayed for 7s followed
by a “release” instruction for 3s. Participants were asked to place
Macaron either on the table or their legs during the release instruc-
tion. They familiarized with the instructions before starting the ex-
periment; however, they were not instructed how to make the ges-
tures. The idea is to test the participant’s criteria when performing
the gestures. Moreover, the device did not deliver any feedback dur-
ing the experiment to avoid instructing the participants. The plastic
case was taken out the cushion, rotated and reinserted at the begin-
ning of each session to avoid position dependence. Each participant
performed a total of 25 gestures, a hug alternated with one of the
other four gestures.

4.1.1.1 Results

In total, we analyzed 156 hugs predictions among 300 cases (156 hugs
and 144 other gestures). We tested the detection performance using
different thresholds and selected a threshold (volume value) of 0.15.
Table 4.1 includes the analysis of precision and recall using the se-
lected threshold. Figure 4.1 shows the data collected from one par-
ticipant during one session. The plot represents the volume of the
polygon for each gesture. The gray areas represent hugs detected by
the system, and the dots represent instructed hugs. In this particu-
lar session, the system detected two false positives, and both were
related to pressing top and bottom.

To investigate the variability of a hug, we avoid verbally instruct-
ing the participants about the way to perform the gestures, and we



4.1. Social signaling for remote communication: Macaron 27

did not include feedback from Macaron to indicate when the hug
was detected. As shown in the table 4.1, a threshold of 0.15 had a
good performance for this application. We aimed to obtain a highly
responsive system by detecting hugs when the participants were do-
ing so, but at the same time, a higher recall value is related to the
ability to distinguish hugs from other gestures. We considered that a
precision value of 0.8 (or higher), is appropriated for this application.

4.1.2 Pilot study: feedback perception

Beside identifying hug-based expressions, Macaron delivers cues us-
ing patterns of colored lights and vibrations. These patterns should
contain enough information to allow users to perceive the intent of
the partner. In the literature, a study found that automatic com-
munication using emoticons results in less perceived intimacy than
user-initiated communication [82] Moreover, a different study veri-
fied that user-initiated messages using colored lights were perceived
more human and intentional than automatic feedback condition [9].
For this reason, It is necessary to design an experiment that provides
the data required to investigate if users can transmit and receive in-
tention when communicating with someone else remotely.

4.1.2.1 Purpose

Following same method of [9], this pilot study aims to verify if the
feedback delivered by Macaron based on the implemented interac-
tion rule, allows users to perceive the intent of the communication
partner.

4.1.2.2 Materials

The system used in this experiment was composed of one Macaron
module, one computer running the server, a video camera to record
the session and a set of printed questionnaires. A graphic interface
was used on the computer by the experimenter to manage: data col-
lection, setting the feedback condition and simulate a paired device
to communicate with the participant.

4.1.2.3 Macaron’s interaction rule

Figure 4.2 illustrates Macaron’s interaction rule, which is designed
for paired devices (A and B). Each of these devices support hug de-
tection (Hug timeline) and delivers visual feedback with colored lights
as well as vibration patterns (LED timeline). To simplify the informa-
tion, the vibration patterns were constant for all conditions, and only
the colors were used to define the meaning of the cue. Macaron was
designed to support synchronous and asynchronous communication
driven by hugs. The implementation of the interaction conditions
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FIGURE 4.2: Interaction rule of two participants using
Macaron to communicate.
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needs to be carefully designed considering the nature of hugging.
For example, different from pressing a button, the action of hugging
is not instantaneous, but it involves embracing with both arms for a
particular time interval. Based on this:

* Asynchronous condition: hug detection is represented by red-
colored lights, and message notification by blue-colored lights.
This condition contains three levels of hugs, and the level in-
creases the longer the user keeps hugging the pillow without
releasing it. Levels are represented by the blinking frequency of
the LED’s; thus, when a user is hugging Macaron, it is possible
to visualize how the level increases before he or she releases it.
The level value is transferred within the message, and it is rep-
resented by blue blinking patterns on the paired device. These
blue lights have the frequency indicated by the level value re-
ceived in the message. When the user finishes hugging and
releases the pillow, the LED’s stop blinking and become static
red. Similarly, when the blinking pattern of the message noti-
fication finishes Macaron becomes static blue. Changes in the
static colors are used especially for those cases when the two
users intend to communicate at different times. By this, users
can visualize the partner’s message notification even if they are
not looking at the pillow when the message is received.

* Synchronous condition: it was implemented to visually repre-
sent those moments when users try to communicate simultane-
ously (sync hugs). The feedback was made by a multicolored
LED animation. Every time a user is hugging Macaron (while
the red blinking is being displayed), and a message from an-
other user is received, the lights pattern changes to a multi-
color pattern in both devices. With this, a user can realize the
moments the partner is hugging at the same time.
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FIGURE 4.3: Layout of the experiment room: partici-

pants were facing a wall while interacting with Mac-

aron. The experimenter communicated with Macaron
using a computer from the back side of the room.

4.1.2.4 Flow of the experiment

3 participants (female, average age 25) joined this experiment. All the
participants had previous experiences of communicating with a per-
son with a close relationship (e.g., family, friends or partner) while
living geographically separated. The system used during this exper-
iment was composed of one Macaron module, one computer running
the server, a video camera to record the session and a set of printed
questionnaires. A graphic interface was used on the computer to
manage: data collection, setting the feedback condition and simulate
a paired device to communicate with the participant. Each session
was video recorded, and it was carried out by two experimenters.
Participants were asked to sit in front of a desk and facing a wall
during the tasks (Figure 4.3. One experimenter introduced two Mac-
aron (switched off) followed by an instruction video that explained
how Macaron works, and the meaning of the LED patterns (the rela-
tionship of the actions and the visual cues). The video showed actors
in a home environment. With this, it was intended to set Macaron
in a scenario of use and make the participant understand the con-
cept without explicitly being explained. Then the participants were
told that a person (without describing gender or age) was going to
use one of the two Macaron to communicate from another room in
the same building. After telling this, one of the experimenters went
out the room carrying one of the Macaron modules, and the partici-
pant received the other. This step was essential, as it was necessary to
make the participant believe there was always a human partner com-
municating through Macaron. We tested the participant’s perception
using three types of communication partners (feedback condition),
and each condition lasted 4 minutes. The order of the conditions
was: 1) Manual, 2) Echo, and 3) Random. The description of the
behavior of each condition was as follow:
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FIGURE 4.4: Data from the questionnaires applied af-
ter each feedback condition.

1. Manual: a human freely communicates through Macaron (one
experimenter)

2. Echo: the server echoes back a message every time the partic-
ipant hugs. The time delay in sending the message is 2s, and
the message notification is always set on level 1.

3. Random: the server sends a message by randomly selecting
a time interval between one message and the next (randomly
selection from 1s to 30s). The level of the message notification
is chosen randomly as well.

All the conditions were managed by a computer. Echo and Ran-
dom conditions were preprogrammed, and the manual condition
was controlled out by one experimenter (without the participant be-
ing aware of it). After each task, participants answered a question-
naire with six items. The first one was Inclusion of Others in Self
(IOS), which was proposed as part of a method to evaluate the ef-
fect of affective technologies [82]. It is a single item pictorial measure
which asks them to rate using a 7 points scale Q1: “Please circle the
picture that best describes your current relationship with your com-
munication partner”. The next three questions tried to assess how
the participant perceived the method of interaction [82]. “What do
you think of the method of interaction? The method of interaction
was...” and then participants answered using a 7 points scale Q2:
from very cold to very warm, Q3: from unsociable to sociable, and
Q4: from impersonal to personal. The last two questions were re-
lated to the perceived intentionality and humanity, and participants
answered using a 7-points scale Q5: How much did you perceive the
partner’s intent? From not intentional to intentional, and Q6: How
much did you perceive the partner’s humanity? From machine-like
to human-like. After finishing the three conditions, participants were
interviewed to obtain more impressions about their experience.
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4.1.2.5 Results

The results on Figure 4.4 show the average of the scores from the
three participants for each item on each condition. The whiskers rep-
resent standard deviation. Further interpretation of these results, as
well as the comments collected from the interviews, are included in
the discussions section.

4.1.3 Effect of mediating social touch by a physically
embodied interface

In the previous experiment, we could verify that participants could
communicate through the proposed interaction rule. This leads to
the next step which involves the use of Macaron on applications for
communication to point out its effect on affective social signaling.

4.1.3.1 Purpose

In remote communication context, the tangible channel is underrep-
resented in traditional media. Based on the potential benefits of me-
diating social touch [38], we aim to understand how hug-based mes-
sages can be beneficial to convey affective cues remotely. The pur-
pose of this experiment is to investigate the effect of the embodiment
representation on participants’ perception.

With this comparative study we expect to point out which as-
pect of the two interfaces have stronger effect on the communica-
tion. The method to evaluate this effect includes user’s behavioral
data extracted from the sensors in the interfaces, physiological data
and user’s self report.

4.1.3.2 Participants

In total eight pairs (16 participants) joined this experiment. When
recruiting, we asked one of the participants from each pair to invite
"someone with a close relationship, that you communicate with fre-
quently." A study that evaluated the effect of affective technologies
in remote communication pointed out the importance of the relation-
ship of the participants [82]. If we consider that two persons are go-
ing to convey messages with affective connotation, it is hard not to
understand the importance of their relationship. Table 4.2 contains
more detailed information about the pairs. Participants provided
this information at the end of their session.

4.1.3.3 Materials

Two different experiments rooms were prepared for this study. The
layout is illustrated in Figure 4.5, and it consisted of a desk with a
chair and a computer display on which participants will receive the
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TABLE 4.2: Descriptions of each pair.

ID | Genders | Type of relationship Length of relationship
P1 | M/F Romantic (dating) 7 months

P2 | M/F Romantic (Living together) | 1 year and 8 months
P3 | M/F Family (siblings) all life

P4 | M/F Romantic (Living together) | 9 years

P5 | M/M Close friends 7 years

P6 | F/F Close friends 1 year

P7 | M/F Romantic (Living together) | 2 years

P8 | M/F Romantic (married) 7 years

Participant A | Participant B

Camera Camera

i |00 | Ole] =

Monitor Monitor
Interface Interface

Control PC

@ Experimenter

FIGURE 4.5: Layout of the experiment rooms.

instructions and contents of the experiment. Since this experiment
tries to simulate a communication scenario, creating a good envi-
ronment was important. To create a more comfortable and relaxing
atmosphere, we reduced the room illumination by setting two small
LED lamps with adjustable brightness, and yellow light. The lamps
were placed on each side of the displays. Video cameras were set in
front of the desks in a way that allows visualizing the participant’s
use of the interfaces. For synchronization purposes, a mirror was
placed on a white panel behind the participants to reflect the con-
tents of the displays.

The computers for data collection were located behind one of
the panels in one of the rooms. From another computer, the videos
were fed to both participant’s displays and the audio through head-
phones. Each participant wore an E4 sensor from Empatica, to col-
lect their physiological signals during the session. Participants rated
their experience using questionnaires placed on the desks. Addition-
ally, each participant interacted with both a Macaron module and a
Virtual Macaron module. Macaron module was described on Sec-
tion 3.2.1, and it displayed cues based on the rule described in Sec-
tion 4.1.2.3. Figure 4.6 shows the behavior of Macaron, and how it
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FIGURE 4.6: Macaron: Paired cushions displaying
cues described by the proposed interaction rule.

was used by participants to communicate. Top and middle figures
display two users taking turns to take a message, and the lower fig-
ure shows users sending messages simultaneously. Virtual-Macaron
module is a set of tablet computers as presented in Figure 4.7. They
displayed an illustration of a Macaron cushion that displayed the
same colored lights patterns as the cushion version, but instead of
detecting hug, it detected when the users touched the screen. Based
on Macaron interaction rule, Virtual Macaron displays (A) Standby
state, (B) Hug detected, (C) Message received, and (D) Sync Hugs.

4.1.3.4 Experiment protocol

Each pair arrived together and entered one of the experiment rooms,
where one of the experimenters explained the overview of the exper-
iment. After signing the consent forms, the experimenter asked them
to wear the E4 sensors. Then, the experimenter explained the content
of the questionnaires, to make participants familiar with them. Fol-
lowing this, participants were asked to sit in front of the displays,
each one placed on different rooms.

The overview of the experiment can be found in Figure 4.8. It
consisted of 3 conditions: 1) Macaron OFF, 2) Macaron ON, and 3)
Screen. During each condition, participants received the instruction
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FIGURE 4.7: Virtual macaron: a set of paired touch
screen that display a graphical representation of Mac-
aron displaying the same colored patterns.

only through the display. The description of each part of the experi-
ment is as follows:

* Macaron OFF: Participants received a Macaron module the does
not deliver any feedback. To the participants, the modules rep-
resent a simple cushion. The experimenters explained the par-
ticipants: "you will watch movies from now. I will ask you to
hold this while watching the movies, and you are free to use it
as you want". While Macaron was not delivering feedback, it
was recording the sensors” data during the complete duration
of the activity.

* Macaron ON: participants received a Macaron module (Figure
4.6), and they were instructed about the meaning of the col-
ored lights patterns and showed each participant how to oper-
ate the device. The experimenters explained the participants:
"you will watch movies from now. I will ask you to hold this
while watching the movies, and you are free to use it as you
want". The server recorded the messages exchanged through
Macaron.

* Screen: participants received a Virtual-Macaron module (Fig-
ure 4.7), and they were instructed about the meaning of the
colored lights patterns and showed each participant how to op-
erate the device. The experimenters explained the participants:
"you will watch movies from now. I will ask you to hold this
while watching the movies, and you are free to use it as you
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FIGURE 4.8: Flow of the experiment.

want". The messages exchanged through virtual Macaron were
recorded by the server.

The experiment followed a within-subjects design; thus all the
participants tried all the conditions. The sessions always started by
Macaron OFF condition, followed by the two other conditions coun-
terbalanced among the group. Each condition started with a video
of 1.5 minutes to induce relaxation. The content of the videos was
the same as the ones used on the work of [82]. After this video, par-
ticipants were asked to answer the form Q1, found in Appendix C,
Figure C.1. Q1 form contained an item of Inclusion of Others in Self
Scale (IOS) to evaluate the perceived intimacy [83], and the next three
items extracted from Subjective Closeness Index (SCI) [84] was used
to evaluate the quality of the interaction. These items were used in
the past to evaluate an affective technology for communication [82]

Participants had one minute to answer the form Q1. From here
we simulated a situation where participants are watching movies at
the same time, and they are allowed to communicate or not, through
the interface. Figure 4.9 shows two participants watching movies
during Macaron ON condition. Participants were asked to imag-
ine they were in different countries watching movies simultaneously,
and that they could use the provided interface freely during the ses-
sion. As illustrated in Figure 4.8, on every condition participants
watched a set of four short films. These films were taken from li-
braries of video material that were validated to elicit emotional re-
sponses [85-88] Four emotions were targeted, two positive (Hap-
piness and amusement) and two negatives (Fear and sadness), and
three sets of films were made (Appendix D). After each video, par-
ticipants answered the form Q1, resulting in a total of 15 responses
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FIGURE 4.9: Two participants during Macaron ON

condition: during the complete length of the experi-

ment participants were in different rooms, watching

the movies. They only interacted through the inter-
faces.

during the complete experiment. Each of the three parts of the exper-
iment ended with the evaluation of the interface through the ques-
tionnaire Q2 C, Figure C.2 taken from the study of a similar interface
made by [12]. During the three conditions, participants were video
recorded, and the data from the device’s sensors (information about
the manipulation of the interface) and the E4 data were recorded as
well. The total duration of each session was about 2 hours.

4.1.3.5 Evaluation method

To understand how each condition affected the participant’s commu-
nication, we collected data from different sources.

1. Questionnaires: represent the participants’ report. Two types
of questionnaires were used in this study. Q1 to evaluate the
quality of the interaction, in terms of social attributes, perceived
intimacy, and awareness. Q2 was used to understand the par-
ticipant’s reaction to the interface.

2. Macaron data: represent participants” behavior, in terms of the
number of messages, length of the message, and the number of
synchronized messages. This information will be used to un-
derstand if there was a difference in the way participants com-
municate through the two types of interfaces.

3. Physiological data: represent participants’ states. Studies in the
past have used different methods to evaluate the affective as-
pect of communication. One of the most popular is self-report,
either by questionnaire or interview [13] [12]. A different study
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used hormone levels to investigate stress reduction [17]. How-
ever, this type of research would benefit from the analysis of
physiological data, as it is an alternative tool to evaluate the
state of a person. Among the different signals collected by
the E4 sensors, we have primarily interested in skin temper-
ature (ST), heart rate variability (HRV) and electrodermal ac-
tivity (EDA).

4.1.3.6 Analysis

ST data were analyzed by calculating the average and standard devi-
ation. HRV was analyzed EDA data was analyzed using the toolbox
from Ledalab,

The statistical analysis was done with SPSS. The data from the
events observed on the videos was synchronized with the data from
Macaron modules and E4 sensors. From the 2 hours sessions, we
analyzed the segments when participants were watching the video
stimuli. An example of the synchronized and trimmed data can be
found in Appendix F. From the E4 data, we worked with ST, HRY,
and EDA.

Skin temperature (ST):

1. Raw data: data is expressed degrees on the Celsius (°C) scale.

2. Analysis: the raw data was trimmed, and the target segments
(during each stimulus) were extracted. In total, for each partic-
ipant, we analyzed 15 data set (3 conditions, 5 videos). From
the data, we calculated the average and standard deviation, a
method that has been used in the past [89].

3. Interpretation: “During a state of increased exertion, excite-
ment and stress, the muscles are forced to contract, causing a
stenosis of vasculature. This leads to a reduction of skin tem-
perature, since the blood circulation of the tissue is reduced”
[90]. In other words, increase levels of skin temperature are
related to a relaxed state.

Heart rate variability (HRV):

1. Raw data: we calculated HRV from the interbeat interval (IBI)
data taken from E4 sensor.

2. Analysis: the raw data was trimmed, and the target segments
(during each stimulus) were extracted. In total, for each par-
ticipant, we analyzed 15 data set (3 conditions, 5 videos). We
analyzed HRV by LF/HF ratio [91, 92].

3. Interpretation: “In this model, alow LF/HF ratio reflects parasym-
pathetic dominance. This is seen when we conserve energy
and engage in tend-and-befriend behaviors. In contrast, a high
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LF/HF ratio indicates sympathetic dominance, which occurs
when we engage in fight-or-flight behaviors or parasympathetic
withdrawal” [91]. In other words, a higher level of LF/HF ratio
relates to higher levels of stress.

Electrodermal activity (EDA):
1. Raw data: data is expressed as microsiemens (uS).

2. Analysis: the raw data was trimmed, and the target segments

(during each stimulus) were extracted. In total, for each par-
ticipant, we analyzed 15 data set (3 conditions, 5 videos). To
analyze EDA data we used the toolbox from Ledalab, and the
method of Continuous Decomposition Analysis [93], to extract
the phasic and tonic components of the signal.

. Interpretation: “EDA has been closely linked to autonomic emo-

tional and cognitive processing, and EDA is a widely used as a
sensitive index of emotional processing and sympathetic activ-
ity. The most common measure of this component is the Skin
Conductance Level (SCL) and changes in the SCL are thought
to reflect general changes in autonomic arousal. The other com-
ponent is the phasic component and this refers to the faster
changing elements of the signal - the Skin Conductance Re-
sponse (SCR)” [94]. SCL is also known as the tonic component,
and SCR is known as the phasic component. In other words,
higher levels of SCL and SCR are related to higher arousal.

4.1.3.7 Results
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FIGURE 4.10: IOS questionnaire: perceived intimacy.

Regarding the questionnaires, Q1 form was filled 15 times by each

, and it provides information about the quality of the interaction on
each condition. From this form, Figure 4.10 summarizes the result
from the IOS item. We analyzed the data using Three-way within
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FIGURE 4.11: SCI questionanire: quality of the inter-
action.

subjects ANOVA; the factors were condition, stimuli, and order. Sig-
nificant difference was found among conditions (£(2,192) = 52.287,
p < 0.001, n? = 0.410). Order effect was not observed. To investi-
gate the differences, Turkey’s multiple comparison test as applied as
post-hoc test. The results of each combination were: Macaron OFF -
Macaron ON (MeanDif ference(M D) = —2.5469, p < 0.001, 95% CI:
[ -3.1065, -1.9872]), Macaron ON - Screen (M D = 1.0938, p < 0.001,
95%C1 : [0.5341,1.6534], Macaron OFF - Screen (M D = 1.4531, p <
0.001, 95%C1 : [—2.0128, —0.8935])

A similar tendency was observed on the items that evaluate the
quality of interaction. From each participant, we used the average
of the three items score. Three-way within subjects ANOVA was ap-
plied and the main effect regarding: condition (#'(2,540) = 107.357,
p < 0.001, n* = 0.213) and stimuli (F'(4, 540) = 33.815, p < 0.001, n? =
0.210) were confirmed, while the interaction and order effect were
not observed. As shown in the figure 4.11, significant differences be-
tween: Macaron condition and Off condition (M D = —1.5333, p <
0.001, 95%C1T : [—1.8425, —1.2242]), Macaron condition and Screen
condition (M D = 0.6056, p < 0.001, 95%C1 : [0.2964,0.9147]), and
Off condition and Screen condition (M D = —0.9278, p < 0.001,
95%C1 : [—1.2369, —0.6186]) were found by Tukey’s post-hoc test.
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FIGURE 4.12: Reaction to each interface.
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Questionnaire Q2 was used two times during the experiment to
ask participants to evaluate the interface. The questionnaire con-
sisted of 15 items grouped in 5 categories, and the analysis was done
based on these categories. The results from Q2 form are presented in
Figure 4.12. Results from Two-way within subjects ANOVA showed
that the average score of Macaron condition is significantly higher
than that of Screen condition (F(1,160) = 88.137, p < 0.001, n* =
0.386). The significant difference due to the order effect was also re-
vealed (F(1,160) = 4.960, p < 0.05, n = 0.034).
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FIGURE 4.13: Number of messages exchanged on
Macaron ON and screen condition.
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FIGURE 4.14: Duration of time that participants used
each interface.
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FIGURE 4.15: Duration of synchronized messages.

Regarding the messages exchanged between participants, Figure
4.13 showed the plot of the number of occurrences of messages ex-
changed for each participant during Macaron ON and screen condi-
tion. Participants tended to send more messages in the screen con-
dition compared to Macaron ON condition. The data presented in
Figure 4.14 refers to the total duration that participants used each in-
terface. It was observed that each participant used both interfaces
more or less the same amount of time. Figure 4.15 showed the total
duration of time of synchronized message for each pair. Synchro-
nization time of each pair did not change among Macaron ON and
Screen condition.
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FIGURE 4.16: Average and standard deviation of skin
temperature values from all participants during the
three conditions.

The analysis from E4 sensors includes skin temperature (ST), heart
rate variability (HRV) and skin conductance (EDA). Regarding ST
(Figure E.1), the change of ST from the baseline was computed for
each segment of the experiment, and compared in terms of condi-
tion, stimuli and order with Three-way within subjects ANOVA. The
result shows that there was a significant increase of ST in Macaron
condition compared to the OFF condition (M D = —0.149, p < 0.05,
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FIGURE 4.17: Average and standard deviation of heart
rate variability values from all participants during the
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FIGURE 4.18: Average and standard deviation of the
tonic component of skin conductance data from all
participants during the three conditions.

95%C1T : [—0.297, —0.0013]) whereas no difference between the Screen
condition and OFF condition was observed.

Regarding HRYV, the results are presented in Figure 4.17. No sig-

nificant difference was found by Three-way within subjects ANOVA.

Regarding the tonic component of EDA (Figure 4.18), there was a

tendency of reduction in Macaron condition compared to OFF con-
dition (M D = 0.0393, p < 0.1, 95%C1T : [—0.0028,0.0814]), and the
significant decrease in Screen condition (MD = 0.0427, p < 0.05,
95%C1 : [0.0006,0.0848]) were observed by Tukey’s multiple com-
parison test.

On the other hand, phasic component of EDA (Figure 4.19) showed

significant difference between: OFF condition and Macaron condi-
tion (M D = —0.0914, p < 0.05, 95%C : [—0.1683, —0.0146]), Macaron
condition and Screen condition (M D = 0.0763, p < 0.05, 95%C1I :
[—0.0005, 0.1532]) by Tukey’s multiple comparison test.



4.2. Social signaling for remote communication: Pepita 43

N.S.
T 1
0.08 *p<0.05 *p<0.05
T 1T 1
0.07
w8 006
o E 005
(PR~ K
% ug) 1
> & 004
==
o) g 003
Qo
=z 002
=
001
0
OFF Macaron Screen

| OHappy OFear BSad ®Amuse |

FIGURE 4.19: Average and standard deviation of the
phasic component of skin conductance data from all
participants during the three conditions.

4.2 Social signaling for remote communica-
tion: Pepita

Based on the results observed on the evaluation of Macaron, we pro-
pose a different approach of paired device for facilitating social sig-
naling in remote communication. Based on the feedback received
from the users during the experiment, it was implemented not only
hug detection but also the detection of a touch-based gesture with
negative connotation. Thus, together with hugs a negative gesture
was included on the device. To expand the expressive capabilities to
transfer messages with positive and negative meaning, visual cues
made by colored lights were complemented with projected avatars.
By doing this, the design can benefit from both, physical and virtual
embodiment characteristics. This section includes the description of
the devices and its preliminary evaluation of its design.

4.2.1 Purpose

Based on the importance of affective expressions in remote commu-
nication, we explore a way to enhance the paired device’s expres-
siveness using projected avatars. This approach is beneficial as the
images can be projected on different surfaces, increasing the size of
the images, and making it possible to share the images with multiple
users on the same physical space. Following this, we propose Pepita,
designed to sense affective touch-based gestures and provide visual
feedback using projected avatars. It was observed that combination
of two types of embodiment (physical and virtual) to enhance the
capabilities of a physically constrained robotic device is underrepre-
sented. For this reason, we emphasize the various benefits of an em-
bedded projector into a robotic device designed as a social mediator.
This study covered the design criteria, implementation, performance
evaluation of the different characteristics of the form and function
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of Pepita. The study was divided into three main parts: (1) the ex-
ploratory study of the different features of the device, (2) design and
performance evaluation of sensors for affective interaction employ-
ing touch, and (3) design and implementation of affective feedback
using projected avatars.

4.2.2 Exploring the Design of Pepita

This section introduces the methods used to investigate three fea-
tures that we considered relevant in the design of Pepita: (1) the
huggable aspect related to the body shape and appearance, (2) the ex-
pressiveness to convey affective states and (3) the general impression
of the robot’s appearance as a character. An online questionnaire us-
ing the service provided by (https:/ /www.soscisurvey.de) was used
as a tool to collect information, which is a conventional method for
comparing different types of robots [95, 96]. The complete question-
naire can be found in Appendix F, Section F.1. Participants were ini-
tially contacted by social network service, and after they had agreed
to participate, the link for the questionnaire was sent via email. In-
formed consent was obtained from the participant before starting the
questionnaire. Once the participants finished answering the ques-
tions, the link was disabled to avoid double responses. The selection
criteria were simple; the participants had to be adults who were fa-
miliar with technology but not involved in this or any of the projects
that were introduced in the questionnaire. A total of 52 participants
(age 28.0 & 4.1 on average, 29 males and 23 females) took part in
this study. Nationalities were diverse, separated in the following
groups: 4 from North America, 17 from Central America, 16 from
South America, 8 from Europe and 7 from Asia.

4.2.2.1 Questionnaire Overview

Different robots and devices have been designed to be hugged, but
one common feature is the presence of arms. Pepita has a simple ap-
pearance, and we wanted to understand how it was perceived based
on its appearance. From the reviewed huggable robots, those with
the appearance of a popular cartoon character (e.g., Disney charac-
ters) and ones with a repeated type of appearance (e.g., teddy bear)
were excluded from the comparison with Pepita. Therefore, we chose
three huggable robots to compare to Pepita (Figure 4.20), including
one huggable robot with an expressive face [97], one huggable robot
with a simple appearance and no face [15], and one robot with the
tamiliar appearance of a teddy bear [98]. In this way, we attempted
to determine whether aspects like the presence of a face and a famil-
iar body shape affected the participant’s selections. The participants
were presented with a photo of each robot and asked to rate the fol-
lowing statements using a 5-point scale: (1) It looks huggable, (2) It
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FIGURE 4.20: Photos used in the questionnaire to com-

pare huggable robots according to the appearance: (a)

The Hug; (b) Probo; (¢) The Huggable and (d) Pepita.

Photos used in the questionnaire to compare different

robot’s emotional expressions. Expressions made by

display: (e) Pepita and (g) Buddy. Expressions made
by mechanical face: (f) Zeno and (h) Probo.

looks easy to hug, and (3) It looks appealing to hug. The order of the
pictures was balanced among the number of participants to avoid an
order effect.

The second part of the questionnaire explored the modalities used
by robots to convey affective expressions visually. We compared two
categories: facial expressions using mechanical faces (Zeno [99] and
Probo [100]) and facial expressions using a display (Buddy [101] and
Pepita [102]). Considering we need video stimulus for these items,
robots that fall in this category and that had video available to the
public were selected. Participants were asked to watch four videos
in succession showing a robot displaying happy and sad expressions.
The order of these videos was balanced to avoid an order effect. They
were presented one at a time, but the participants were freely al-
lowed to replay them. After watching the videos, the participants
were presented with a reference photo of each robot that appeared in
the videos (Figure 4.20). Using a 5-point scale, the participants rated
the following statement:

Based on your first impression, express using the follow-
ing scale how acceptable you find the robot’s expressions
of emotions?

The third part was related to exploring the first impression people
had of the device. Along with an online questionnaire, we showed
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the participants a video of a person interacting with Pepita. In this
way, we introduced the concept of Pepita to each participant. In the
video, Pepita is on a sofa showing an avatar with a sad expression.
Then, the person in the video takes the device and hugs it. After
being hugged, Pepita changes the avatar to one with a happy ex-
pression. To minimize the context effect, we did not show the facial
expressions of the person in the video but focused on the robot dis-
playing its functions. After watching the video, the participants were
presented with a photo of Pepita (Figure 3.4) and were asked to ex-
press their impressions using a semantic differential structure with
a 7-point scale. Since a single question evaluates this item, a 7-point
scale was chosen to obtain more information. The paired words se-
lected to describe Pepita are commonly used to evaluate social robots
using this structure, and it was applied following an already existing
methodology [103]. Additionally, we wanted to collect some qualita-
tive data about the participant’s impressions of the robot, for which
we asked an open-ended question to determine which features of
Pepita positively or negatively impacted their answers. It is impor-
tant to point out the limitation of this methodology: the user’s per-
ception will be different when just looking at a picture of the robot
compared to directly interacting with the robot. However, this study
had the goal of determining the characteristics of the robot’s appear-
ance that affected people’s perception of it, and, for this, we solely
used visual stimuli.

4.2.2.2 Results

Table 4.3 refers to the huggable aspect, comparing Pepita with the
other three huggable robots. One-way analysis of variance (ANOVA)
was applied for each aspect and significant differences in each as-
pect was found (p < 0.001, F(3,204) = 8.94, n* = 0.13 in “Looks
huggable”, p < 0.001, F(3,204) = 5.92, n* = 0.087 in “Looks
easy to hug”, p < 0.001, F(3,204) = 17.0, n* = 0.25 in “Looks
appealing” where p and n? denote significance probability and ef-
fect size respectively). Afterwards, to investigate the differences be-
tween Pepita and other robots, Tukey—Kramer’s multiple compar-
isons test was used as a post hoc test. As the result, the following
combinations showed significant differences: Pepita and The Hug-
gable (M = —0.673, p < 0.01, 95% CI[—1.22, —0.122]) in the “Looks
huggable” category, Pepita and The Hug (M = 0.596, p < 0.05,
95% CI[0.0414, 1.15]) in the “Looks easy to hug” category, Pepita and
Probo (M = 0.808, p < 0.01, 95% CI[0.225,1.39]) and Pepita and The
Huggable(M = —0.750, p < 0.01, 95% CI[—1.33,—0.167]) in the cat-
egory of “Looks appealing to hug”, where M denotes the mean dif-
ference and 95% CI represents the 95% confidence interval.
Regarding the question about the emotional expressions, each
robot scored as follows: Pepita = 4.00 £ 0.929, Probo = 2.98 + 1.15,
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Zeno = 3.44 + 1.04 and Buddy = 4.52 £ 0.754. One-way ANOVA
revealed that there is a significant difference among means of partic-
ipants’ answer for different robots (p < 0.001, F'(3,204) = 25.4, n* =
0.27). Significant differences were found between: Pepita and Probo
(M = 1.06, p < 0.001, 95% CI[0.562, 1.55]), Pepita and Zeno (M =
0.558, p < 0.05, 95% CI[0.0615, 1.05]), and Pepita and Buddy (M =
—0.519, p < 0.05, 95% CI[—-1.02,—0.0230]), using Tukey—Kramer’s
multiple comparison test.

The box plot presented in Figure 4.21 shows the results of the
evaluation of Pepita’s appearance using semantic differential. Each
item refers to a pair of adjectives. The median values of the pairs
Unkind /Kind, Unfriendly/Friendly, Unpleasant/Pleasant, and Aw-
ful /Nice were found to be positive (5.5, 5, 4.5, and 5, respectively).
On the other hand, the pairs Fake/Natural, Artificial/Lifelike, and
Machinelike /Humanlike were found to be negative (3, 3, and 3, re-
spectively), and the pair Unconscious/Conscious had a neutral value
of 4.

After evaluating the appearance by a scale, the participants gave
open-ended responses regarding those aspects that positively or neg-
atively impacted their perception of the robot. To summarize the dif-
ferent answers, these were simplified using single words and grouped
in categories:

¢ Positive aspects (mentions): Shape (8), Projector (7), Color (7),
Cute (5), Size (5), Flowers (5), Tail (4), Kind (3), Huggable (3),
Interactive (2)

* Negative aspects (mentions): Scary eyes (9), Shape (7), Face (6),
Texture (6), Artificial (4), Appearance (4), Tail (3), Hard (2), Not
huggable (2), Quality (2)

Among the positive aspects, the shape, color, and the projector
had the strongest impact. Comments like the “projected avatars are
great”, “robots using avatars are interesting”, “expressive avatars”,
and “avatars that display emotions” were collected from the positive
aspects. About the shape, some participants expressed that it would
be “easy to carry and put in a bag” or it was “round and easy to ma-
nipulate”. Concerning the color, we found a positive acceptance of
bright colors. The majority of the negative aspects were oriented to-
ward the eyes as a considerable number of participants found them
to be strange. Some participants expressed that “the robot seems to
have one dead eye”, “there is only one eye working,” or “the eyes are
scary”. Regarding the appearance, some participants said that “it is
not fluffy enough” or “the face looks weird”. These comments pro-
vide us with some insights regarding the design that will be further

analyzed in the discussions.
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TABLE 4.3: Results of the comparison among hug-
gable robots based on their appearance. (SD: standard
deviation)

Looks Huggable Looks Easy to Hug Looks Appealing

n=>52 (mean &+ SD) (mean + SD) (mean &+ SD)
Pepita 3.21+1.04 3.56 &+ 1.05 2.77 +£1.19
Probo 3.10+1.23 331 +1.12 1.96 + 0.96
The huggable 3.88 4+ 0.95 3.83+1.01 352 4+1.18
The hug 2.83 +£1.05 296 4+ 1.14 242 4+1.20
n=>52

Unkind ———————— @+ Kind
Unconscious @+ Conscious
Unfriendly @ Friendly

Fake —— e r——F+ Natural
Unpleasant @l Pleasant
Attificial ——— Lifelike
Machinelike e+ Humanlike

Awful ——— @ +—— Nice

FIGURE 4.21: Results using semantic differential to
evaluate the impressions of Pepita’s appearance

4.2.3 Hug Detection Performance

The hug sensor had to maintain the simplicity that this design re-
quires. This approach involved working with the sensor’s structure
and the shape of the robot body. The purpose of this experiment was
to evaluate the performance of the pressure sensor designed to detect
hugs. Because the device is spherical, there are many possible ways
to manipulate it, and the sensors should be able to distinguish hugs
from other kinds of touch-based interaction that involve pressing it.
To evaluate this, we first observed which tactile gestures led to the
majority of detection mistakes. Gestures like petting, slapping, or
rotating were too different from hugging, and easily differentiated.
However, those gestures that involved pressing using both hands
had a higher probability of being incorrectly detected as hugs.

4.2.3.1 Experiment Setup

Ten participants joined this experiment voluntarily, and they pro-
vided informed consent before starting the session. The sessions
started by asking the participants to follow a set of instructions dis-
played on a screen. The instructions were the following;:

¢ Hug,
¢ Press with both hands on the right and left sides,

* Press with both hands on the upper and lower areas.
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FIGURE 4.22: (A) participant during the “press

left/right” instruction; (B) participant during the

“press upper/lower” instruction and (C) participant
during the “Hug” instruction.

Each instruction was displayed for 10 seconds before changing
to the next one. The hug instruction was alternated with the other
two instructions, which resulted in five repetitions of the hug instruc-
tion, two repetitions of pressing on the left and right sides, and two
repetitions of pressing on the upper and lower areas. Participants
were asked to sit down in front of a computer and hold the device in
their hands (Figure 4.22). They were facing the wall, and the exper-
imenter was standing behind them. During this experiment, partic-
ipants were not given instructions on how to hug the device (i.e., to
apply more pressure, press in specific places, or hold it in a particu-
lar way), and the device did not provide feedback when a hug was
detected.

4.2.3.2 Results

Figure 4.23 shows the results obtained for the hug detection. The
system had a hug detection accuracy of 81.8% when the robot was
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FIGURE 4.24: Data from one participant’s session. The
peaks of the dotted line represent the intervals when
the hug instruction was displayed.

hugged. Regarding false positives, when a participant pressed on
the upper and lower areas, this was detected as a hug 23.3% of the
trials, and when they pressed on the sides, 12.5% of the trials were
considered a hug. Figure 4.24 shows the data from one session, and
the data collected during each instruction. The instruction for hug-
ging was displayed five times during each session, and in the figure,
the interval for the hug instruction is represented by the peaks of the
dotted line. After collecting the data, we chose the polygon area that
gave us better results representing hugs, and, in this case, it was 1.4.
The hug detection performance resulted in precision = 0.84, recall =
0.82, and F-measure = 0.83.

4.2.4 Force Test for the Hug Sensor

The conductive material used to make the eight electrodes of the hug
sensor has specific properties described by the manufacturer. How-
ever, different aspects alter the relation force/voltage. First, a combi-
nation of materials was used to make the electrodes, and these were
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FIGURE 4.25: Sensor values for each applied pressure.

cut and shaped to cover the spherical robot body. With this experi-
ment, we expect to explore the relationship between the applied force
and the output voltage of the proposed hug sensor.

In order to do this, we tested the conductive foam using a force
gauge. We used plastic circular figures with a fixed area to calculate
the applied pressure. Different forces were applied, and we collected
ten samples for each. From the data obtained, we will convert the
voltage values collected from the participants during the hug detec-
tion test into pressure values, in order to understand how much force
is necessary for detecting hugs with the system.

4241 Results

Figure 4.25 shows the sensor values for each applied pressure. The
bars represent the standard deviation, and the dotted line is the ap-
proximated curve. The parameters of the curve were defined by the
least squares method. We used this curve to change the voltage val-
ues obtained during the hug detection test into applied pressure val-
ues. Following this, the data on Figure 4.24 was converted into the
data observed in Figure 4.26, showing the average pressure applied
during the hug detection test of one participant. Based on this test,
we understood that, to generate a point for the polygon based on the
selected threshold (500 (ADC value)), the user needs to apply about
1.3 N/cm? on the sensor piece.

4.2.5 Tail Pulling Detection Performance

We designed a stretch sensor in the tail of Pepita. The tail is made
of silicon, and a linear hall effect sensor is used to measure the varia-
tions of distance from a magnet when the tail is stretched. The wiring
inside the silicon was coiled to avoid ruptures. With this approach,
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FIGURE 4.26: Data from one participant’s session
showing average pressure used to detect a hug with
the device.

it was possible to work with the structure and material of the tail to
design a simple interaction. The purpose of this experiment was to
test the performance of the sensor to detect pulling behavior among
other gestures.

4.2.5.1 Experiment Setup

Fourteen participants participated in this test voluntarily. The in-
structions were presented automatically on a screen. Participants fa-
miliarized with the silicon tail before starting the test. Each gesture
instruction was presented for 3 s, followed by a release instruction
for 3 s as well. The instructions were:

e Pull,

e Shake,

* Grasp.

In total, each instruction was presented five times each, and feed-
back from the system was disabled.
4.2.5.2 Results

After collecting the data from the participants, we selected a thresh-
old that resulted in high detection performance: 595 (ADC value),
about 2.9 [V]. A precision and recall analysis was performed using
the selected threshold and the data collected from the 14 participants.
The performance of the gesture detection resulted in Precision = 0.84,
Recall = 0.93, and F-measure = 0.88.
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FIGURE 4.27: Representation of the robot’s affective
expressions: (a) happy with Avatar; (b) sad with
Avatar; (c) happy with LED; (d) sad with LED.

4.2.6 Affective Feedback Using Projected Avatars

With this experiment, we explored an alternative method to repre-
sent affective expressions visually by the robotic device. We evalu-
ated the affective expressiveness of projected images in comparison
with a more conventional visual feedback method, such as colored
light patterns. The expressions for a physically constrained robot de-
veloped by [30] represented four emotions: happy, sad, angry, and
relaxed. Their proposed methodology suggested that it is possible
to represent all the emotions that a user can perceive by implement-
ing only these four emotional expressions, as they are found in one
of each quadrant of valence-arousal. With this design, any emotion
on the same quadrant is considered to be similar to the representa-
tive one (e.g., happy and delight), and it is easier to distinguish it
from others from different quadrants (e.g., angry and calm). This
also implies that increasing the variety of emotions to be expressed
does not always benefits the quality of interaction, on the contrary,
it could confuse the user especially in the case of physically con-
strained robotic devices. To avoid this issue, we adopted a simplified
set of the robot’s expressions such as one positive and one negative
expression. For this reason, we are designing visual representations
of a positive affective expression (happy-like) and negative affective
expression (sad-like) using both avatars and colored lights.

The avatars were animated in a sequence that displayed a charac-
ter that shared features with the physical robot. The avatars featured
facial expressions as well as images such as blooming flowers for
happy, dry flowers for sad, or changes in the color of leaves (Figure
4.27).
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To design the expressions using only colored lights, we followed
the methodology proposed by [32], and used the following function:
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Positive expressions like happiness are related to yellow light with
a high frequency and square waveform. Negative expressions like
sadness are related to blue light with a low frequency and sinusoidal
waveform. In this experiment, we set T = 900 ms and x = 0.25 for the
happy state, and T = 3350 ms and x = 0.75 for the sad state. These
selected values were similar to the ones proposed by [32], and they
have already been proven to be effective at conveying these affective
expressions.

4.2.6.1 Questionnaire Overview

In this study, we had the goal of answering the following questions:

1. Can each visual element displayed by the robotic device repre-
sent the intended affective expression?

2. Comparing the LED and projected avatars, which is more effi-
cient at representing the selected affective expression?

3. When the robot is projecting avatars, is it perceived as one en-
tity (the robot and its avatar) or two separate entities (a robot
and an avatar)?

In the experiment described next, we compared the effect of col-
ored lights with the effect of projected avatars when they were used
to convey the robot’s affective expressions. To evaluate the use of
avatars in this application, we developed an online questionnaire us-
ing the service provided by (https:/ /www.soscisurvey.de). The com-
plete questionnaire can be found in Appendix F, Section F.2. Twenty-
six participants who were not familiar with the robot (18 males and
8 females, age 26.9 & 3.7 on average) took this questionnaire. The na-
tionalities of the participants were grouped as: North America =1,
Central America = 3, South America = 15, Europe = 1 and, Asia = 1.
The participant’s cultural background is a factor that can potentially
impact the perception of emotions represented by color [104, 105]. In
the literature, common colors are combined with other parameters to
represent a robot’s emotional expressions [30, 32, 106], and, for this
reason, the cultural aspect is not necessarily controlled as the feed-
back perception is far from being only related to colors. Since the
purpose of this experiment is not to evaluate the effect of the cultural
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background on the perception of the robot, there was no restriction
regarding nationality to join this experiment.

Participants were contacted via social network and receive the ac-
cess link via email. The questionnaire was not open but could only
be accessed after receiving an invitation. The questionnaire consisted
of two sets of two videos each, followed by questions. The order of
the videos was counterbalanced to reduce the order effect. Two of
the videos showed the robot projecting an avatar with emotional fa-
cial expressions (Figure 4.27a,b), and the other two showed the robot
displaying LED color patterns (Figure 4.27c,d). Each participant re-
ceived one of the combinations, and the combinations were propor-
tionally balanced among the group of participants.

The videos presented the robot displaying one type of visual feed-
back without being contextualized by the environment or interac-
tion. A previous study showed evidence that the context could affect
the participant’s recognition of the robot’s expressions [107]. For this
reason, we avoided influencing the participant’s choices by adding
elements related to interaction, such as by showing the happy state
after hugging or the sad one after hitting. In this questionnaire, we
attempted to evaluate only the perception of the visual elements. Af-
ter watching the videos, the participants were asked to rate the fol-
lowing statements using a 5-point rating scale:

¢ In my general impression, I consider that the perceived behav-
ior of the robot makes reference to a happy-like behavior.

¢ In my general impression, I consider that the perceived behav-
ior of the robot makes reference to a sad-like behavior.

The second part of the questionnaire was related to the percep-
tion of the robot’s embodiment. Because we were using two types of
embodiment (the projected robot and physical robot), we intended
to clarify the entity for which the participants perceived the affective
expressions.

The concept of using multimodal interfaces to benefit from differ-
ent types of embodiment has been explored in the past [108], where
an avatar was used as a complement of a physical robot, and they
were combined into one entity. The avatar was designed with an ap-
pearance similar to the physical robot, and it was implemented using
a migration system, which involved having either the avatar or robot
active at any given time. Following a similar approach, a different
study explored user’s perception when interacting with an artificial
pet with two types of embodiment (virtual and physical robot), that
transferred from one embodiment to the other, leaving only one of
them active at a time [109, 110]. These studies pointed out the im-
portance of making the user perceive that they were interacting with
the same entity that migrated from one embodiment to the other.

In our approach, both types of embodiment, the robot and the
avatar, were active simultaneously instead of one at a time. For this
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reason, we included one last question at the end of the questionnaire
to try to understand the perception of the robot embodiment:

From the following statements, choose the one that most closely
reflects your perception of the robot body interface:

* I perceive the robot body interface as two entities: an avatar
and a robot,

* [ perceive the robot body interface as one entity: the robot and
its avatar.

4.2.6.2 Results

Based on the answers obtained from the questionnaire, we attempted
to answer three questions related to this robotic device. The first
question tried to determine whether both the LED and projected
avatars could convey the intended affective expressions. The results
presented on Table 4.4 show a clear difference for both types of stim-
uli. The stimulus for the happy state made with projected avatars
obtained a score of 4.73 for the happy state compared to 1.46 for the
sad state. In the case of the stimulus made with colored lights, the
happy state obtained 3.62 compared to 2.19 for the sad state. The
stimulus for the sad state made with projected avatars obtained a
score of 4.35 for the sad state compared to 1.27 for the happy state.
Colored lights obtained 3.69 for the sad state and 2.23 for the happy
state. For all the combinations, the participants could perceive the
represented affective state showed on the videos using both LEDs
and avatars. Note that, to confirm the effect of the order of stimulus
on participants’ score, we applied a Kruskal-Wallis test for each stim-
uli, and no significant difference due to the order has been found for
all stimulus (Avatar (Happy): p > 0.5, x> = 1.65, n* = 0.066, Avatar
(Sad):p > 0.5, x* = 2.30, n* = 0.092, LED (Happy): p > 0.5, x* =
1.63, n* = 0.065, LED (Sad): p > 0.5, x* = 1.91, n* = 0.076).

To answer the second question, we compared the stimuli made
with the projected avatars and LEDs to display the affective state.
When presenting the stimuli for the happy state, participants” per-
ception of a happy state obtained 4.73 with projected avatars com-
pared to 3.62 with LEDs. In the case of the stimuli for the sad state,
participants’ perception of a sad state obtained 4.35 compared to 3.69
with LEDs.

The third study was related to the question of embodiment, and
the results showed that 20 participants perceived the projected avatar
as part of the physical robot, five participants perceived that the
avatar and robot were different entities, and one participant did not
include this answer.
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TABLE 4.4: Mean and standard deviation of partici-
pant’s answer as “Happy” or “Sad” to each stimulus.

n =26 Projector LED

Happy Sad Happy Sad

Score as “Happy”

(meanz SD) 4.73+0.59 146+£0.80 3.62+0.88 2.19+0.83

Score as “Sad”

(mean+ SD) 1.27+0.52 4.35+0.92 2.23+085 3.69+0.72

4.2.7 Application Scenarios for Pepita

This section includes 1) Description of the Social Context of Pepita
and 2) Combining Robots with Projectors.

4.2.7.1 Description of the Social Context of Pepita

Based on the features selected for the design of Pepita, one of the pos-
sible applications is as a mediator of remote communication. This
involves a paired robots configuration, which means that each user
will communicate using one identical robot. The current implemen-
tation is driven by the user’s tactile gesture (hug/pulling the tail),
and it communicates with the user using projected avatars. These
avatars are displayed by a running application in the robot’s smart-
phone. This feature allows for easily assigning different avatars to
the different users, as a kind of ID. The robot will display its avatar
with a happy expression every time the user hugs it. At the same
time, every time a robot is hugged, it is translated as a message and
displayed on the paired robot. As time passes without a user hug-
ging a robot, the avatar will change to showing a sad expression. The
same robot will display the partner’s avatar every time it receives
a hug from the paired robot. Similarly, as time passes without re-
ceiving more messages, the avatar of the paired robot will change to
display a sad expression. It is expected that the users will be aware
and feel motivated to interact with the robot to improve its affective
state, which is also a message for the partner. Since this type of com-
munication does not contain any detailed content, the purpose of the
message is open to interpretation.

Pepita is envisioned to be placed in two scenarios. On the first
one, the robot works as a standalone communication device, and
each message works as a kind of presence indicator (Figure 4.28A).
The second scenario involves Pepita working as a complement of
verbal communication, and, in this context, Pepita works as a tangi-
ble emoticon (Figure 4.28B). With this, it is expected to enhance the
transmission of affective messages and foster a sense of co-presence.

Two user scenarios are proposed to understand how Pepita medi-
ates expressions of affection in remote communication. The first one
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FIGURE 4.28: Social context for the proposed com-
panion robot Pepita: (Top) as a tangible emoticon;
(Bottom) as a presence indicator.

reflects the use of Pepita as a standalone communication device, and,
on the second one, Pepita works as a complement of verbal commu-
nication:

1. Jane is a college student living away from her family. Every

morning before going to the university, she leaves a message to
her parents by hugging her robot. Jane observes how her avatar
displays a happy expression and then sets the robot on the sofa.
She comes back home in the evening and observes her parents’
avatar displaying a sad expression, which she understands as
“I received a hug from my parents a long time ago”, she takes
her Pepita and hugs it, observing her avatar appearing with a
happy expression, and conveying to her parents that she is now
home.

. On the weekend, Jane is talking with her mother by phone shar-

ing stories of the recent days. She takes her robot and hugs it
sending a message. Her father, who is in the living room watch-
ing TV, observes their robot reacting showing Jane’s robot’s
"happy" avatar. Then, he asks to speak to her and say hello.
While talking to her, he hugs back.
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Pointing an obfeict

ia the floor ©
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(B)
FIGURE 4.29: Enhancing the robot’s expressiveness
with projected images: (A) avatars to make pointing
gestures using the robot in remote communication; (B)
scenario of a robot sharing information with multiple
users in the same place and remotely.

4.2.7.2 Combining Robots with Projectors

Designing robots with a screen for a face is becoming popular be-
cause it makes it possible to display a broad range of expressions
that are easy to identify. Screens can easily be related to computers,
and computers are machines like robots. For this reason, screens can
be considered to be appropriate parts of robots. Projectors work in a
way similar to screens because they make it possible to display mul-
tiple kinds of information. The difference between them is related to
the way the user interacts with the interface. Embedded screens are
constrained to the size of the robot’s body, and thus are commonly
small. This causes users to become immersed in the contents of the
screen. On the other hand, projectors can be used to display large im-
ages that can be shared by multiple people sharing the same space.
It is interesting to explore the social aspect of robots with projectors,
and their effect on human interaction.

Projected images have a substantial visual impact and they allow
to keep the robot structure simple. Moreover, projected images cre-
ate opportunities to share the experience with more than one user
sharing the same space, using a small robot body. By combining
robots and projectors, it is also possible, for example, to share photos
and memories with people in the same place and those in different
locations, opening different possibilities for future designs (Figure
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4.29B). Enhancing a robot’s capabilities using a projector is not lim-
ited to facial expressions. Robots with no limbs like Pepita have lim-
ited body’s capabilities, and projectors can be used to display anima-
tions of body gestures. For example, avatars with pointing gestures
projected from the robot could potentially allow users to perform ac-
tions together regardless of whether they share the same space (Fig-
ure 4.29A).

However, projected images are hard to see in a bright environ-
ment, and they can be occluded when the robot is hugged. One pos-
sible solution to overcome these limitations could be by notifying the
user when a message arrives by combining LEDs and vibrations. By
doing this, the user can adapt and move the robot to a darker place if
necessary, or uncover the lens of the projector. Other limitations are
related to the heat generated by the lamp which could be a problem
if it is used continuously for extended periods of time. Future simi-
lar projects need to consider the problem heat can represent for the
application carefully.

4.3 Social signaling for children with ASD:
Cololo

Paired robotic toys Cololo, introduced in Section 3.2.3, were designed
to mediate the exchange between a child diagnosed with ASD and
his therapist, during a game for training turn-taking skills. As sum-
marized in Section 3.1.2, children with ASD has difficulties in under-
standing social cues, and their interest in mechanical toys and visual
information make them a good alternative as a tool in interventions.
Cololo identify when the user, child or therapist, manipulates the toy
(sense behavioral cues by touch channel), and transfer this action as
a message to the paired device, represented by patterns of colored
lights and vibrations. These were the characteristic selected for the
proposed approach as explained in Section 2.2. The following section
introduces how Cololo was used in the interventions, and the results
from the experiments that explored the effect of Cololo on children’s
behavior.

4.3.1 The need and purpose of this study

To facilitate turn-taking on children with ASD, we proposed a system
using paired devices Cololo [111, 112]. This system was used to facil-
itate a fundamental exchange of the intention to communicate such
as social signals in turn-taking interventions. The design of Cololo
follows a concept similar to that of [23], which employs robotic toys
with colored lights to engage children in turn-taking activities. How-
ever, our approach targets individuals with low-functioning autism,
and in order to investigate the context-independent effect of visual
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stimuli on the turn-taking of children with ASD. Therefore, the inter-
action rules of the robotic toys were simplified and used to indicate
the exchange of turns and represented using paired devices.

In the past we investigated the effect of the intervention with
Cololo on children’s play and social behavior using a psychologi-
cal approach [113]. We compared the effect of Cololo’s visual feed-
back condition against no-feedback condition and found that visual
feedback was related with an increased number of contact with toys
and an increased number of gaze shifting toward the therapist’s toy.
However, no investigation was done regarding the effect of differ-
ent Cololo interaction rules on play/social behavior of children and
its potential for the facilitation of turn-taking. Moreover, the use of
Cololo as a measurement device to describe the behavior of chil-
dren automatically and quantitatively during the intervention has
not been discussed.

In this study, we propose two interaction rules for the interven-
tion using Cololo, the “Two-sided lighting rule” and the “One-sided
lighting rule”, in order to clarify the effect of different sensory feed-
back methods (i.e., interaction rules) on children’s behavior. These rules
are implemented based on the results of a pilot experiment with a
previous interaction rule of Cololo [111] to overcome its limitation
and be beneficial for facilitating turn-taking behavior. Thus, the pur-
poses of this study are: (1) To evaluate how the devices influence
turn-taking behaviors of children by comparing the effects of the two
different interaction rules; and (2) To explore the potential for and
the limitations of describing children’s play behavior in turn-taking
interventions using quantitative data from the robotic devices. To in-
vestigate this, an experimental study was performed with a therapist
and children with low-functioning autism to compare the data ob-
tained from the human analysis with the data obtained from Cololo.
Using this data, the effect of the two rules was explored by quantify-
ing the behavior of children related to turn-taking.

The contributions of this work are as follows:

1. The introduction of different interaction rules using paired de-
vices for turn-taking.

2. Investigation of the effect of different interaction rules using
paired devices on the turn-taking behavior of children with
ASD.

3. Investigation on the capacity and viability of using Cololo for
automated quantitative measurement of children’s and thera-
pist behavior during therapy sessions.
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4.3.2 Cololo in Turn-Taking Interventions

Turn-taking is an important and fundamental skill that involves the
spontaneous exchange of initiative during social interaction. Turn-
taking involve being able to understand and produce social signals,
which are an essential part of communication. Different approaches
particularly targeted training turn-taking skills and using robotic toys
for this purpose has shown positive effects [21-23, 61]. Robotic toys
can respond to the child’s actions with engaging and constant stim-
uli, which is beneficial to guide the child during a game that involves
turn-taking.

Following this, this study explores the use of paired robotic toys
Cololo in facilitating turn-taking. Considering the lack of awareness
of social signals used in turn-taking, Cololo is used to convey simple
cues and therefore facilitate the exchange of actions during a game
for training turn-taking skills. On the sessions with Cololo, there
are two devices/modules, one held by the therapist and one by the
child, and they take turns to manipulate the toys and change their
colors. The change of color indicates the event of “taking a turn”,
and the color itself has no specific meaning. Manipulation of the toys
includes any action that activates the tilt sensor inside the device,
including shaking, kicking it, rolling it, among others. When the
user manipulates the device during the user’s turn, the device sends
a message to the paired device and “passes the turn”. The therapist
uses these two devices to assess and train turn-taking skills, based
on the timing the child manipulates the toy. The child must learn
when to interact with the ball by realizing when it is his/her turn
aided by the cues delivered from the devices. The way these cues are
delivered is defined by interaction rules.

4.3.3 Interaction Rules and proposed theory

The interaction rules of Cololo are illustrated on Figure 4.30. The left-
most of Figure 4.30 represents the previous Cololo interaction rule in
which both devices always respond when manipulated (indicated
by black arrows) and provide feedback through the change of light
color and movements. However, this rule does not include the con-
cept of a “turn-holder", and it was used only for the pilot experiment
(Section 4.3.5.2).

Figure 4.30A represents the “Two-sided lighting rule” in which
the feedback with colored lights is always enabled for both devices
and indicates the turn-holder through wiggling movements. A “turn”
or “turn holder” refers to the device that is enabled to send a mes-
sage to the paired device. When a device is manipulated while it is
holding the turn, the device sends a message to the server to provide
the associated visual feedback, and then the other device will hold
the turn for the next manipulation. On the other hand, when the
device that is not holding the turn is manipulated, the devices will
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not provide any feedback, and the manipulation will be recorded as
a “failed attempt”. Since LEDs of both devices are always enabled,
this rule would be engaging to children with ASD who are known to
be sensitives as well as positively responsive to visual stimuli.

Figure 4.30B represents the “One-sided lighting rule” in which
the colored-lights feedback is disabled (i.e., “off”) while the device is
not holding the turn. In this rule, the device that is holding the turn is
identifiable by lights and wiggling movements. Removing the feed-
back made by lights from the receiving device might be beneficial to
indicate the turn-holder and reduce distractions.

On both rules, the turn-holder is indicated by the wiggling de-
vice, and the changes of turns are indicated by changes of colors.
The difference between these two rules is the role of the feedback
made by lights, as it can be used to also indicate the turn-holder or
not. Based on the considerations above, we proposed an explana-
tion based on the relationship between the two interaction rules and
children’s behaviors related to turn-taking as follows:

1. Lighting up both devices (lights do not indicate the turn holder),
will elicit a higher number of manipulations because of its rel-
atively higher amount of visual stimuli.

2. Lighting up one device (lights indicate the turn-holder) will re-
duce the number of the child’s manipulations during the ther-
apist’s turn (i.e., reduce the number of failed attempts of turn-
taking).

3. Lighting up one device (lights indicate the turn-holder) will
lead to a higher occurrence of turn-taking by the child.

4.3.4 Turn-taking Behavior Analysis Using Data From
Cololo

On the interventions with Cololo, turn-taking is described based on
the manipulations of the toys and timing. Using Cololo, the history
of messages exchanged between the participant and the therapist can
be recorded as shown in Figure 3.8 (right), to describe and analyze
the participant’s behavior during a turn-taking intervention. Each
message contains the following information:

1. Time: the time a message from any of the toys is received by
the server.

2. Label: “RECEIVE” indicates that the tilt sensor in a device de-
tected a manipulation and then the server received a notifica-
tion. If the manipulation was made during its turn, a new line
will be added in the log with the label of “CHANGE”, and the
server then forwards the message to the paired device.
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FIGURE 4.30: Three interaction rules for Cololo: Pre-
vious rule [111] in which both devices always respond
when manipulated (indicated by black arrows) and
provide feedback through the change of light color
and movements, (A) Two-sided lighting rule. The
feedback with colored lights is always enabled for
both devices and indicates the turn-holder through
wiggling movements. A “turn” or “turn holder” refers
to the device that is enabled to send a message to
the paired device, (B) One-sided lighting rule. The
colored-lights feedback is disabled (i.e., “off”) while
the device is not holding the turn. In this rule, the de-
vice that is holding the turn is identifiable by lights
and wiggling movements.
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FIGURE 4.31: Criteria used to analyze the data from
Cololo. Each mark represents manipulations of the
toys made by two users. They are separated in two
time lines and used to describe the exchanges made by
the child and the therapist during the interventions.

3. ID: the identification number of the sender device. There is
a number for the therapist’s device and for the participant’s
device.

4. Color: the information related to the light color of the sender.

Figure 4.31 illustrates an example of how Cololo data are visu-
alized. Each dot represents a manipulation detected by the device.
Turn-taking, on the other hand, is a combination of different be-
haviors (e.g., taking actions, impulse control, and gaze orientation
among others) and it cannot be represented using only the data from
Cololo. However, since the turn-taking behavior is observed as a
time series of manipulations, the temporal feature such as the inter-
val between manipulations (At) can be used to parametrize the turn-
taking in the Cololo data. Turn-taking described by the data from
Cololo will, therefore, be constituted by the messages exchanged
within the time interval (At) between the paired devices. Consider-
ing that the sessions using Cololo involve the therapist and the child
exchanging turns to change the color of the devices, it is essential to
select an appropriated time interval that allows the system to exclude
those exchanges that less likely will be turn-taking.

4.3.5 Evaluating the effect of paired devices Cololo in
facilitating social signaling

In this section, a pilot study conducted for establishing the two-sided
lighting rule and one-sided lighting rule is first explained, followed
by the experimental study for verifying the hypotheses regarding the
effect of sensory feedback using the two proposed rules on children’s
behaviors.

4.3.5.1 Experimental Setup

Experiments were held at the playground in Keio University, which
consists of a carpeted room with a two-way mirror behind which the
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parents could observe the sessions. In the sessions with Cololo, the
therapist and the child played in the center of the room most of the
time, and the session was video-recorded using two cameras. The
data from Cololo were collected by a computer placed in a separated
room. In addition to the therapist that facilitated the intervention
with Cololo, two other observers analyzed the sessions. Considering
that the visual feedback from the devices was difficult to see in a fully
illuminated room, the room’s main lights were switched off, and two
lamps were placed in two corners of the room.

At the beginning of every session, the therapist introduced Cololo
and showed the child how to play with them. The child was then
given the opportunity to initiate playing with Cololo. The game con-
sisted of taking turns to change the color of the balls by manipulating
them. Since Cololo looks like a ball, children manipulated it as one
(rolling it on the floor, shaking it, throwing it or pushing it against
the other). When the child intended to manipulate Cololo during
his turn, he was praised by the therapist (e.g., exclamations such as
“great!”). When the child was playing with his device during the
therapist’s turn, the therapist gave indications to guide his attention
back to the activity (e.g., “look at me, here I go!”). When the child
lost complete interest in the toys, the therapist attempted to capture
his interest by showing him how to play (e.g., by rolling the ball in
front of him and saying, “let’s play!”).

This study was approved by Keio University, Faculty of Letter’s
Institutional Review Board and was, therefore, completed in accor-
dance with the ethical standards established in the 1964 Declaration
of Helsinki. Written informed consent from the parents of all partici-
pants was obtained. All participants had a diagnosis of autistic disor-
der, PDD-NOS, or ASD by an external medical doctor. Diagnosis of
Pervasive Developmental Disorders (PDDs) was further confirmed
using the Pervasive Developmental Disorders Autism Society Japan
Rating Scale.

4.3.5.2 Pilot Study

One participant was selected for this intervention, a male (6 years
and 11 months old) diagnosed with autism and Attention Deficit Hy-
peractivity Disorder (ADHD). The purpose of the pilot study was
to observe the way the participant interacted with Cololo under the
previous interaction rule while playing with the therapist.

Through this pilot study, we observed that the visual sensory
feedback delivered from Cololo engaged the participant in the ac-
tivity. However, it was difficult to elicit play behaviors related to
turn-taking because in the previous interaction rule, Cololo provided
visual feedback every time the participant manipulated the device
regardless of who the turn-holder was. The therapist used different
instructions in an attempt to try to guide the participant’s gaze away
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TABLE 4.5: Participants’ profile.

Participant Chronological Age Developmental Quotient PARS CARS
(year; month)
P1 4,7 43 46 44
P2 4;5 39 21 36
P3 5,8 70 26 325
P4 3,8 44 21 N/A

(A)

FIGURE 4.32: (A) Participant during a session with the
Two-sided lighting rule, (B) Participant during a ses-
sion with the One-sided lighting rule.

from his device, and give him the opportunity to look at the therapist
taking his turn to change the color of the devices. But since the par-
ticipant observed that the device always changed color every time
he manipulated it, it was difficult to use the device feedback to elicit
turn-taking.

Based on the findings from the pilot study, the two-sided lighting
rule and the one-sided lighting rule were designed by implementing
the concept of the turn-holder explicitly (i.e., only one Cololo could
send a message at a time), and indicating the turn-holder via visual
and haptic cues (i.e., colored lights and /or wiggling movements).

4.3.5.3 Experimental Study: Comparison of Two Interaction Rules

Four male participants were recruited as volunteers through the De-
partment of Psychology at Keio University. Their profiles can be
found in Table 4.5. Informed consent was obtained from their par-
ents before the children were included in the study. All participants
tried each interaction rule in separated sessions on different days.
They tried the two-sided lighting rule on the first session and the
one-sided lighting rule on the second session. Figure 4.32A shows
a participant in a session with the two-sided lighting rule, and Fig-
ure 4.32B shows a participant in a session with the one-sided lighting
rule.

The interventions lasted 5 minutes, but in those cases where the
therapist could not engage the child in the activity, the sessions were
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terminated before that. On both conditions the turns were mediated
by the devices, allowing one user, either the therapist or the partici-
pant, to take a turn each time. The purpose of this experiment was:
(1) To evaluate how the devices influence children’s behaviors re-
lated to turn-taking by comparing the two modified rules, and (2) To
explore the potential and limitations of describing turn-taking inter-
ventions using the data from the robotic toys.

4.3.5.4 Effect on Children’s Behavior During Turn-taking Inter-
ventions

The sessions were analyzed using both, the data from human coders
and the data from Cololo. Three human coders (C1, C2, and C3)
watched the videos from the intervention and were asked to count
the number of gaze shifting and manipulations of the toy. During
the interventions with Cololo, the participant and the therapist were
exchanging turns to manipulate the toy. While taking turns to ma-
nipulate the toys and change their color, the participant is expected
to be able to look at the therapist while waiting his turn. This skill
is of importance for turn-taking interventions, as looking at the peer
helps to understand context and intentions. The role of Cololo is to
facilitate this exchange by delivering visual cues to guide the child’s
gaze and to indicate the moment to manipulate the toy.

For counting the number of gaze shifting instances, the videos
from the sessions were divided into segments of 10 s, and the human
coders were asked to judge if gaze shifting occurred or not during
each segment by assigning a numerical value such as 0 or 1. Scoring
intervals is a common practice for analyzing social behaviors in in-
terventions for children with ASD [114, 115]. Note that, more than
one instance of gaze shifting in the same segment still counted as
1. The instructions given to the human coders for identifying gaze
shifting were as follows:

¢ Condition: During the therapist’s turn and when a message is
being exchanged. Indicators: Each time the child directs his
gaze from the therapist’s facial region or the therapist’s device
to his device.

¢ Condition: During the child’s turn and when a message is be-
ing exchanged. Indicators: Each time the child directs his gaze
from his device to the therapist’s facial region or the therapist’s
device.

For counting the number of toy manipulations, the human coders
were asked to use the definition presented below. Moreover, identi-
fied manipulations were categorized as a “successful” or a “failed”
attempts of turn-taking, according to the result of the action of ma-
nipulating the toy. Indicators of clear attempts to manipulate the
device were described as observing the participant’s gaze on one of
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the devices or the therapist’s face while directly manipulating the
toy (i.e., shaking, throwing, pushing, or rolling with either hands or
feet).

* Successful attempt of turn-taking: described by clear attempts
to manipulate the device that result in a device changing color
(the child manipulates his toy during his turn)

¢ Failed attempt of turn-taking: described by clear attempts to
manipulate the toy that did not result in a change of color (the
child manipulates his toy during the therapist’s turn)

4.3.5.5 Turn-Taking Analysis by Cololo

In our previous study, two human coders (C4 and C5) analyzed the
videos interventions to identify when turn-taking was observed [112].
The therapist provided a definition of turn-taking that was suitable
for interventions with Cololo. It was defined as a social exchange
mediated by the device’s visual cues and it was counted as an occur-
rence:

¢ Each time the child took his turn: described by clear attempts
to send a message by manipulating Cololo, with the gaze on
one of the devices or the therapist’s face (Pattern A).

¢ Each time the child waited without manipulating Cololo dur-
ing the therapist’s turn: the child is looking at the therapist or
paired device, showing no intention of manipulating the device
(Pattern B).

Using Cololo’s log file, it was possible to extract the number of
exchanged messages and the time interval between each of them.
However, not all the messages recorded by Cololo represent turns
exchanged between the child and the therapist. For example, during
the sessions, there were cases where the child started playing with
his toy without looking once to the therapist. According to the def-
inition, even if Cololo is recording the child’s manipulations of the
toy, these do not represent turn-taking. For this reason, to compare
the data from the human analysis with the data from Cololo, it is nec-
essary to exclude as much as possible, those exchanges that are not
turn-taking. Since the information collected by Cololo is the time in-
terval between the exchanged messages, this is the information that
we are going to extract from the human analysis. The process to ex-
tract the time intervals from the human analysis had two steps: (1)
The selection of a time interval (Tmin-Tmax) that contains the major-
ity of observed turn-taking, and (2) Filter Cololo data by excluding
the messages outside the selected time interval, and compare Cololo
data to the human analysis.
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FIGURE 4.33: Length of the time intervals between
the messages exchanged during turn-taking interven-
tions.

To select the time interval (Tmin-Tmax), two human coders (C4
and C5) counted the number of turn-taking instances using the pre-
viously mentioned definition. They counted from the moment they
observed the child’s intention to manipulate the toy until the paired
device was manipulated as a response (Pattern A), and also from
the moment the therapist intended to manipulate the toy until the
child’s manipulation of the toy (Pattern B). From this information,
we obtained the time intervals between all the exchanged messages
that were considered turn-taking by the coders. It was observed that
both coders followed a similar pattern that formed the curve repre-
sented in Figure 4.33. The selected time interval Tmin-Tmax was
between 3 and 13 s, which is where coders C4 and C5 observed the
majority of turn-taking.

The second part of the analysis involved asking different coders
(C1, C2, and C3) to do the same analysis and count turn-taking in-
stances based on the definition. The coders analyzed the sessions of
the 4 participants with both interaction rules (Human data). With the
previously selected interval Tmin-Tmax, we filtered the data from
Cololo as follows: those exchanges of messages within the interval
of 3 s and 13 s, were discarded (Cololo data). With this, it was ex-
pected that the number of messages exchanged that were less likely
to be considered turn-taking by human analysis would be reduced.
The results from this analysis compare the human data with Cololo
data to explore the agreement between these, and to understand how
much it is possible to describe turn-taking using the data from the
toy’s manipulations.
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FIGURE 4.34: (A) Average and range of the number
of toy manipulations counted by three coders (C1, C2
and C3), (B) Number of events detected by Cololo.

4.3.6 Results

In this section, results from the video analysis by human coders and
Cololo data are presented. Three coders were asked to count the
occurrences of the participant’s manipulation and gaze-shifting be-
havior based on the definitions explained in Section 4.3.5.4. To com-
pensate for the differences in the sessions’” duration, the number of
occurrences of each behavior was normalized by dividing it by the
session length (in minutes). The results presented in Section 4.3.6.4
refer to the use of the data collected from the interaction using Cololo
to describe the exchanges between the child and the therapist..

4.3.6.1 Effect on Manipulation

Figure 4.34 shows the number of manipulations per minute for each
participant during the sessions with two-sided lighting and one-sided
lighting, counted by the human coders (Figure 4.34A) and the Cololo
devices (Figure 4.34B). In the case of the human analysis, the number
of total manipulations refers to the sum of the number of successful
and failed attempts of turn-taking.

Markers and error bars in Figure 4.34A represent the average of
the three coders and maximum/minimum values, respectively. For
the results obtained by the human coders, a one-way repeated mea-
sures ANOVA was applied to investigate the statistical difference
in the number of manipulations between the two-side lighting rule
and the one-sided lighting rule. The results indicate that no signif-
icant difference was observed regarding: the rule factor (F'(1,9) =
0.03,p > 0.05, n? = 0.003), and the interaction between the rule fac-
tor and the coder factor (F(2,9) = 0.83, p > 0.05,1? = 0.16). The re-
sult from Cololo data shows that for all participants there is a slight
decrease in the number of manipulations during the sessions with
one-side lighting.
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FIGURE 4.35: Average and range of the number
of gaze-shifting per minute counted by three coders
(C1,C2 and C3).

4.3.6.2 Effect on Gaze Shifting

Since gaze shifting is not as straight-forward for human coders to
identify as manipulation is, Fleiss” Kappa was calculated to evalu-
ate the inter-rater agreements before the analysis. The Fleiss’s Kappa
is a typical statistical measure to assess the agreement among more
than two raters. Since there is no ground-truth data for gaze shift-
ing behavior, Fleiss’s Kappa was calculated to evaluate the reliability
of human coders’ observation. The 75th, 50th and 25th percentile of
the distribution of Fleiss’s Kappa values were 0.43, 0.35 and 0.1 re-
spectively. According to this result, in most of the sessions, the result
from three coders showed moderate agreements.

Figure 4.35 shows the number of gaze shifting instances per minute
for all participants counted by human coders. Markers and error bars
represent the average of the three coders and maximum/minimum
values, respectively. Two-way repeated measures ANOVA was ap-
plied and a significant increase of gaze shifting in one-sided lighting
compared to two-sided lighting rule was observed (F'(1,9) = 30.94,
p < 0.05, n? = 0.775). The interaction effect between factors was not
observed (F'(2,9) = 2.043, p > 0.05, n* = 0.312).

4.3.6.3 Effect on Failed Attempts of Turn-taking

The results of the number of failed attempts (the child manipulates
the toy during the therapist’s turn) per minute are shown in Figure
4.36. Figure 4.36A,B represent the results from human coders and
Cololo data, respectively. It was represented as the ratio of failed
attempts to the total of manipulations of the toy. Markers and error
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FIGURE 4.36: (A) Average and range of the failed at-
tempts ratio among all manipulations identified by
three coders (C1, C2 and C3), (B) Number of events
detected by Cololo.

107 *p<0.05

iz} H1
/ D

2, /
—-©—PI1
0r % —=-pP2

—-A—P3

——P4

# of turn-taking per minute
EAN

Two-sided lighting One-sided lighting

FIGURE 4.37: Average and range of turn-taking per

minute counted by three coders (C1, C2 and C3). It in-

cludes the data from interventions with Cololo with
the two modified interactions rules.
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bars in Figure 4.36A represent the average of the three coders and
maximum/minimum values, respectively. A significant reduction
in failed attempts for the one-sided lighting rule was observed by
Two-way repeated measures ANOVA (F(1,9) = 7.145, p < 0.05,n* =
0.443), without the interaction effect between factors (F'(2,9) = 0.426,
p > 0.05, n? = 0.086). This reduction could also be observed in the
analysis made with Cololo data from most of the participants (Figure
4.36B).

Finally, it was evaluated the effect of different rules on the num-
ber of turn-taking behaviors observed during the interventions. Re-
sults presented in Figure 4.37 show the number of turn-taking in-
stances per minute counted by the coders for the four sessions with
both modified rules. Markers and error bars represent the average
of the three coders and maximum/minimum values, respectively.
Two-way repeated measures ANOVA was applied and a significant
increase of turn-taking with the one-sided lighting rule compared to
the two-sided lighting rule was observed (£'(1,9) = 10.511, p < 0.05,
n? = 0.539). The interaction effect between factors was not observed
(F(2,9) = 2.341, p > 0.05, n* = 0.3412).

4.3.6.4 Turn-Taking Analysis by Cololo
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FIGURE 4.38: Agreement between the system and the
human analysis (C1, C2 and C3). The data from the
toys was filtered using the T-value.

Figure 4.38 shows the average of the analysis of precision and
recall between the data from the coders (C1, C2, and C3), and the
data from Cololo filtered with the T-value described in the Section
4.3.5.5. Taking the data from one participant’s session as a sample,
we overlapped the data from Cololo with the human analysis (Figure
4.39). Each mark represents the toy’s manipulation by the participant
and the therapist after being filtered using the selected T-value, and
the shadowed areas represent turn-taking instances (pattern A and
B) observed by one of the coders. Exchanges of messages (two marks
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FIGURE 4.39: Marks represent the filtered data from
the toys, and the shadowed areas the turn-taking (Pat-
tern A and Pattern B) observed by one of the coders.
This is an example of the results of the analysis on
which it can be seen how the sensor’s data overlap the
turn-taking intervals indicated by human analysis.

from two devices) that overlap within the areas can be considered as
a moment when Cololo could indicate turn-taking as observed by
the coder.
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Chapter 5

Discussions

Through this research, we have explored an alternative for convey-
ing cues with a similar role as those of social signals. We started by
defining target populations that can benefit from this approach. Then
we defined the requirements for the devices: paired devices with a
physical embodiment, that sense haptic cues and convey simple vi-
sual and haptic cues.

5.1 Approach of facilitating social signaling
using paired devices with visual and hap-
tic cues

By following the proposed approach, we presented three possible
solutions. Two of them, Macaron and then Pepita, were designed
for facilitating social signaling in remote communication. The third
one, Cololo, was designed to be used for facilitating the exchange
in turn-taking interventions for children with ASD. The discussion
presented in this section is meant to verify the hypotheses introduced
in Section 1.2.

5.1.1 H1: Social signals can be represented by visual
and haptic cues using paired devices for minimal
communication

This hypothesis refers to the capability of the proposed paired de-
vices in sensing and conveying signals. Through the evaluation of
the three proposed interfaces, we could understand the potential and
limitation of our approach. In remote communication, it was neces-
sary to detect hugs as a touch-based gesture with affective connota-
tion, and two different sensors were designed.

The first one was implemented on Macaron. To investigate the
variability of a hug, we avoid verbally instructing the participants
about the way to perform the gestures, and we did not include feed-
back from Macaron to indicate when the hug was detected. As shown
in the table 4.1, a threshold of 0.15 had a good performance for this
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application. We aimed to obtain a highly responsive system by de-
tecting hugs when the participants were doing so, but at the same
time, a higher recall value is related to the ability to distinguish hugs
from other gestures. We considered that a precision value of 0.8 (or
higher), is appropriated for this application.

With this study, it is important to point out the implications of
the two types of errors. False negatives are easier to address consid-
ering that in a real scenario using Macaron, the system will provide
feedback (colored light patterns and vibrations) to indicate when the
hug is detected and thus, a message is sent. The user can visualize
this and adapt his or her behavior until the system detects the in-
tention. However, it is important to consider as well the negative
implications; a too unresponsive system might lead to loss of moti-
vation or trust from the user. The other type of error is related to the
number of false positives. An example of false positive can be found
on figure 4.1, on which in two opportunities the system detected a
hug when the participant was pressing on the upper and lower areas
of the cushion. The implications of this type of error can be related
to messages sent when the user did not intend to. From this study,
we concluded that each of these errors should be analyzed and ad-
dressed carefully, to find a threshold to allow the system better per-
form for the selected application.

The second hug detection approach required a bigger plastic case
to contain a projector and a mobile phone. For this reason, a new
sensor was designed to adapt to the new interface shape. This sen-
sor measured applied force using conductive material, and a sen-
sor with simple structure was designed. We tested the detection of
hugs among 2 other kinds of touch-based interactions. We chose to
test pressing on the sides, top, and bottom because these are com-
mon ways to handle a spherical robot, and they are more similar to
hugging. Even though the sensor could not provide the level of de-
tailed tactile information that would be possible using sensors with
a higher resolution, the results proved that the sensors worked well
for the intended interaction (Figure 4.23). The highest number of
false positives was obtained when pressing on the upper and lower
sides. We expected this result because the poles of the sphere con-
tained eight sensors in an area that could be covered by the hand.

To better evaluate the accuracy of the system, precision, recall,
and F-value were calculated. The results showed that the system is
accurate and sensitive in detecting hugs. However, it is important
to understand the potential implications related to failures in the de-
tection. One type of error occurs when the system fails on detecting
an actual hug (false negative). Among the two types of errors, this is
the easiest to address because users can realize when it occurs based
on the lack of response from the system (e.g., not receiving feedback
right after hugging), and then correct it by hugging again. The other
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type of error is when different types of gestures are incorrectly de-
tected as hugs (false positive). Unintended hug detection should be
avoided as it might impact the user’s credibility on the system. This
sensor was designed especially for this interface, with the criteria of
using soft materials and reducing the sensor complexity as much as
possible. We are satisfied with the results so far as we were able to
detect hugging using only eight electrodes while maintaining high
performance. These values could be improved by adding different
kinds of sensors (like sound or temperature) to complement the pres-
sure sensor readings. A limitation of the current approach is related
to the way the sensors are mapped into a two-dimensional polygon.
This makes it impossible, for example, to detect hugs if the robot is
tilted 90 degrees. Pepita was designed with features such as eyes,
and decoration on the top, to give the user an idea of the orientation
to hold the device, but solutions in the future should tackle this is-
sue. Moreover, for the current implementation, we only used spatial
information at each time frame (the area of the polygons generated
when the sensors are pressed), and the temporal information was ne-
glected. Therefore, using a model which involves temporal features
or past events such as Hidden Markov Model or Recurrent Neural
Network would improve the accuracy of detection, and it should be
considered for future implementations.

With Pepita we worked with another types of touch based ges-
ture besides hugging. This second gesture was supposed to convey
a negative meaning, and we chose tail pulling (Section 4.2.5.2). The
sensor was designed to work with the structure and material of the
tail. The magnet and the hall effect sensor were placed at a distance
that resulted in clear signal changes when the tail was being pulled.
To test the detection performance, we chose three other gestures that
could be wrongly detected as pulling. The results of the sensor per-
formance show that the detection was accurate enough for the pro-
posed application (higher than 0.8). This approach offers a feasible
solution with a sensor of simple structure that supports detection of
pulling.

Beside sensing cues from the user, the devices were designed to
represent this action using visual and haptic cues. With the study
of Macaron, we explored the participant’s perception of Macaron
as a communication device, based on three different communication
partners. Specifically, we tried to verify if the user was able to trans-
mit and receive intention through the device when communicating
remotely. This perception will be influenced by the interaction con-
ditions and the way the device delivers feedback to the user [82] [9].
Figure 4.4 shows a small tendency on which the human condition
obtained higher scores on the six items. Even though we worked
with a limited sample, we could test the structure of the experiment
and verify that the interaction rule worked to collect the information
necessary to investigate the effect of the device further.
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Regarding improvements for the interaction rule, we observed
that the levels of a hug (increased frequency of blinking according to
the length of the hug were not clear for the participants. Therefore
the interaction rule was simplified to represent the following infor-
mation:

1. Red blinking lights: hug detected
2. Blue blinking lights: message received

3. Multicolor lights: sync hugs

Dynamic states were simplified by removing the levels, and static
colors and vibration patterns were left unchanged from the rule de-
scribed in section 4.1.2.3. Besides understanding the characteristics
that influence the user’s perception of the rule, it was observed that
users could perceive the partner’s intent using only visual and hap-
tic cues. This is based on the timing of the message and the ability to
synchronized messages. Participants reported that the predictability
of the echo condition strongly influenced on the partner’s perception
(humanity, intent or distance). Moreover, a higher number of syn-
chronized messages was related to the partner’s humanity. We un-
derstood by this that different feedback patterns affected the user’s
perception of the partner’s intent and humanity.

In the case of Pepita, to limit the robot body to simple features, we
combined it with projected avatars, which enhanced its communica-
tion capabilities without increasing the complexity of the hardware.
For this reason, we evaluated the use of a small projector embedded
in the robot body to convey the affective states related to two emo-
tions. In this study, we explored the benefits of using a projector com-
pared to abstract visual elements made by colored lights. The results
related to the perception of colored lights patterns were in line with
those of a previous study [32]. The participants perceived a happy
state when the robot was blinking yellow lights and a sad state with
blue lights (Table 4.4). These results also showed that avatars were
more effective conveying affective expressions compared to the feed-
back made with colored lights. During the study, the robot was not
moving or showing any behavior—only visual elements were being
displayed. For a robot with limited features and an inexpressive face,
there are few options to convey affective expressions visually. Col-
ored lights are commonly used and explored, as they are a simple
and effective solution, but the perception of these abstract represen-
tation of emotions can be different from one person to the other. Pro-
jected avatars with affective expressions have the potential of reduc-
ing the user’s misinterpretation by providing a clear message.

Regarding the robot embodiment, the results showed that most
of the participants could perceive that the avatar was reflecting the
expressions of the physical robot as only one entity. This exploratory
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study showed that, even though the avatar was displaying the af-
fective expressions, since they were projected from the robot, it was
possible for the participants to perceive them as part of the robot’s
behavior instead of an external agent. Based on these results, we are
encouraged to keep exploring the possibility of using images pro-
jected from a robot to convey its expressions in a robot-like manner.

Another evaluation of the capabilities of paired devices in sens-
ing and conveying cues was performed with children with ASD us-
ing Cololo. The analysis explored the capabilities of describing turn-
taking using only the data of the toy manipulation. To achieve this,
we selected a interval Tmin-Tmax of 3 to 13 s (Figure 4.33), and with
this value the data from Cololo was filtered, leaving only the ex-
change of messages within Tmin and Tmax. This filtered data set
was tested by comparing it with the analysis of different coders (C1,
C2, and C3) obtaining in average an agreement of 0.72 between the
human analysis and the analysis with Cololo (Figure 4.38). These re-
sults have different implications. The data from the toys cannot de-
scribe turn-taking, but it can be used as an indicator of turn-taking.
For example, the plot in Figure 4.39 shows that the data from the toys
can follow the human analysis to a high degree, but not all the turn-
taking indicated by Cololo was also indicated by the human coder.
To describe turn-taking-like behavior more accurately by computers,
one possible approach is the combination of different sensors. How-
ever, with this approach, it was possible to describe children’s be-
havior during play activities that involve the manipulation of toys.
This type of data is: (1) Difficult to obtain by traditional evaluation
methods such as video coding, and (2) Valuable to understand how
children play with the toys. While the information obtained from
interactive systems such as Cololo will not replace the therapist’s
judgment, providing quantitative measurements with good reliabil-
ity will facilitate the understanding of children’s responses in differ-
ent social situations.

These results showed that the proposed paired devices were ca-
pable of sensing users cues (hugging, manipulations of the toys).
These actions were translated into visual cues that: 1) Convey affec-
tive meaning, 2) Convey the partner’s intent and 3) Guide the user
in the exchange. With this, we understood that H1: Social signals
can be represented by visual and haptic cues using paired devices
for minimal communication, was verified.

5.1.2 H2: Social signaling can be facilitated by the com-
munication through visual and haptic cues

With this hypothesis, we try to understand if these cues had the role
of social signals or not, based on the observed effect on the users.
We observed that, while the interaction with the interface is simple,
there are several implications related to the interaction of two users
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through paired devices. With the proposed paired devices, we are
replacing behavioral cues commonly used in face to face interaction,
by visual and haptic cues delivered by paired devices. These cues
were simple indicators of others” actions. We observed that, in both
of the applications targeted by this research, the cues produced tan-
gible changes in the participants. Therefore, we could assume that
these simple cues delivered by paired devices, worked as social sig-
nals. If this is true, then what is the effect produced by these new
type of social signals in human interaction?

The evaluation explored different aspects. In the application for
remote communication, we evaluated Macaron. With this study, we
intended to understand if the cues delivered by paired devices in
remote communication context, worked as social signals. To investi-
gate this, we performed a comparative study with a more traditional
type of communication using graphical representations on tablets.
With this evaluation, we expected to evaluate the role of the cues,
and also point out the benefits of mediated social touch using physi-
cally embodied interfaces. Participants reported feeling a higher per-
ceived intimacy on the Macaron condition compared to the Screen
condition 4.10. Moreover, the quality of the interaction was also
higher in Macaron condition (Figure 4.11). When comparing the re-
action to the interfaces, Macaron was rated higher in categories such
as "Feeling connected" and "Communicate emotions," features that
are desirable for a mediator of affective content (Figure 4.12). The
information extracted from the messages exchanged talks about the
user’s behavior on each condition and the role of the cues. The num-
ber of occurrences on the screen condition was as expected, higher
than the Macaron condition (Figure 4.13). This is because of the na-
ture of the gestures (hugs and pressing screen with fingers). How-
ever, we observed that the duration of time that participants were
using both interfaces was very similar; thus, the messages sent by
Macaron were made using longer gestures than those sent by Virtual
Macaron (Figure 4.14). In both cases, we observed a positive corre-
lation between Macaron and Virtual Macaron, which refers that the
communication behavior of each participant did not change accord-
ing to the interface.

Another component of the analysis of the role and effect of Mac-
aron was made with physiological data. We faced different chal-
lenges in being able to analyze the reaction to interfaces using this
data. The challenges involve not only analyzing the data, but also
interpretation. In terms of stress reduction, indicators such as in-
crease of ST did not show differences between types of embodiment,
but it was observed a difference between the Macaron OFF condi-
tion and Macaron ON and Screen (Figure E.1) In other words, partic-
ipants showed to be more relaxed when they were communicating,
either by Macaron or Virtual Macaron, reflected as an increased level
of ST. HRV can also be used as an indicator of stress levels [91]. The
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analyzed data from HRV did not show a significant difference be-
tween conditions (Figure 4.17) However, as we observed in a study
that used HRV to describe emotional state [116], it is necessary to use
powerful stimuli, especially strong and negative ones. Another inter-
esting observation was on the EDA data. While participants showed
a higher tonic component level during the Macaron OFF condition
(no communication), they showed a higher phasic component level
when they were communicating either by Macaron or Virtual Mac-
aron, compared to Macaron OFF.

This effect was even stronger on Macaron ON, compared to the
screen condition. When participants were communicating with their
partner, they displayed, in general, a lower level of arousal (tonic
component) but higher arousal as a response to the stimuli from the
movies (phasic). This effect is attributed to being able to perceive the
partner through the simple cues made by colored lights, and with a
stronger effect when these are presented through a physical embod-
ied interface such as Macaron. These results showed that the cues de-
livered by paired devices worked on changes of behaviors measured
by the way participants used the devices, as well as internal state
measured by physiological signals. Therefore, these cues worked as
social signals in this remote communication scenario.

In the application for children with ASD, instead of comparing
different embodiment, we compared different interaction rules (cues
patterns). From the different behaviors exhibited during a turn-taking
game, Cololo was able to sense only the manipulation of the toys.
Based on the timing of these manipulations, the exchange between
the child and therapist on turn-taking interventions was identified.
To guide the child during turn-taking, instead of relying solely on
common social signals using in face-to-face scenarios, Cololo deliv-
ered cues using colored lights and vibrations delivered based on dif-
ferent interaction rules.

Initially we assumed that lighting up both devices (lights do not
indicate the turn-holder), will elicit a higher number of manipula-
tions because of its relatively higher amount of visual stimuli. As
shown in Figure 4.34A, no significant difference was found between
the effect of the two-sided lighting and one-sided lighting on the
number of manipulations. Based on the results, our assumption was
not supported, as coders did not observe a significant difference be-
tween the two conditions in the number of times the participants
manipulated Cololo. However, the data from Cololo showed that
all the participants reduced the number of manipulations during the
session with the one-sided lighting rule. This difference between the
human analysis and the system is understandable, as Cololo register
an event each time the sensor is activated (by tilting the toy) regard-
less it is a toy manipulation as it was previously defined. The data
from Cololo while lacking context, it provides an image of the level
of engagement of the child to play with the toy. It was not clear that
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the level of engagement to play with Cololo was due to a learning
outcome or as a consequence of the novelty of the toys, which is a
limitation of the study. The current results compare the effect of each
rule on the manipulations of the toys, which for the therapist is an
indicator of “engagement to play with the toy”.

We also assumed that lighting up one device (lights indicate the
turn-holder) will reduce the number of the child’s manipulations
during the therapist’s turn (i.e., reduce the number of failed attempts
of turn-taking). This assumption was supported by the results pre-
sented in Figure 4.36A. We consider that since children with ASD
tend to show a strong interest in visual stimuli, illuminating only one
device at a time was effective to lead the gaze shifting. This could
be related to the reduction of the number of failed attempts in the
sessions with the one-sided lighting rule. Because in the one-sided
lighting condition, the participant looked at the therapist’s device
more often than during the two-sided lighting condition, as it was
described by the results on Figure 4.35, this was helpful to clarify
who was holding the turn at a time. A similar tendency was dis-
played by the data collected from Cololo (Figure 4.36B). Occurrences
of failed attempts of turn-taking can indicate both that the child is
engaged enough to play with the toys but can also be a negative in-
dicator of a child not being able to wait for his partner to take the
turn. The human analysis and the device analysis followed a similar
trend, a reduction of failed attempts at turn-taking under the one-
sided lighting rule, that implies the reliability of the effect.

To facilitate the number of turn-taking instances during the ses-
sions with Cololo, both increasing the number of successful attempts
of turn-taking and reducing the failed attempts are essential aspects.
We initially assumed that more colored-lights feedback would elicit
more manipulation based on the insights from our previous study
[113]. However, in the sessions with one-sided lighting, the partic-
ipants manipulated the device as much as they did during the ses-
sions with two-sided lighting. Moreover, indicating the turn-holder
by both lights and movements was beneficial for reducing the failed
attempts which also resulted in an increased number of turn-taking
instances observed by the human coders (Figure 4.37). For this rea-
son, we assumed that lighting up one device (lights to indicate the
turn-holder) would lead to a higher occurrence of turn-taking by
the child. The results in Figure 4.37 supported this assumption, and
overall the one-sided lighting rule was more effective than the two-
sided lighting rule for facilitating turn-taking behavior of children
with ASD. On interventions with Cololo, switching off one of the
toys to make emphasis on the turn-holder resulted in more turn-
taking behaviors. This effect was also reflected on the previous re-
sults, as the one-sided rule elicited less failed attempts of turn-taking
(the child waited for his turn without manipulating the toy) and
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more gaze shifting (the child looked at the therapist during the ther-
apist’s turn).

The results from these studies point out to the same direction:
that employing paired devices with visual and haptic cues it is pos-
sible to facilitate social signaling. This is reflected in changes such
as inner states (measured by self-report and physiological data) or
changes of behaviors (frequency of occurrences). By this, it is con-
cluded that H2: Social signaling can be facilitated by the communi-
cation through visual and haptic cues, is verified.

5.1.3 H3:The effect of the represented social signals is
conditioned by interaction factors: timing/order,
interface and feedback

We assume that there are parameters that condition the effect of the
cues as social signals. On the study with Pepita, we explored charac-
teristics of the interface such as the appearance on the user’s percep-
tion and acceptance. The first part of the evaluation consisted of a
general evaluation of different characteristics of the design of Pepita.
Regarding the huggable aspect, we compared Pepita with three other
huggable robots (Table 4.3). Among them, Probo ([97] was designed
with a caricatured appearance, The Huggable [98] looks like a teddy
bear, and The Hug [15] has a simple appearance with big arms and
no facial features. We could see that, even though Pepita has no
arms, it had a score similar to the other three interfaces. However, the
teddy bear appearance effectively evoked the feeling of being hug-
gable, which was reflected in higher scores. Evaluating huggable as-
pects using only photos can lead to limited results since the impres-
sion can change when directly touching the robot. Because the role
of the appearance was being investigated, we found appropriated
to use photos to compare the proposed design with other huggable
robots. In this study, we concluded that common features in hug-
gable interfaces (e.g., open arms) are not essential, but making the
robot look familiar based on an already existing idea of huggability
could be beneficial to make the robot more appealing to be hugged.
Then, methods for conveying the robot’s affective expressions
were evaluated. We compared robots that used mechanical facial
expressions (Probo [100] and Zeno [99]) and two robots that used
a display to manage the robot’s facial expressions (Pepita [102] and
Buddy [101]). The results showed that there was a significant differ-
ence between Pepita and the other three robots. Participants favored
both of the robots that presented expressions using a display over
the two that used mechanical facial expressions. However, Buddy’s
expressions were significantly more acceptable than Pepita’s expres-
sions. Embedded displays (Buddy) can be used to present facial ex-
pressions as a part of the robot’s body, while projected displays open
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the possibility of designing new ways of interacting with robots. More-
over, projected images can be shared by different users and have a
strong visual impact. On the other hand, robots with mechanical fa-
cial expressions have specific applications in which it is necessary to
make robots that imitate a human’s behavior to a higher degree. In
this study, we found that, regardless of the application, using avatars
projected from the robot’s body was considered to be as acceptable
as other more traditional ways of conveying a robot’s affective ex-
pressions.

Regarding the perception of the robot’s appearance, the results
in Figure 4.21 show that, in general, the participants gave Pepita
positive ratings in the following four aspects: “kind”, “friendly”,
“pleasant”, and “nice”. On the other hand, a tendency toward the
attributes “artificial”, “machine-like”, and “fake” reflected that par-
ticipants perceived Pepita as an artificial agent. These results encour-
age us to use a similar design in a future study given that rating
Pepita as an artificial character is not necessarily undesirable. Based
on these results, we concluded that it is important to design this type
of character to have a robot-like means of expression that matches
the expectations of the user. Moreover, to obtain more insights re-
lated to which factors positively and negatively impacted the per-
ception of Pepita, we asked the participants an open-ended question.
Their positive comments expressed a general acceptance of the im-
ages projected from the robot as an alternative means of representing
the robot’s expressions. We observed that the huggable aspect was
mentioned by some participants to be positive, but not as strong as
other features. This outcome becomes more evident after reading
some of the negative comments that pointed out that the robot did
not look huggable enough. For this reason, we plan to work on the
robot’s softness to try to reduce this negative aspect. Another crit-
ical factor that needs to be improved in this design is the negative
influence of the eyes. The majority of negative aspects included the
appearance of the eyes. Because Pepita has a projector placed in one
of the eyes, one eye lights up, and one is off. This characteristic was
perceived to be unnatural because it seemed that one eye was “not
working” or “dead.” Thus, we plan to find a different location for the
projector that does not negatively affect the perception of the robot’s
appearance.

The study with Macaron pointed out different features. As it was
mentioned before, participants were able to perceive the partner’s
intent through the cues delivered by Macaron. However, the per-
ception of intent was conditioned by aspect such as timing or order
of the messages. Participants reported that the predictability of the
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echo condition strongly influenced on the partner’s perception (hu-
manity, intent or distance). Moreover, a higher number of synchro-
nized messages was related to the partner’s humanity. We under-
stood by this that different feedback patterns affected the user’s per-
ception of the partner’s intent and humanity. Besides the timing of
the cues, we observed that differences in the embodiment represen-
tation of the paired devices could also affect the perceived intimacy
and social aspect of communication, measured by participants’ re-
port. This positive effect was also reflected on the participant’s inner
state, measured by physiological signals, such as a higher level of
relaxation (based on ST, SCL), or a stronger response to emotional
stimuli (based on SCR). Additionally, for each participant, the num-
ber of occurrences and duration of the messages did not differ be-
tween Macaron and Virtual Macaron. This was reflected in the pos-
itive correlation observed in the data tendency. Based on this it was
concluded that the effect on the user was not due to communication
styles but because of the properties of the interface.

In the case of Cololo, we understood that different feedback pat-
tern resulted on different observed behaviors. We could observe that
the cues delivered by paired devices could guide children during the
exchange in interaction. In the context of collocated interaction dur-
ing a game, cues delivered by Cololo worked as social signals, result-
ing in changes in the participant’s behavior (an increase of desirable
behaviors or reduce negative ones). Each interaction rule resulted
on different observed behaviors, in terms of manipulations of the
toys, gaze shifting, turn taking and failed attempts of turn-taking.
Based on this we identified simple guideline for paired devices for
facilitating the exchange in communication. With this study we have
pointed out the benefit of paired devices structure, using visual and
haptic cues as social signals, to facilitate the exchange in communi-
cation between the child and therapist. For children with ASD that
also has difficulties with verbalization, this proposed system worked
to facilitate the exchanges between them and the therapist, and also
to describe aspects of their play behavior. This paired devices config-
uration using simple visual cues could be incorporated into different
styles of games that involve taking turns. Although limited interac-
tion rules and their effect on turn-taking behavior was studied with
Cololo, the findings suggest an insight to design robotic toys for fa-
cilitating turn-taking. To facilitate a targeted behavior, it is necessary
to design how to display the visual cues carefully. We consider that
the proposed interaction rules for paired devices can be applied to
other paired devices that communicate and provide feedback using
colored lights and movements.
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5.2 Limitations and challenges encountered

Different limitations of social signaling through paired devices with
visual and haptic cues were pointed out through this investigation.
It was observed that different from face to face interaction, remote
communication mediated by technology comes together with par-
ticular restrictions. This is because sensors are not 100% accurate,
which means that the encoded information from the paired devices
is already different from the way we interact when we are in front
of each other. This means that the decoded message represented by
visual and haptic cues does not represent all the sender’s behavioral
cues. According to each application, designers should carefully ad-
dress these issues to avoid adverse effects on the user’s interaction.

The selection of paired devices as a feasible solution was made
based on having two identical interfaces that share the same affor-
dance might be beneficial as users can receive cues based on both,
actions made by themselves and by the partner’s actions. For chil-
dren with ASD, this is a desirable feature. Paired devices that deliver
cues with the role of social signals can guide the child in a similar
way that people do in face to face interaction. During face to face
interaction, people commonly observe others. They can understand
based on social signals, when is the moment to let others "take the
turn" in the interaction. Considering that this task is complicated for
some children, paired devices can support a similar exchange, by de-
livering cues that can engage children in the exchange with others.
Once children look up to others and play with others, even if simple
lights guide them, the opportunity of social interaction is opened.
The barrier of social interaction is then breached.

Similarly, we understood that this characteristic of paired devices
as mediators is also beneficial in remote communication scenarios.
In this context, even though they are not able to see each other, users
can imagine what the partner is doing as the devices are identical.
When a user sees the device delivering cues because a message was
received, it is possible to imagine that the partner is hugging on the
other side of the line. Even though the message has minimal infor-
mation, it is possible to set it in context by understanding the char-
acteristics of paired devices. However, this can be affected strongly
by the relationship between the two persons” communication. In the
experiment, we created a situation on which we elicited emotional
responses by films, and we provided the opportunity to communi-
cate or not, through Macaron. We found that participants with a long
history of relationship attributed different meanings to the messages
according to the content of the movies. Among them, participants
sent more messages when they found a movie they watched together
in the past, or when they knew the partner liked or disliked a partic-
ular content. The message changed from being an indicator of action,
to be a message with much more meaning. This new attributions to
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the messages are hard to be made by people are not familiar with
each other.

Regarding the evaluation method used for the study with autistic
children, further studies to evaluate the effect of feedback delivered
by paired devices should include larger samples. Moreover, they
must seek to eliminate ordering and novelty effects through blocked
and longitudinal study designs. In the case of the evaluation of Mac-
aron, we used different tools to understand the user’s experience.
Among them, questionnaires needed to be explained at the begin-
ning of the session due to the use of relevant keywords. When re-
cruiting participants for this experiment, we made sure that every-
one could understand verbal and written English instruction. Even
though these questionnaires were taken from the literature, the long
sessions and the limited time to answer came with difficulties for the
participants to answer the questions.

This was one of the motivation to try to understand the user ex-
perience from another perspective, and the analysis with physiolog-
ical data was included. Again, through the revision of the available
literature, we observed that there are many limitations to this ap-
proach, which should be carefully addressed. For example, skin con-
ductance can be affected by different environmental factors, like if
the participant is hungry or not, if he or she is struggling with work,
the room temperature, health condition of the participants, sensors
accuracy, among many others. Based on this and considering that ex-
perimental studies allow us to control variables, we addressed some
of these environmental factors for better performance. However, we
believe that this is far from perfect as we are merely using this as an
evaluation tool, instead of understanding the potentials of this mea-
surement. To increase the validity of this method, we combined the
analysis of different physiological signals extracted from the same
wearable sensors.
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Chapter 6

Conclusions

This research started with an understanding of the problems that af-
fect social signaling in human communication. From the literature
review, we extracted two different scenarios on which this approach
might be beneficial: on remote communication and interventions for
children with ASD. While the role of the device is different in these
two scenarios, fundamentally the human problem is the same: lim-
ited amount/kind of social signals. For applications in remote com-
munication, we proposed Macaron as a possible solution. We im-
plemented a method for hug detection, and from the results, it is
important to point out the implications of the two types of errors.
False negatives are easier to address considering that in a real sce-
nario using Macaron, the system will provide feedback (colored light
patterns and vibrations) to indicate when the hug is detected, and
thus, a message is sent. The user can visualize this and adapt his or
her behavior until the system detects the intention. However, it is
important to consider as well the negative implications; a too unre-
sponsive system might lead to loss of motivation or trust from the
user. The other type of error is related to the number of false pos-
itives. An example of false positive can be found in figure 4.1, on
which in two opportunities the system detected a hug when the par-
ticipant was pressing on the upper and lower areas of the cushion.
The implications of this type of error can be related to messages sent
when the user did not intend to. From this study, we concluded that
each of these errors should be analyzed and addressed carefully, to
find a threshold to allow the system to better perform for the selected
application.

Regarding the evaluation of the perception of the cues delivered
by Macaron, during the interview, participants expressed they per-
ceived that three partners were different and that the partner felt
more human during the first task (manual). Two participants doubted
that the second partner was human (echo) since it was too much pre-
dictable. Regarding the third condition (random) while it was not
predictable, they perceived it as less responsive thus, with less inten-
tion. When we asked the reason, two participants answered because
“the partner did not try to synchronize the hugs”. This aspect of the
interaction rule is of particular importance as it seems to affect the
perception of the partner. The results of this test showed that the way
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the feedback is delivered could affect the user’s perception of the de-
vice. The proposed three conditions for the three partners were suc-
cessfully perceived different, which was reflected in the six items and
interview. With this methodology, we plan to further investigate the
user’s perception of Macaron during remote communication tasks.
Future work includes a similar study with a larger sample and with
a counterbalanced order of feedback conditions. After we confirm
that the proposed interaction rule is clear enough to allow people to
communicate through Macaron, we will be ready to explore its effect
on the human-human remote communication of affective messages.

The last evaluation of Macaron explores the effect on social sig-
naling in remote communication. We compared Macaron with a vir-
tual representation and observed that:

1. In terms of the user’s self-report, the interaction was rated more
positive, social, personal, and in general more positive, com-
pared to the interaction through the screen. These results go in
line with the questionnaire to evaluate the reaction to the inter-
face. Participants rated Macaron higher in items as "feeling of
connectedness" or "communicate emotions," features that point
out the affective connotation of the communication thought Mac-
aron.

2. In terms of user’s behavior, we observed that even though par-
ticipants sent a higher number of messages using the screen
interface, this did not reflect in a more positive experience. The
positive features mentioned by the users by the questionnaires
can then be attributed to the type of interface and not the num-
ber of messages.

3. In terms of the user’s physiological state, data from ST showed
participants were more relaxed when they were communicat-
ing while watching movies. This phenomenon was reflected
on higher ST observed on Macaron ON and screen compared
to Macaron OFF. Moreover, the analysis of EDA showed that
participants had a stronger SCR under the stimuli, compared
to the other two conditions.

Based on the results from the study with Macaron, we proposed
some modifications for the design of mediators for remote communi-
cation. Pepita was designed to sense and convey affective informa-
tion. The current implementation senses two types of touch-based
gestures, hugs as a positive message, and pulling the tail as a neg-
ative message. The system translates these actions into visual feed-
back made by projected avatars, designed to convey a positive af-
fective expression such as happy, and a negative affective expression
such as sad. This report includes contents such as design criteria,
system overview, and touch-based gestures’ recognition methods.
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The results offer some guidelines to improve the current proposed
design. The hug detection method had a good performance for this
application, but comments from the participants pointed to the ne-
cessity to improve the huggable aspect of the robotic device. We
compared the proposed robot with other huggable robots and con-
cluded that while a simple appearance with no arms is acceptable,
making the robot look similar to other familiar huggable elements
(like stuffed animals or cushions) can be beneficial to make the robot
appealing to be hugged. For this reason, future work involves work-
ing on the huggable aspect to elicit and support natural hugging be-
havior. The proposed approach using an array of sensors made of
foam could benefit from the addition of an extra layer of cushion be-
tween the case and the sensor to increase the softness.

Regarding the appearance, the caricatured features were found to
be funny and acceptable in general, but the projector’s lamp in one
eye had a strong adverse effect. From this, we plan to relocate the
projector in a different part of the robot. Projected avatars to express
the robot’s affective expressions were clear and effective conveying
information. Moreover, participants perceived the avatars as part of
the robot (as one entity). In the current design, we worked with a
hug-driven change of states, and thus minimal expressions were im-
plemented. Considering that the main benefit of projected avatars is
different information that can be easily displayed, more interaction
rules leading to more expressions are a good starting point for future
works. Before evaluating its effect on remote communication con-
texts, it was necessary to implement a robot based on robust design
criteria to explore which of the characteristics are appropriate for a
social mediator of affective messages. Future work will involve the
use of two identical robots to mediate communication using touch-
based gestures as the input and projected images as the output, in
order to explore its role in enhancing the sense of co-presence com-
pared to traditional telecommunication devices.

For applications for developmental disorders, we initially inves-
tigated how robotic toys are being designed and used in ASD inter-
ventions. We separated them according to two main features: toys
for stimulating behaviors and toys for describing behaviors. We con-
sidered these two characteristics as the primary functions of the pro-
posed system Cololo. The purpose of the study was: (1) to evaluate
how the devices influence children’s turn-taking behavior by com-
paring the effect of two different interaction rules, and (2) to explore
the potential for and the limitations of describing children’s play be-
havior in turn-taking interventions using quantitative data from the
robotic devices. We followed a similar approach to the ones using
multiple robotic toys for turn-taking [23], but it was simplified into a
system using paired devices. The devices work with interaction rules
meant to help children to identify turns, which can be only achieved
by a paired /multiple devices configuration. The approach of using
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paired devices benefits from being able to deliver sensory feedback
based not only on children’s actions but also on the therapist’s ac-
tions. This creates new opportunities for interventions. Then, we
described the hardware characteristics and introduced simple inter-
action rules for facilitating turn-taking behaviors. Four hypotheses
were proposed based on the relationships between the interaction
rules and children’s behaviors related to turn-taking.

The evaluation consisted of a pilot study to observe and decide
which modifications of the previous rule were necessary. This was
followed by an experimental study to compare the effect of the two
modified rules: the two-sided lighting rule and the one-sided light-
ing rule. Moreover, we explored the use of Cololo’s data as an in-
dicator of turn-taking behaviors. Results showed that regarding the
number of manipulations, there was no significant difference between
two-sided lighting and one-side lighting. However, the number of
failed attempts of turn-taking and gaze shifting were reduced in the
sessions with one-sided lighting. These results are related to the in-
creased number of turn-taking instances in sessions with one-sided
lighting. Following this, we evaluated the use of the data from the
toys” manipulation to indicate those exchanges that have a higher
probability of being classified as turn-taking. We obtained an agree-
ment of 0.72 between the human coder and the system. These results
indicate the potential for and limitation of using this approach to de-
scribe children’s play behavior in turn-taking interventions.

This investigation ended with the discussion of the different fac-
tors that affected social signaling when we used paired devices with
visual and haptic cues in minimal communication. By verifying the
three proposed research hypotheses, we found that it is possible to
facilitate social signaling in human-human communication using paired
devices with visual and haptic cues. We observed that even if the
message contains little information (an event happened or not), by
just including it or complementing interaction by it, we could ob-
serve changes in human’s behavior and states. Considering the little
content of the message, this is highly dependent on the context of
the interaction. We conclude that minimal communication is enough
for delivering context and intent, by using paired devices with visual
and haptic cues.
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FIGURE A.1l: Macaron: schematics of the main board.




108 Appendix A. Design of Macaron’s Circuit

L]
—
m
=
k]
Ll
[
Ll
[

H

FIGURE A.2: Macaron’s main board layout: the com-
ponents were distributed on a circular PCB board that
is placed inside a plastic case.
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FIGURE A.3: Schematics and layout for Macaron’s

sensors board: these contain the circuit for the pho-

toreflective sensors, which is wired to the sockets on
the main board.
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Appendix B

Design of Macaron’s Plastic
Case

FIGURE B.1: Schematic of Macaron’s case: it was de-
signed with a piece to support the circuit board, as
well as the six IR sensors.
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FIGURE B.2: Schematic of Macaron’s case: when it is

closed, the biggest hole is used to access to the switch
and the charging port.
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Questionnaires

‘Which diagram represents how close you felt to your partner while watching the movies? (circle your
answer)

OIS LITDIL
> O O

‘What do you think of the method of interaction?

The interaction with my partner was....

1) Unsociable 1 2 3 4 5 6 7 Sociable
2)Verycold 1 2 3 4 567 Very warm

3)Impersonal 1 2 3 4 56 7 Personal

‘While watching the movies, I felt aware of my partner

Strongly disagree 1 2 3 4 5 6 7 Strongly agree

FIGURE C.1: Form QI: the first item is IOS ([83]), the

next three evaluate aspects related to the quality of the

interaction. These questions were used to evaluate an
affective technology for communication [82].
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1 1 think that I would like to use this system frequently
Not at all 1 2 3 4 5 6 7 Very much

2 I would imagine that most people would learn to use this system very quickly
Not at all 1 2 3 4 5 6 7 Very much

3: I think this system would help me to know how my friends and family are feeling
Not at all 1 2 3 4 5 6 7 Very much

4. 1 think this system would help me to feel more connected with people that I am geographically
separated from
Not at all 1 2 3 4 5 6 7 Very much

5% 1 think this system is fun to use
Not at all 1 2 3 4 5 6 7 Very much

6. 1 think this system is useful
Not at all 1 2 3 4 5 6 7 Very much

7 1 think this system would be easy to operate
Not at all 1 2 3 4 5 6 7 Very much

8. 1 think this system would help me to communicate my emotions to friends and family
Not at all 1 2 3 4 5 6 7 Very much

9. I think this system would give me a sense of ambient presence from people that are geographically
distanced
Not at all 1 2 3 4 5 6 7 Very much

10. I would recommend this system to a friend
Not at all 1 2 3 4 5 6 9 Very much

11. 1 could see myself use this system in my everyday life
Not at all 1 2 3 4 5 6 7 Very much

12. 1 think it is easy to understand this system

Not at all 1 2! 3 4 5 6 7 Very much
13. 1 think using this system would affect my mood

Not at all 1 2 3 4 5 6 7 Very much
14. I think this system would contribute to a richer social experience

Not at all 1 2 3 4 5 6 7 Very much
15. 1 think this system is pleasant to use

Not at all 1 2 3 4 5 6 7 Very much

FIGURE C.2: Form Q1: the first item is IOS ([83]), the

next three evaluate aspects related to the quality of the

interaction. These questions were used to evaluate an
affective technology for communication [82].
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Movies for elicitation of
emotions

I Marie Antoniette Jenkins and
PP (2006) Andrewes (2012)
. Jenkins and
Fear Road kill (2001) Andrewes (2012)
. Jenkins and
Sadness Sylvia (2003) Andrewes (2012)
p—— Mr. goes to town Jenkins and
episode (1990) Andrewes (2012)

FIGURE D.1: Films selected from libraries. From left to

right: 1) Targeted emotion, 2) Screenshot of the mate-

rial, 3) Name of the film from which the material was

taken from, 4) Library that contains details of the films
extract.
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500 days of summer

Happiness (2009)
Fear Red eye (2005)
The Shawshank
Sadness Redemption (1994)
Amusement The Hangover (2009)

Bednarski (2012)

Jenkins and
Andrewes (2012)

Bartolini (2011)

Bartolini (2011)

FIGURE D.2: Films selected from libraries. From left to

right: 1) Targeted emotion, 2) Screenshot of the mate-

rial, 3) Name of the film from which the material was

taken from, 4) Library that contains details of the films
extract.
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. Jenkins and
Happiness Deep Blue (2003) Andrewes (2012)
Faar Silence of the lambs Gross and Levenson
(1991) (1995)
My girl (1991) Jenkins and
SEEMESE Andrewes (2012)
Amusement When Harry met  Gross and Levenson
Sally (1989) (1995)

FIGURE D.3: Films selected from libraries. From left to

right: 1) Targeted emotion, 2) Screenshot of the mate-

rial, 3) Name of the film from which the material was

taken from, 4) Library that contains details of the films
extract.
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Targeted segments of data
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FIGURE E.1: Skin temperature data from the targeted
segments of the experiment.
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RELAX HAPPY FEAR SAD AMUSE
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FIGURE E.2: Electrodermal activity data from the tar-
geted segments of the experiment.
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FIGURE E.3: Heart rate data from the targeted seg-

ments of the experiment.
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Appendix F
Exploring pepita

FE1 Questionnaire for Exploring the Design
of Pepita

¢ Page 1: The questionnaire consists of different photos and videos,
and you will be asked to give your impressions. Before starting
please be aware of: (1) In case you do not understand an En-
glish word, please refer to a dictionary to be sure of the mean-
ing before answering, (2) Look at the picture and answer based
on your first impressions, (3) Read all the sentences and instruc-
tions, (4) The entire questionnaire will take approx. 15min.

* Page 2: Consent to participate in the research.
¢ Page 3: Nationality, age, gender.

¢ Page 4: Part 1: This section will introduce different huggable
robots. In other words, a robot that can sense hugging actions.
These robots differ in size, appearance, and shape. You will be
asked to rate them using a scale.

¢ Page 5: Please rate the following statements for each presented
picture. (Photo of 1 of the 4 huggable robots, counterbalanced
order) The robot looks huggable (5 points scale, from strongly
disagree to “strongly agree”). The robot looks easy to hug (5
points scale, from “strongly disagree” to “strongly agree”). The
robot looks appealing to hug (5 points scale, from “strongly dis-
agree” to “strongly agree”).

¢ Page 6: (Photo of 1 of the 4 huggable robots, counterbalanced
order) The robot looks huggable (5 points scale, from strongly
disagree to “strongly agree”). The robot looks easy to hug (5
points scale, from strongly disagree to “strongly agree”). The
robot looks appealing to hug (5 points scale, from strongly dis-
agree to “strongly agree”).

* Page 7: (Photo of 1 of the 4 huggable robots, counterbalanced
order) The robot looks huggable (5 points scale, from “strongly
disagree” to “strongly agree”). The robot looks easy to hug (5
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points scale, from “strongly disagree” to “strongly agree”). The
robot looks appealing to hug (5 points scale, from “strongly dis-
agree” to “strongly agree”).

Page 8: (Photo of 1 of the 4 huggable robots, counterbalanced
order) The robot looks huggable (5 points scale, from “strongly
disagree” to “strongly agree”). The robot looks easy to hug (5
points scale, from “strongly disagree” to “strongly agree”). The
robot looks appealing to hug (5 points scale, from “strongly dis-
agree” to “strongly agree”).

Page 9: When you rated the different huggable robots, how
relevant were these features for your answers? (5 points scale,
from unimportant to extremely important) (1) The shape of the
robot body, (2) Size of the robot body, (3) Weight of the robot
body, (4) Texture of the skin, (5) Softness of the robot body, (6)
Appearance of the robot.

Page 10: Part 2: When interacting with people, robots need to
understand and convey a representation of emotions. In this
section, you will watch four different videos in succession dis-
playing different robot’s expressions. Then, using some photos
as reference, you will be asked to give your general impressions
about them.

Page 11: (video of 1 of the 4 robots displaying facial expression
by a display or with a mechanical face, counterbalanced order).

Page 12: (Photo showing the previous robot’s expressions) Based
on your first impression, please express using the following
scale how acceptable for you is the robot’s expressions of emo-
tions? (5 points scale using emoticons from sad to happy).

Page 13: (video of 1 of the 4 robots displaying facial expression
by a display or with a mechanical face, counterbalanced order).

Page 14: (Photo showing the previous robot’s expressions) Based
on your first impression, express using the following scale how
acceptable for you is the robot’s expressions of emotions? (5
points scale using emoticons from sad to happy).

Page 15: (video of 1 of the 4 robots displaying facial expression
by a display or with a mechanical face, counterbalanced order).

Page 16: (Photo showing the previous robot’s expressions) Based
on your first impression, express using the following scale how
acceptable for you is the robot’s expressions of emotions? (5
points scale using emoticons from sad to happy).

Page 17: (video of 1 of the 4 robots displaying facial expression
by a display or with a mechanical face, counterbalanced order).
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EF2

Page 18: (Photo showing the previous robot’s expressions) Based
on your first impression, express using the following scale how
acceptable for you is the robot’s expressions of emotions? (5
points scale using emoticons from sad to happy).

Page 19: Part 3: In this section, you will be asked to give your
general impression about the social robot companion Pepita.
This robotic device was designed to be placed at home and in-
teract with people in everyday life. (Video of a person interact-
ing with Pepita)

Page 20: (Photo of Pepita) Please express your impressions of
Pepita using the following scale: (7 points scale with 8 items,
from Awful to Nice, from Machinelike to Humanlike, from Ar-
tificial to Lifelike, from Unpleasant to Pleasant, from Fake to
Natural, from Unfriendly to Friendly, from Unconscious to Con-
scious, from Unkind to Kind). This question was followed by
two blank spaces to collect the features of Pepita that positively
and negatively impacted the answers.

Questionnaire for Exploring the Affective
Feedback Using Projected Avatars

Page 1: The questionnaire consists of two sets of two videos
followed by some questions: (1) The videos display Pepita, a
robotic device displaying different visual feedback; (2) Then,
you will be asked about your perception and impressions, (3)
The entire questionnaire will take approx. 10 min.

Page 2: Consent to participate in the research.
Page 3: Nationality, age, gender.
Page 4: Task overview.

Page 5: Case 1: In the following video, the robot is displaying
light color patterns. (You can play this video multiple times)
(Player showing Projector or LED condition, happy or sad. All
the options are counterbalanced)

Page 6: Case 2: In the following video, the robot is displaying
light color patterns. (You can play this video multiple times)
(Player showing Projector or LED condition, happy or sad. All
the options are counterbalanced)

Page 7: Please select the option that reflects your immediate
response to each statement. Do not think too long about each
statement. Make sure you answer every question. (Photo of
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case 1) As a total impression, I consider that the perceived be-
havior of the robot makes reference to the following statements:
Happy-like behavior (5 points scale, from “strongly disagree”
to "strongly agree"). (Photo of case 2) As a total impression, I
consider that the perceived behavior of the robot makes refer-
ence to the following statements: Happy-like behavior (5 points
scale, from strongly disagree to strongly agree).

Page 8: Case 3: In the following video, the robot is displaying
light color patterns. (You can play this video multiple times)
(Player showing Projector or LED condition, happy or sad. All
the options are counterbalanced)

Page 9: Case 4: In the following video, the robot is displaying
light color patterns. (You can play this video multiple times)
(Player showing Projector or LED condition, happy or sad. All
the options are counterbalanced)

Page 11: Please select the option that reflects your immedi-
ate response to each statement. Do not think too long about
each statement. Make sure you answer every question. (Photo
of case 3) As a total impression, I consider that the perceived
behavior of the robot makes reference to the following state-
ments: Happy-like behavior (5 points scale, from “strongly dis-
agree” to “strongly agree”). (Photo of case 4) As a total impres-
sion, I consider that the perceived behavior of the robot makes
reference to the following statements: Happy-like behavior (5
points scale, from strongly disagree to strongly agree).

Page 12: (Photo of Pepita projecting avatars) From the follow-
ing statements, choose the one that most closely reflects your
perception about the robot body interface: (1) I perceive the
robot body interface as two entities: an avatar and a robot. (2)
I perceive the robot body interface as one entity: the robot and
its avatar.
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