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ABSTRACT

This research is a study on menu and palm rejection algorithm for note-taking applica-

tions. The purpose of this research is to expand the choices of menus that can be used

with note-taking applications and to propose practical palm rejection algorithm. This

research proposes three approaches to achieve the purpose and to make closer to smooth

note taking.

The first approach is reconsideration of menu design. From the view point of note-

taking, general linear menus on note-taking applications have drawbacks, one of which

is the difficulty of rapid manipulation without occupying the writing space. To solve

this issue, we developed an arc-shaped menu and compared the menu to general linear

menus that were located on the left of the screen edge. As a result, the manipulation

speed of our menu was faster than that of one of the linear menus that popped up on

the left of the screen edge.

In the second approach, we propose a palm rejection algorithm. Some existing palm

rejection algorithms accidentally remove correct ink strokes. To reduce the frequency of

removing correct ink strokes, we developed a palm rejection algorithm and, conducted an

experiment that found that our algorithm had fewer occurrences of removing correctly

drawn strokes than other applications.

The last approach is, developing a menu invocation method. After conducting an

experiment with regard to menu design, we noticed that menu invocation methods and

invocation positions also have influence on smooth note-taking. In order to propose

a novel menu invocation method, we applied our palm rejection algorithm to invoke

context menus. Our invocation method invokes a context menu when the user lifts the

writing hand from the screen. Then, we compared our invocation method with other

invocation methods used in past research and existing applications, and evaluated which

menu invocation methods are manipulated rapidly and where menus should appear. The

results showed that when the menu position was set at the left edge of the screen, our

menu invocation method was significantly faster than the bezel swipe and long press.
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Chapter.1 Introduction

It was possible to take notes using applications of laptop computer before the tablet

became popular. There were research on how to take notes by means of those ap-

plications [10, 11, 12]. However, with the spread of tablets, the real notebook appli-

cations [1, 13, 14, 15], that is, applications that can take notes by handwriting has

increased.

Such applications have the potential to provide benefits for users. The users of these

applications will be able to take notes by using various useful functions that can usually

be used on computers, such as changing the colors of strokes, or, copy and paste. Because

of such benefits, we expect these applications to begin to be used in classes or meetings.

However, when we use existing note-taking applications, we find some difficulties of use.

To increase the opportunities of using the applications in classes or meetings, we are

sure that the applications need to improve their usability.

1.1 Our viewpoint

To clarify the reasons for difficulties of use, we considered the scenario of using note-

taking applications. Note-taking applications are used within specific scenarios in classes

or meetings.

In the scenario of using a real pen and notebook, when users need to change the

drawing color, they exchange the writing pen with one from a pen case. They want

to be able to switch the writing pens rapidly, because they need concentrate on taking

notes.

In the scenario of using a note-taking application, menus play the same role as the pen

case. A menu is a list of functions displayed on an application. Users need to be able

to switch the writing functions rapidly through menus. Menus should be designed to

appropriately suit the requirement. However, the designs of most menus for note-taking
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applications do not appear to have considered the scenario and the requirement. This

viewpoint is the beginning of our research.

1.1.1 Menu criteria for note-taking applications

There is various research on menus and various handwriting applications. Past re-

search and applications include key factors to improve the usability of note-taking ap-

plications. Therefore, we survey past research and develop criteria that illustrate the

factors that menus for note-taking applications should cover. We evaluate past research

and menus on current handwriting applications from the viewpoint of these criteria.

1.1.2 Menu design for note-taking applications

According to the criteria, we hypothesize that menu design has an influence on rapid

menu manipulation. While taking notes, users should be able to select items on a menu

rapidly because they want to concentrate on what they need to write.

Most traditional applications [16, 17] have their menus placed permanently at ei-

ther side, or the top or bottom edge of the screen. These menus are called permanent

menus [18]. When menus are displayed at all times, they occupy the writing space of the

screen. Tablet devices have a relatively smaller screen than that of a general computer,

and thus, for note-taking applications, it should avert the situations where screens are

occupied by menus.

To set the entire screen as the writing space, context menus, which pop up near a

manipulating finger or stylus, have become one of the solutions for menus for note-taking

applications. Whereas, context menus still have some drawbacks. Their designs are

rectangular, square, or sometimes round. When such context menus pop up, they hinder

the content underneath and may disturb note-taking activity. Furthermore, because of

the finger or stylus, some parts on the menu are hindered, and thus, the selection speed

of items in the hindered part will be delayed.

If the items on the menu can be selected rapidly, then the writing procedure is smooth

and the usability of these applications increases. To achieve rapid menu selection, we

propose the arc menu. The arc menu is an arc-shaped context menu and is intended for

selecting items rapidly. To evaluate the design of the arc menu, we compared it with

general linear menus.
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After the evaluation of the arc menu, we found that there were mainly two other

problems for taking notes using applications: a manner of taking notes and a way of

menu manipulation.

1.1.3 Reducing the occurrence of removing correct ink strokes

When we undertook the experiment of the arc menu, we instructed subjects to write

some characters without putting their hand on the tablet screen. This was because

the experimental application was not equipped with palm rejection. Palm rejection is

a function that allows users to put a palm on the screen while using the note-taking

application. It distinguishes which touches draw strokes and which touches should not

draw strokes.

When users are taking notes by means of a tablet device with a note-taking application

that does not have palm rejection, multi-touch displays compel users to float the hand.

This writing posture is a cause of fatigue [19]. Palm rejection allows users to put their

hand on the screen, which helps to reduce fatigue. Users can take notes using the same

posture that they would adopt when using a real pen and paper notebook. Therefore,

palm rejection is assumed to be important to take notes smoothly.

During our investigation of existing note-taking applications, which are equipped with

palm rejection, we found a strange behavior. When users are writing something on

the screen, some applications remove correct ink strokes, which is counter to the users

intention. Moreover, this occurs after the stroke has been drawn. Users are compelled

to rewrite the removed strokes, and this has a crucial impact when trying to take notes

rapidly. Such an unusual interaction provides to be awkward for users.

Classification between the hand and the pen nib is performed while the hand and the

pen nib are in contact with the screen. The unusual interaction occurs when a touch

point once classified as a pen nib and then the touch point reclassified as a hand while

drawing strokes. Through the adjustment of parameters, it is possible to make it easier

to classify a touch point as a pen nib. If touch points are loosely classified as pen nibs,

there will be a lot of unintentional strokes. Conversely, if touch points are too strictly

classified as pen nibs, strokes may not be drawn correctly or they may be removed

afterward.

To reduce the frequent removal of correct ink strokes after a stroke has been inten-

3



tionally drawn, we developed a palm rejection algorithm, which is a combination of two

logical processes: a machine learning technique and an occlusion area of protection. The

algorithm of the machine learning positively classifies a touch point as a pen nib. Then,

an invisible occlusion area protects against unintentional strokes. The algorithm was

compared with other palm rejection techniques through existing applications.

1.1.4 Approaches for menu invocation and invocation position

The experiment of the arc menu focused on the menu designs, and thus we left menu

invocation methods out of consideration. Whereas, before selecting items from a context

menu, users need to invoke the menu. The invocation speed and the invocation accuracy

are crucial to the usability of note-taking applications. Additionally, menu invocation

positions also affect the usability.

Menus can be invoked in various ways and from various positions. For instance, most

applications adopt long press, which is also called long tap, to pop up context menus.

Although long press is a common way to invoke menus, users need to press a screen

for a certain amount of time, and it is contrary to smooth note taking. Some multi-

touch interaction [2, 20] approaches require users to manipulate complicated gestures,

and users need to change their writing posture. When menus are invoked far from the

writing finger or the writing stylus, it takes time to move the finger or the stylus to

the menu position. Therefore, suitable menu invocation methods and menu invocation

positions should be considered to improve the usability of note-taking applications.

When we developed the palm rejection algorithm, we found that the algorithm can be

applied to menu invocation. Thus we developed a menu invocation method and named

it palm lift invocation (PLI). PLI does not require any specific invocation interaction,

except lifting the manipulating hand. When users want to change functions using menus,

they lift their hand from the touch screen, so that a context menu appears under the

hand. To specify a suitable menu invocation method and menu invocation position, we

developed an experimental application and compared it with several menu invocation

methods and menu invocation positions.
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Menu design
(Chapter 3)

Menu invocation 
and 

menu position 
(Chapter 5)

Palm rejection
(Chapter 4)

The userinterface of note-taking applications

Figure. 1.1: Image of the research coverage and corresponding chapters

1.2 Research questions

For each research point, we asked the following research questions, and we answer

them in each chapter.

1. Does the menu design we propose make smoother the task of taking notes compared

to a general menu design?

2. How can palm rejection reduce the frequency of accidentally removing correct ink

strokes?

3. Which menu invocation methods are manipulated rapidly, and where should menus

appear?

Figure. 1.1 shows the schematic diagram of the research coverage and corresponding

for chapters.

1.3 Purpose of this research

This research covers menu design, the palm rejection algorithm, and the menu invo-

cation method and invocation positions. The purpose of this research is to expand the

choices of menus that can be used with note-taking applications and to propose practical

palm rejection algorithm.
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1.4 Structure of this research

This paper is structured as follows:

In Chapter 1, we introduce the background and purpose of our research.

In Chapter 2, we examine traditional menus and menus that are included in current

applications to discuss which of them are suitable for note-taking applications.

In Chapter 3, we describe the development process of the arc menu and evaluate it.

The experimental processes and methods are revised for the following experiments.

In Chapter 4, we propose a new palm rejection algorithm that reduces the frequency

of removing correct ink strokes. Based on the algorithm, we develop an experimental

application and compare it with other consumer applications.

In Chapter 5, we propose palm lift manipulation (PLM) as a suitable design for natural

menu manipulation for taking notes on tablet devices. Also, we develop an experimental

application with several menu manipulation techniques, including PLM. We conduct two

evaluations: one for menu invocation and the other for the menu position to show the

effectiveness of PLM.

In Chapter 6, we discuss the results and conclude remarks.
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Chapter.2 Related work

2.1 Introduction

The purpose of this chapter is developing criteria that menus for note-taking applica-

tions should satisfy, and discuss which menus satisfy the criteria. To develop the criteria,

we investigate research on past menus, menus of existing handwriting applications, and

touch interactions.

Note-taking applications have been used since tablet devices were introduced. There

is various research on menus, and some menus are considered to be suitable for note-

taking applications. However, it is not clear which menus are suitable for note-taking

applications. We consider that, this is because there are no concrete criteria. Handwrit-

ing applications can be roughly divided into two types. One is applications for drawing

pictures and another is applications for taking notes. Since each purpose is different,

required functions will also be different. When drawing pictures, users do not need to

manipulate quickly, and the menus should be able to load many colors and brush styles.

On the other hand, when taking notes, it is possible to assume that note-taking appli-

cations will be used in classes or meetings, where users need to take notes quickly with

intense concentration. It is not necessary that menus have many colors and brush styles,

but they should be able to be manipulated quickly.

In order to develop the criteria, it is important to consider how any given menu is

manipulated. Most of the research that has been done on menus were operations that

were manipulated through the use of a pointing device rather than by multiple fingers.

However, in a note-taking application using a tablet device, it is conceivable to take

notes using a finger or a stylus, or even manipulate menus with a plurality of fingers.

Furthermore, when we think of specific scenarios such as dotting or making strokes,

some of the interactions like double taps or dragging, may conflict with those actions of

taking notes. Thus, we should take all such scenarios into consideration and investigate

the suitable interactions for menu manipulation.

7



Table. 2.1: Requirements of menus for handwriting applications
Purpose Number of items Rapidity changing items

Artwork Many Not required Many
Note-taking Few Required Few

This chapter is structured as follows: in Section 2.1, we present the necessity to give the

menu criteria for note-taking applications and then, in Section 2.2, we show our criteria,

in Section 2.3, before researching menus, we review touch interactions, in Section 2.4,

we research menu invocation, in Section 2.5, we survey menu selection, in Section 2.6,

we discuss each menu and clarify the suitability for note-taking applications, and in

Section 2.7, we provide conclusions.

2.2 Menu criteria for note-taking applications

In this section, we first classify the purpose of handwriting and the difference in the

screen size. Then, we give the menu criteria for note-taking applications.

2.2.1 Purpose of handwriting

We classify handwriting applications based on their purpose. One purpose is for

creating artwork, while the other is for note-taking.

Menus for artwork applications require various colors, brushes and functions. In the

artwork applications, users frequently change colors and brushes using menus.

By contrast, Kim et al. [21] found that users of note-taking applications in class did not

require many colors, brushes and functions. Note-taking is a complex activity, which

imposes a heavy load on the device’s working memory [22, 23]. While taking notes,

users want to concentrate on what they are writing and do not want to spend time

selecting items from menus. Therefore, the least number of items and functions possible

is required. We summarize the requirements of menus for handwriting applications in

Table 2.1.
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2.2.2 Difference in the screen size

The difference in the screen size on tablet devices affects the usability of the appli-

cation’s menu. Therefore, we need to understand the difference in screen size and its

effect. Recently there are various sizes of tablet devices available. We classify devices

into the following three categories according to their screen size:

Large tablets : have a screen greater than 12 inches. For examples, iPad Pro and

Surface pro 4 are included in them. This type of tablet is suitable for not only

handwritten notes, but also professional uses. Most of these tablets can have an

optional embedded hardware keyboard, thus it can be used as a substitute for PC.

Medium-sized tablets : have an approximately 10 inches screen. For examples, iPad

and Xpedia Z4 are included in them. Medium-sized tablets are the most popu-

lar tablet and are suitable for a variety of uses. However, when compared with

large tablets, the drawing area is small. Therefore, users would feel that it is

unsatisfactory to take notes.

Small tablets : have an approximately 8 inches screen. For example, Nexus 9 is in-

cluded in them. Because of the small screen size, some works that require a wider

screen size are not be suitable for this type of tablet. By contrast, these tablets

are rather utilized for browsing websites or using social network services because

of the handy but limited screen size.

For modern applications on tablet devices, most menus are set at either side, or the

top or bottom of the screen. When menus appear all the time, they occupy a certain

writing space on the screen. Users can accidentally touch menus with their hands or

fingers when they put their hands or fingers on the screen. Typically, small tablets are

influenced by the occupation problem. Nishimura et al. [24] showed the minimum size

of buttons for touch devices that are manipulated by fingers. The minimum size show

that menus and buttons should have enough sizes even if the screen size is small.

On the other hand, large tablets have less influence for the occupation problem, be-

cause it can have relatively larger writing space. However, users sometimes have to

move their hands to the menu from the current writing position and return them to the

menu again because of the largeness. Users often repeat this behavior whenever they
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change colors, pen weights or other tools from the menu. This series of time-consuming

activities is called “tool palette round trips [6].”

Medium-sized tablets are influenced by both occupation and tool palette round trips;

however, the degree of influence of occupation is less than that one for smaller tablets

and the degree of influence of tool palette round trips is less than that one for large

tablets.

2.2.3 Problems and drawbacks

When menus are set at either the left, right, top or bottom of the screen, the occupation

problem and the “tool palette round trips” influence to the menu manipulation. If there

is a button for the purpose of controlling the visibility of menus, then this compensates

for the occupation of menus and/or reducing the accidental menu touches; however,

more time is required to select menu items.

Introducing context menus solves the problems. Rather than appearing at the edge

of the screen, context menus pop-up near a manipulating finger or stylus. When users

select items from a context menu, the menu disappears and does not occupy the space.

However, context menus also have some drawbacks, which occur in the process of touch

interactions through the context menus. Most typical touch interactions are already

assigned as writing activities rather than menu invocation. Additionally, when a pop-up

menu hides the content underneath, and disturbs note-taking activity. Furthermore,

because of finger or stylus manipulation, a user’s hand or fingers tend to hinder some

items on the menu. The last two drawbacks typically influence the note-taking activity

when users operate small or medium-sized tablets.

To clarify the problems and drawbacks, we list the following qualitative criteria that

the menus of note-taking applications to be satisfied:

1. Menu invocation should not conflict with note-taking activity.

2. The more efficient menu invocation is, the better it is.

3. The faster menu selection is, the better it is.

4. All items on menus should be recognized at a glance.

5. Note-taking activity should not be disturbed by menus and their manipulation.
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6. Menus should not occupy the writing space.

Criteria 1 and 2 are for menu invocation. Criteria 3 and 4 are for menu selection.

Criteria 5 and 6 influence note-taking activity.

2.3 Touch interactions

In this section, we first briefly look back on the transitions of user interfaces. Second,

we clarify the difference between an active stylus and passive stylus. Third, we briefly

classify touch interaction. Fourth, we show the relation of touch interaction and active

stylus interaction. Then, we discuss the difficulty of distinguishing between intended

touches and unintended touches.

2.3.1 The transitions of user interfaces

Currently, most standard operating systems provide the graphical user interface (GUI).

Before appearing the GUI, people needed to use a character user interface (CUI), and

it was difficult to novice users. One of the first personal computers (PCs) that had the

GUI was the Xerox Alto and it was designed during early 1973. The Xerox Alto had

the GUI, keyboard and pointing device [25]. Xerox Star, Apple Lisa and Macintosh OS

were early computers which have menu systems [26, 18]. Gradually, people were getting

used to using PCs. After a time, a touch interface appeared. We did not think that the

touch interface spread to the general public, however, once Apple’s iPhone was released,

a multi-touch interface became popular. Furthermore, iPad and other tablet devices

extended the capability of the multi-touch interface.

2.3.2 Active stylus and passive stylus

Currently tablet devices embed multi-touch interface. Most people manipulate appli-

cations by fingers, however, in note-taking applications, the point to be especially taken

into consideration is that a stylus is frequently used. There are several types of styluses,

of which two types this paper covers. One is a passive capacitive stylus, which we simply

call a stylus. These styluses typically have a large tip made of rubber and work in the

same manner as finger touches.
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The other type is an active stylus. Active styluses include electronic components and

allow users to write directly onto a touch screen. Electromagnetic induction enables the

sensing of pen pressure and tilt. Some active styluses have input buttons. Therefore,

active styluses enable users to have various interactions. However, an active stylus is

generally larger than a passive capacitive stylus, and tends to be expensive.

2.3.3 Classification of touch interactions

We consulted the following guidelines: Apple iOS Human Interface Guidelines (Ap-

ple iOS HIG) [27], Google Material Design (Google MT) [28] and Microsoft Universal

Windows Platform touch interactions (MS UWP) [29]. There are small differences of

some interaction names in mentioned guidelines. For instance, Apple and Microsoft use

“tap,” while Google uses “touch.” We mainly use the simplest keywords from Apple iOS

HIG in this paper. As an exception, we use “long press” rather than “touch & hold”

because “long press” is more appropriate as the expression of the touch interaction.

From the guidelines, we consider touch interactions in Table 2.2 that are available on

most tablets and familiar to tablet users. We classified those common interactions as

standard touch interactions (STIs).

Whereas, the other interactions are classified as custom touch interactions (CTIs).

CTIs include multi-touch interactions and the combination of two or more touch inter-

actions. We add active stylus manipulation into the set of CTIs.

2.3.4 Variation of CTIs

Although CTIs are unfamiliar, they, which are regarded as extensions of the multi-

touch interactions, have widely expanded the purpose of manipulation. Harrison et al.

[30] proposed unique CTIs that were inspired by the manipulation of physical tools from

the real world, such as a tape measure, a rubber eraser etc. They simulated the way

of using those physical tools and attempted to simplify difficult touch interactions. We

can also use both hands for manipulation [31, 32].

Novel multi-touch interactions based on recognition of hand gestures have been pro-

posed in the field of multi-touch tabletop devices [33, 34, 35, 36, 37]. Most research

focuses on how to distinguish hands on large screens, and how to display and manip-

ulate menus near the hand positions. However, it may not be feasible to adopt them
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Table. 2.2: The names of STIs by each guideline and the descriptions

Apple iOS HIG Google MT MS UWP Description

Tap Touch Tap lightly hitting a screen with a finger or sty-
lus

Double tap Double touch - to tap twice quickly
- Double touch drag - a combination of double tap and drag, to

keep a finger or stylus on a screen after
the last tap and drag

Drag Drag Slide to move a finger or stylus while keeping
the finger or stylus on the screen

Flick Fling Slide to move a finger or stylus with a short sud-
den movement on a screen

Swipe Swipe Swipe to slide a finger or stylus quickly on a
screen

Touch & hold Long press Press & hold to press a screen and hold for an arbitrary
amount of time

- Long press drag - a combination of long press and drag
Pinch in/out Pinch open /

closed
Pinch / stretch to place two fingers on a screen and move

them together or apart to make an object
on the screen appear smaller or larger

- Rotate Turn to place two fingers on a screen and turn
them together

for menu manipulation on note-taking applications. Because for the tablet devices the

whole screen will be used and, it is inefficient to spread hands to manipulate the menu

while holding a stylus and writing letters or figures.

Active stylus interaction and pressure sensitive interaction are currently available for

some touch devices. Combinations of multiple touches and stylus manipulation have

also been proposed [38, 39, 40, 31]. Yang et al. [41] proposed pen-based user interfaces

and showed five mode switching techniques:

• press barrel button

• press and hold

• use non-preferred hand

• pressure-based mode switching

• use the eraser end of the pen
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These techniques are proposed as mode switching techniques rather than menu ma-

nipulation, though we can manipulate menus by means of these techniques. Users are

very familiar with using pens, and therefore, stylus manipulation is intuitive for most

users. A negative point regarding use of an active stylus is that, for most tablet devices,

it is optional and is still expensive.

2.3.5 Intended touches and unintended touches

CTI does not only have advantages; it especially has negative influence for handwriting

applications as well as multi-touch interfaces. When a user tries to write something on a

tablet using a general handwriting application, multi-touch interaction compels the user

to float the hand above the screen to avoid accidental inking. Because this unnatural

way of writing produces difficulties for handwriting applications [19], a function called

“palm rejection ” is crucial. Palm rejection is a function that distinguishes intended

touches from unintended touches, and prevents accidental inking [42].

Generally, there are two approaches to avoid accidental inking: one is to positively use

various functions that are embedded into hardware, such as using an active stylus, which

is distinguished as a specific touch from other general finger touches. The second ap-

proach is to focus on multi-touch interaction itself, and solve the problem using software

algorithms, which does not depend on specific hardware or devices. Current capacitive

touch devices can correctly receive all touches through the use of software algorithms;

however, they still have difficulty in distinguishing which touches are intended.

We implemented several approaches for palm rejection using software algorithms. One

well-known approach is to prepare a specific region in which applications ignore all

touches. This approach allows a user to put and/or place the hand on that region of the

screen. All touches outside that region are recognized as intended touches, so that ink

strokes are made there.

Although this is a simple and reliable solution [43], users need to decide the position

of the specific region manually according to where they want to write.

Daniel et al. [44] presented how to handle the occlusion area of a palm, forearm and

pen nib while using a tablet device. They shows that using a scalable circle and pivoting

rectangle can distinguish the pen nib from a palm or forearm.

Schwarz et al. [45] proposed a novel solution using spatiotemporal touch features.
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Every 50 ms up to 500 ms, their method iteratively votes on whether all touches are

intended or unintended using a decision tree, which is a kind of machine learning tech-

nique. Their solution is currently the basis of palm rejection.

Using specific active styluses to prevent unintended touches is also a feasible approach.

Annett et al. [46, 42] considered the problem of classification speed for spatiotemporal

touch features, and emphasized the effectiveness of distinction when using active styluses.

Whether using software algorithms or active styluses to distinguish unintended touches,

palm rejection is one of important issues for handwriting applications.

2.4 Menu invocation

In this section, we describe menu invocation methods using STIs and CTIs.

2.4.1 STIs for menu invocation

Particularly while taking notes using note-taking applications, we assume that it is

difficult to make use of most STIs for menu invocation. To clarify our assumption, we

investigate and discuss general applications.

Investigation

In general applications on smartphones or tablets, double tap is commonly assigned to

invoking context menus. Also, we often use long press to invoke context menus. Bamboo

Paper, which is a handwriting application for the iPad, has the long press operation to

invoke context menus [1]. Figure 2.1 shows the context menu of Bamboo Paper.

WriteOn INKredible [47] is an application that incorporates an interaction, which is

swiping from a bezel of a screen, to invoke menus. The interaction is especially named

bezel swipe. Users of INKredible invoke a menu by bezel swipe from both sides of the

screen.

Discussion

In order to discuss which STIs are reasonable for menu invocation, we clarify what

actions are needed for taking notes. Writing requires two basic actions. One is drawing

strokes, and another is making dots.
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Figure. 2.1: Context menu of Bamboo Paper [1]

While using a note-taking application, users drag a screen by their figure or a stylus

to draw a stroke. To brush with a short stroke, they swipe or flick the screen. To make

a dot, they tap the screen. To make two dots, they tap the screen two times. These

STIs have already been assigned to the basic writing actions, and hence, they conflict

with some parts of writing characters. Figure 2.2 shows the image of STIs with the

corresponding basic writing actions and the conflicting part in characters.

Zooming in/out an art board and turning the art board are not writing actions, though,

they are basic manipulations for note taking. Pinch in/out are generally assigned to

zooming in/out on an art board. Turn is generally assigned to turning an art board.

Figure 2.3 shows the image of STIs with the corresponding basic manipulations.

If we assign one of these STIs to menu invocation, then, menu invocation will conflict

with the corresponding basic actions or manipulations. For instance, if we assign the

tap interaction to menu invocation, it conflicts with making a dot. In this case, an

application will not be able to distinguish between invoking menus or making a dot.

And hence, we cannot assign these STIs to menu invocation.

Although long press is inconsistent with our criterion 2, it is a reasonable interaction

for menu invocation by process of elimination. Bezel swipe is also reasonable for menu

invocation. The application can distinguish between a bezel swipe interaction and an

ordinary swipe interaction. Thus bezel swipe does not conflict with a writing action.
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Figure. 2.2: The image of STIs with the corresponding basic writing actions and conflicting part
in characters

The negative point of bezel swipe is that users are required to move their finger or a

stylus to the edge of the screen. This is inconsistent with our criterion 5.

2.4.2 CTIs for menu invocation

CTIs are more abundant in variation than STIs and therefore, are potential candidates

for menu invocation in note-taking applications.

17



Figure. 2.3: The image of STIs with the corresponding basic manipulations

Investigation

Lepinski et al. proposed menu invocation method for a touch screen with multi-touch

interaction [2] called the multi-touch marking menu (MMM), which is an enhanced

menu of the “marking menu” [7], where touch screen apparatus recognizes how many

fingers touch the screen and how the fingers are ordered. Some combination patterns

of the number and order of touched fingers can be used as instructions for operations,

each instruction of which is assigned to a specific menu. Each code is assigned to a

specific menu. For instance, an instruction with a thumb and middle finger corresponds

to a menu for changing color, and an instruction with a middle finger and little finger

corresponds to a menu for changing the pen weight. Figure 2.4 illustrates the use of

MMM.

Wagner et al. proposed bimanual interactions for hand-held tablets [20]. They focused

on users who hold tablets with a non-dominant hand. We normally operate tablet devices

with a dominant hand, whereas the non-dominant hand is often used to hold the device.

The idea of their approach was to add small shortcut buttons near the holding hand. The

interactions can also be applied to menu invocation. Kurtenbach et al. [48] proposed

bimanual interactions for menu manipulation that was manipulated through customized

input devices rather than touch devices.

Similar menus called HandMark Menus are preposed by Uddin et al [3]. They propose
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Figure. 2.4: Multi-touch marking menu [2]

two types of HandMark Menus, one is named HandMark-Finger and another is named

HandMark-Multi. HandMark-Finger invokes subdivided menus between each finger.

HandMark-Multi invokes larger grid menu between thumb and index finger. To invoke

menus, the five fingers of the left or right hand are required to touch down the tabletop

device. When users use HandMark-Finger, they need to spread the hand to provide

space between the fingers. Figure 2.5 shows HandMark-Finger.

Figure. 2.5: Making a selection with HandMark-Finger [3]

There are other approaches [49, 50] in which sensors are embedded into the barrel,
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although they are not used for menu invocation. It is possible to make use of those

functions with customized styluses for menu invocation.

Discussion

CTIs tend to require relatively complicated manipulation and need a certain manip-

ulation time, and hence, they are inconsistent with criterion 2. It is unlikely that CTIs

conflict with note-taking activity. However, if multi-touch interactions are assigned to a

menu invocation function for an application which equips palm rejection, multi-touch in-

teractions will be recognized as unintended touches. Therefore, multi-touch interactions

are not suitable options to menu invocation.

Active stylus interactions do not conflict with any other note-taking activity.

2.5 Menu selection

For general PCs, we use pointing devices, and are accustomed to selecting items by

clicking it. For touch devices, we select menus using our fingers or a stylus. The dif-

ferences affect the menu selection methods and also influence menu design. Researchers

have recognized the differences of them and have been attempting to adjust the design

of touch interactions.

First, we survey the menu selection methods using STIs, including pointing devices.

Then, we describe the menu selection methods using CTIs.

2.5.1 STIs for menu selection

Menu selection methods have been researched since the beginning of GUI development[51,

52, 53, 54]. Most menus with the methods have been manipulated using pointing de-

vices, which we can adopt in STIs. We focus more on handwriting and menus can be

used on tablet devices, and discuss these menus.

Investigation

Traditional linear menus list all items from the top to the bottom of the window, and

the selection speed for each item is unequal. To equalize the selection speed, Hopkins et
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al. designed a unique round menu called the “pie menu” [4]. This menu pops up around

the tip of a pointing device. Because the menus is round, each item is located at the

same distance from the pointing device, and thus, can be selected with equal rapidity.

Items on the menu are selected by dragging a mouse and releasing the mouse button.

However, they conducted experiments using a pen-shaped pointing device rather than

touch interaction. Figure 2.6 shows the pie menu.

Figure. 2.6: Pie menu [4]

The pie menu has had a great influence on other research, and a large number of menus

derived from it have been developed [55, 56, 57, 58], for example, the “occlusion-aware

menu” by Brandl et al. [5]. The occlusion-aware menu was designed for large digital

tabletops; however, the concept of the menu can be applied to tablet devices. The main

concept of the menu is that of taking hand-occlusion areas into account. When a user

holds a special stylus, both positions of the stylus and hand are recognized by its system.

Then a round menu with items placed only in areas that are not occluded by the hand

appears. The angle and position of the occluded area are adjustable. Items on the menu

are selected using STIs. Figure 2.7 shows the occlusion-aware menu.

Generally, round menus, such as the pie menu, have two advantages. One is the

selection speed. When the pie menu pops up, the pointing device has equal distance

to each item. Because the menu is round, users can select items rapidly with small

movements, whereas a traditional linear menu lists the items in a line, and some of them

are located far from the pointer, such as the items at the bottom of the line, which take
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Figure. 2.7: Occlusion-aware menu[5]

more time to be selected according to Fitts’s law [59]. Hopkins et al. compared the

pie menu with the linear menu and indicated the advantage of the pie menu. Another

advantage of round menus is to save space. Because of the small design derived from

roundness and popping up on demand, these menus do not occupy a certain space in a

screen.

The disadvantage is the limited number of items; because of the design, it is difficult

to include many items in the menu. The maximum number of items for round menus

is eight. For instance, there are more than 20 items in the File tab on the menu bar

of Mac OS X. Practically, the maximum number that we can normally remember at a

glance is approximately seven [60].

Fitzmaurice et al. [6] designed an applicable menu specifically for a handwriting

application on a tablet device called the “ tracking menu.” Figure 2.8 shows tracking

menu in a pen-based environment. Although the selection method is to simply touch

items with a pen nib, the tracking menu has a unique characteristic user interface. The

menu has an edge around itself, and when a cursor that is within the boundary touches

the edge from inside the menu, the menu moves to keep it under the cursor. This

interaction enables the menu to track the cursor and stay close to the writing stylus.

The marking menu, which Kurtenbach et al. [7] designed, also has unique selection

methods. There are two selection modes: novice mode and expert mode. When a novice

clicks a screen, the menu appears a short time later. Then, the novice drags the cursor

and selects one of the items on the menu. However, an expert manipulates the device

without showing the menu; the expert already remembers the location of each item.

And therefore, when the expert selects items, through rapidly drags in the direction

corresponding to the target item. Marking menu items are selected using dragging
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Figure. 2.8: Tracking menu [6]

directions. Figure 2.9 shows the marking menu.

Figure. 2.9: Marking menu [7]

The marking menu has a hierarchical structure. Once a user selects one of items from

the menu including a sub-menu, the user needs to drag the cursor in another direction

to select the item on the sub-menu. The name “marking” comes from this manipulation.

Although the selection speed from sub-menus is slower than that from non-hierarchical

menus, the hierarchical structure enables each menu to have more items than those

in non-hierarchical menus. Notice that maximum number of items on one menu is

eight, whereas the maximum number of sub-menus within a hierarchical structure is two
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[61]. More items or more menus cause inaccurate operations. The marking menu was

continuously researched [62] and has also given a remarkable influence on other menu

approaches [63, 64, 65, 66, 67, 68].

One of the unique menus derived from the marking menu, is the “flower menu.” Bailly

et la. [8], which invented this novel menu, mentioned that the flower menu makes it

possible to put many items at each menu level. The key point is that they introduced

curved gestures into menu selection. The flower menu has marking directions vertically

and horizontally, each of which is curved and branched. This characteristic selection

method enables each menu to have more items without sub-menus. A single flower

menu can theoretically contain a maximum of 56 items. Figure 2.10 shows the flower

menu.

Figure. 2.10: Flower menu [8]

The advantages of the marking menu and other derivative menus are rapidity and the

number of items. In particular, expert mode makes a significant contribution to the

rapidity of manipulation. The unique design enables the menu to contain a sufficient

number of items.

Discussion

The marking menu and other derivative menus have expert mode. Expert mode

enables users to select items rapidly; however, in terms of note-taking applications, it is
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difficult to use expert mode as menus because there are no graphical menus and users

cannot distinguish menu selection from general application use.

The occlusion-aware menu takes into consideration touch interaction. The tracking

menu is designed typically for handwriting applications, and hence it is also necessary

to consider how the menu will be used. Therefore, these menus are feasible options as

menus for note-taking applications.

2.5.2 CTIs for menu selection

CTIs can be assigned to menu selection. We investigate trials of CTIs for menu

selection.

Investigation

There are menu selection methods using multi-touch interaction [69, 70, 71, 72].

Banovic et al. developed the uni-manual multi-finger pie menu (UMPM) [9]. Figure 2.11

shows the UMPM.

Figure. 2.11: Uni-manual multi-finger pie menu [9]

Roudaut et al. proposed the “RollMark menu” for handheld devices [73]. To select

items, users roll a thumb on a touch device. Although this interaction may be useful
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for devices that are mainly manipulated by a thumb, it is not suitable for note-taking

applications because note-taking activity is disturbed by this interaction.

The “layer pie menu” by Xianghi et al. [74] and “tilt menu” by Tian et al. [75] are pen-

based interactions. The layer pie menu has four layers at most, and can set more items

than the original pie menu. The menu is operated using a specific pen-based computer

that can detect pen pressure, and each layer is switched by the pressure. Items on the

layers are selected using flick interactions after adding pen pressure. The tilt menu also

depends on a specialized active stylus, which can detect three-dimensional orientation

information. Tilt menu items can be selected by tilting the stylus.

There are other unique approaches [76, 77] that using 3D sensors to distinguish the

hand movements and apply the movements to menu operations. Whereas these ap-

proaches require additional sensor equipment such as camera devices and hence, they

are not feasible to be used in scenarios of classes or meetings.

Discussion

As mentioned, CTIs require complicated manipulation, and for the same reason, multi-

touch interactions for menu invocation may disturb note-taking activity and take a

certain amount of time. Thus, criteria 5 and 3 are not satisfied. The RollMark menu

has a unique menu selection method, which is a roll of a thumb on a touch device. It

might be useful for small smartphones that are mainly manipulated by thumbs, but is

not suitable for menu selection for note-taking applications on tablet devices.

Using pen pressure for menu selection also needs a certain time, whereas using pen

tilt interaction may be feasible because it does not take time and does not conflict with

the note-taking activity.

2.6 Evaluation

We evaluated the following representative items with our criteria in order to clarify

the suitability for note-taking applications.

• The context menu of Bamboo Paper (BAMBOO)

• The context menu of INKredible (INKredible)
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• Marking menu

• Pie menu

• Tracking menu

• MMM

• Occlusion-aware menu

• UMPM

The results are listed in Table 2.3. “◦” indicates that the menu satisfied the criterion,

whereas “7” indicates that it did not. Some menus could not be evaluated for specific

criteria that were relevant to menu invocation, and we indicated this with a “-” mark in

the criteria column.

Table. 2.3: Evaluation of STIs and CTIs for menu manipulation

Menu STI/CTI
Criteria

1 2 3 4 5 6

BAMBOO STI ◦ 7 ◦ 7 7 ◦
INKredible STI ◦ ◦ ◦ ◦ 7 ◦

Marking Menu STI - - ◦ 7 7 ◦
Pie Menu STI - - ◦ 7 7 ◦

Tracking Menu STI - - ◦ ◦ 7 ◦
MMM CTI ◦ 7 7 ◦ 7 ◦

Occlusion-Aware Menu CTI ◦ ◦ ◦ ◦ 7 ◦
UMPM CTI - - 7 ◦ 7 ◦

Criteria: 1 Menu invocation should not conflict with note-taking activity.
2 The more efficient menu invocation is, the better it is. 3 The faster menu
selection is, the better it is. 4 All items on menus should be recognized at
a glance. 5 Note-taking activity should not be disturbed by menus and
their manipulation. 6 Menus should not occupy the writing space.

BAMBOO assigns long press to menu invocation and, it takes time to invoke menus.

When the context menu pops up, it covers contents underneath and disturbs note-taking

activities. Therefore, BAMBOO does not satisfy criteria 2, 4 and 5.

While users are taking notes and want to invoke menus by INKredible, they need to

move their hand to the edge of the screen. “Tool palette round trips” require a certain
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amount of time to invoke menus, and hence, INKredible does not satisfy criterion 5.

When users invoke marking menu as a novice mode, the menu spreads out in all

directions and covers the contents underneath. Furthermore, a manipulating finger or

stylus will cover the items. Hence, marking menu does not satisfy criteria 4 and 5.

Because of the same reasons as marking menu, pie menu also fails to satisfy criteria 4

and 5.

When users use tracking menu, they can move the menu manually and, the distance

of “tool palette round trips” will shorten. However, considering the frequency of moving

the menu manually for note-taking applications, it will disturb the smoothness of note-

taking activities. Thus, tracking menu does not satisfy criterion 5.

MMM assigns multi-touch interaction to menu invocation. Although the interaction

does not conflict with drawing actions, users need to change their manipulating hand

posture, and as a result, it takes time to invoke menus. In order to select items, users need

to move touching fingers simultaneously in the same direction. Taking the scenario of

note-taking by an application into consideration, the way of menu invocation and menu

selection will disturb the smoothness of the note-taking activity. Therefore, MMM does

not satisfy criteria 2, 3 and 5.

Occlusion-Aware Menu equips an arc shaped menu, though the center is not hollow,

and the gesture area provided covers the contents underneath, hence, criterion 5 is not

satisfied.

2.7 Conclusion

In this chapter, we investigated touch interactions, menu invocation and menu selec-

tion. We developed qualitative criteria for menus of note-taking applications. Then we

followed the criteria and clarified which menus in research or applications are suitable

for note-taking applications. Investigations and discussions in this chapter contribute to

more deeply understanding menus and help to develop menus for note-taking applica-

tions.
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Chapter.3 Arc menus for note-taking
applications

3.1 Introduction

We consider the scenario of taking notes using applications, where note-taking occurs

in classes or meetings. In this scenario, users concentrate on what they need to write.

Under the situation of concentration, the entire activity of taking notes, which includes

menu manipulation, requires rapidity. Therefore, the application menu should allow

rapid manipulation. Furthermore, because the size of the display of tablet devices is

smaller than that of paper notes, users require as much writing space as possible to take

notes.

We surveyed the menus of traditional applications including note-taking applications.

We found that most existing applications constantly set a linear menu at either the

upper, lower, left, or right side of the screen. However, to take notes, that position

of menu mainly causes two problems. The first problem is called “tool palette round

trips [6],” in which application users need to move a hand to the menu from the writing

position, and after having selected an item from the menu, they need to return their

hand to the original position. The series of activity would need to be done iteratively,

and thus the activity would disturb rapid manipulation. The second problem is caused

by the occupation by the menu of the screen; an area of the display is occupied by the

menu itself, so the writing space is reduced.

The context menu is one of the solutions for cited problems. Context menus pop up

near the manipulating finger or stylus so that items on the menus can be selected rapidly.

Context menus pop up only when they are needed, and hence they do not occupy the

screen the entire time.

However, in the case of note-taking applications, it is thought that when a context

menu is displayed, it causes two problems. First, when the context menu is displayed,

the contents written under it are obscured and disappear. It is also conceivable that
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a part of the menu is hidden by a finger or a stylus that is operating the tablet, and

compared with other items on the menu, thus, hidden items are late to be selected.

The purpose of this chapter is to clarify whether or not the menu design we propose

makes smoother the task of taking notes, as compared to a general menu. To evaluate

our menu design, we design the “arc menu.” The arc menu is an arc-shaped context

menu that pops up near a manipulating finger. As a general menu to be compared,

we selected linear menus, which are widely used and are adopted in many applications.

Then, we compare the manipulation times of the arc menu with the manipulation times

of the linear menu displayed at the left end of the display.

The rest of this chapter is structured as follows. In Section 3.2, we describe related

work. In Section 3.3, we explain the design process and provide a detailed account of

the arc menu. In Section 3.4, we describe the experiments. In Section 3.5, we present

our results. In Section 3.6, we discuss the results of the experiment and review our

experimental techniques. In Section 3.7, we provide conclusions.

3.2 Related work

For ordinary linear menus, items farther away from a cursor are more cumbersome to

choose and the action is delayed due to distance. Hopkins et al. designed a unique round

context menu called the “pie menu [4],” for which items appear around the cursor. The

pie menu enables users to select items with very short movements of the mouse cursor.

All items on the pie menu can be selected at a uniform speed.

In general applications, menus should be able to contain many items. However, be-

cause the pie menu is a circular design, it can only contain at most 8 items. This is

a drawback of the pie menu, and to overcome this drawback, other menus such as a

“marking menu [7]” or a “layer pie menu [74]” were proposed.

On the other hand, in terms of note-taking applications, a number of items are not

necessarily required. Kim et al. [21] investigated the requirements for electronic note-

taking systems. They found that students want to have simple and quick note-taking

systems rather than many optional functions that disturb the basic task of note-taking.

Therefore, it seems that the pie menu is suitable for note-taking applications. That

said, we recognize that there are two other drawbacks of the pie menu for note-taking

by manipulating a finger or stylus. One problem is that when the pie menu pops up,
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it covers the content underneath. The other problem is that the manipulating finger or

stylus hinders part of the menu and some items cannot be seen by the user.

Brandl et al. [5] proposed the “occlusion-aware menu,” which is one of the menus

derived from the pie menu. The occlusion-aware menu is designed to be used by a stylus

on a large touch screen board on a desk. This menu has an arc-shaped design with items

placed only in areas that are not occluded by the hand. The menu can be determined

by a system that tracks the position of the hand or the position of the stylus, and can

adjust the angle of the occlusion area to the hand.

3.3 Arc menu

While considering a new menu design for note-taking applications, we set the basic

design concepts of the menu as follows:

• Users can take notes efficiently using the menu.

• The note-taking area should be as wide as possible.

• The menu should not hide written content.

Based on these concepts, we designed the “arc menu,” which has an arc-shaped design

and appears dynamically near a manipulating finger. Thus, when users are taking notes,

the arc menu is not shown on the screen. There are two important factors for the

characteristics of the arc-shaped design. One is that the menu avoids covering the

content underneath or near the finger. Another is that the menu avoids being covered

by the hand so that all items on the menu can be clearly recognized at a glance.

We develop a handwriting application using JavaScript and HTML. The application

runs as a web application so that most tablet devices connected to the Internet can run

the application.

3.3.1 Prototype of the arc menu

Following our concepts, we develop a prototype of the arc menu, which had a gradual

arc shape. Figure 3.2 shows the prototype of the arc menu.

The prototype of the arc menu has the following functions: “undo,” “redo,” “red,”

“blue,” “black,” “green,” “highlight marker,” “normal marker,” “thick line,” “thin line”
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Figure. 3.1: Image for the subjects to draw

and “eraser.” Additionally, “remove menu” and “handle” are added at the top of the

menu, where “remove menu” hides the menu and “handle” moves the menu. The other

icons on the menu were dummies and did not work.

Preliminary experiment

To confirm the usability of the prototype of the arc menu and to obtain feedback, we

conduct a preliminary experiment.

There are four subjects in the preliminary experiment: three males and one female,

all aged from 30 to 50 years old. Three subjects are right-handed, and one subject is

left-handed. They use an iPad as a tablet device.

We show them an image to draw. Figure 3.1 shows the image for the subjects to draw.

There are three types of shape, squares, circles and triangles, and each is colored

white, red, blue or green.

Each picture has arrows so that the subjects can follow the given order to complete

the drawing. We instruct the subjects to draw the picture using two types of menus:

the prototype of the arc menu and a menu called the two-column linear menu (TCLM).
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Figure 3.3 shows the image of the TCLM.

Figure. 3.2: Prototype of the arc menu Figure. 3.3: The two-column linear menu

The TCLM is set on the left-hand side of the screen. The TCLM cannot be moved

and is displayed on the screen permanently.

Each of the menus has two columns. The height and the width of each item are set

in a same size. To invoke the arc menu, subjects need to double tap the screen. Then,

the arc menu is displayed in the double tap position.

After a briefing the subjects on the preliminary experiment and its purpose, they

spend approximately 10 minutes on a practice trial to become accustomed to the tablet

device and the two types of menus. The prototype application records all of the drawing

processes and the time for the following actions:

1. leaving a finger after drawing a stroke

2. invoking the menu

3. selecting an item from the menu

4. putting a finger down to draw a new stroke

Results of the preliminary experiment

After the preliminary experiment, we evaluated the recorded data and calculated the

set of actions to obtain average scores for each menu.

The arc menu appears near the finger, and the distance between the writing point and

items are always the same. Although the TCLM is positioned at the same location, the
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distance between the writing position and items is not constant, and is mostly further

than the distance for the arc menu. Thus, we expected that the arc menu would be

manipulated faster than the TCLM. However, all the subjects produced the opposite

results; the manipulation speed of the TCLM was faster than that of the arc menu.

Evaluation of the preliminary experiment

We conducted a group discussion and found the causes for the delay in using the arc

menu. One reason was that the TCLM was shown all the time in the same location, so

it was easier to remember where the items were. The arc menu was only shown using

the double tap, and accordingly, it was more difficult to remember the items’ positions.

Fourteen items were on each menu and this was too many for the subjects to remember

all of them.

Another reason for the slowness of the arc menu manipulation was the lack of usability.

After choosing an item, the arc menu disappeared after subjects tapped a white space,

otherwise, without doing so, the arc menu would stay in the same position.

The subjects commented that this was really stressful because sometimes the arc

menu was in the place where they wanted to start drawing and they needed to remove

it. Although the arc menu had items that enabled it to move and remove itself, the

subjects wanted to remove the menu after choosing the color or line weight, so that they

could continue writing smoothly.

Additionally, we found that the double tap for menu invocation took time, and the

double tap was difficult for users who were not familiar with tablet devices.

3.3.2 Basic design of the arc menu

According to feedback from the prototype, we design a simpler arc menu. Figure 3.4

shows the image of the arc menu.

The prototype had 14 items; however, we reduce the number to eight. It has the

following functions: “undo,” “redo,” “red,” “blue,” “black,” “green,” and “white as an

eraser.” Additionally, there is a half-sized “remove menu” button. When subjects select

items (other than the undo and redo buttons), the menu disappear so that subjects can

easily restart writing regardless of the new stroke location. When a user is left-handed,
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Figure. 3.4: Image of the arc menu Figure. 3.5: Image of the PopupLM and LM

the angle of the arc menu adjusts to be on the opposite side. Figure 3.6 shows the image

of the writing process using the arc menu.

Figure. 3.6: Writing process using the arc menu

3.4 Experiment for the menu manipulation speed of dif-
ferent menu designs

To conduct research for suitable target users and to evaluate the arc menu, first, we

develop an application for the experiment. Second, we select menus for the experiment,

and then establish an experimental design. Finally, we conduct the experiment.

3.4.1 Application and device for the experiment

We develop an experimental application using JavaScript and HTML. The application

runs as a web application so that it can run on most tablet devices. The data from
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writing strokes, writing timing and menu manipulation are collected by the application.

All data is sent to a web server.

Considering the reproducibility of the experiment, we think that the device we use

should be popular. We select an iPad for the experiment because it is one of the most

popular devices, and thus, using the device will contribute to being easy to reproduce

the experiment. The screen is set to be horizontal because the writing direction moves

from left to right and the horizontal layout fits this movement.

3.4.2 Menus for the experiment

We select linear menus for comparison with the arc menu because linear menus are

the most popular menus for note-taking applications.

Typical note-taking applications set their menus on the left-hand side permanently.

However, this occupies the writing space of the screen. To avoid occupying the writing

space, context menus are equipped in some applications.

Therefore, we set two types of linear menus. One is called the pop-up linear menu

(PopupLM), which appear and disappear (as do the arc menu) and the other is the

linear menu(LM), which is shown on the screen the entire time. Both menus are located

on the left-hand side of the screen.

All menus have the same items and size. The PopupLM and LM have the same design.

Figure 3.5 shows the image of the PopupLM and LM.

3.4.3 Experimental design

For the experiment, we define the following concepts:

• menu manipulation for note-taking applications

• writing object and the manner of writing

• menu invocation method

• subjects of the experiment
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Menu manipulation time for note-taking applications

We consider that the manipulation time is not just time for invoking a menu and select

items from the menu, but also includes time in taking notes. If only menu invocation and

menu selection are recorded as the menu manipulation time for note-taking applications,

then the connection between note-taking and menu manipulation is lost.

One easy way to calculate the menu manipulation time for note-taking applications

is to record the time of the entire note-taking process without menu manipulation and

the time of the entire note-taking process with menu manipulation. Then, the menu

manipulation time is calculated by the difference between these times. However, there

can be other factors, such as rewriting a spelling mistake, and these other factors should

not be included in the menu manipulation time.

To clarify the connection between the note-taking process and menu manipulation

without other factors, it is necessary to record the time between the end of drawing

a stroke and menu invocation, and the time between menu selection and the start of

drawing a stroke. Therefore, we define the menu manipulation time for note-taking

applications as follows:

1. leaving a finger after drawing a stroke

2. invoking a menu

3. selecting an item from the menu

4. putting finger down for drawing a new stroke

Figure 3.7 shows the range of the menu manipulation times for note-taking applica-

tions.

Writing object and the manner of writing

If an actual note-taking scenario needs to be reproduced, for example, the subjects

need to take notes from something written on a blackboard, it is possible to disturb

the manipulation, for example, by looking away or experiencing difficulties in recogniz-

ing what is written on the blackboard. These disturbances are not relevant to menu

manipulation.
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Menu invocation

The menu manipulation time for note taking applications

Menu appearance Touch the screen 
to draw a new stroke

Drawing the 
new strokeMenu selectionWriting a 

character
Finishing to draw 

a stroke

Figure. 3.7: Range of the menu manipulation time for note-taking applications

To reduce the possibility of disturbance, the writing object is set at the background

of the screen. This is not same as the note-taking scenario, but represents the process of

taking notes. Figure 3.8 shows the image of the writing object. We prepared a Japanese

character object because some of the subjects may not have understood alphabetic sym-

bols.

あ い う え お
ア イ ウ エ オ
か き く け こ
カ キ ク ケ コ

Figure. 3.8: Image of the writing object
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Menu invocation method

We focused on the menu design for note-taking applications. Additionally, LM did

not need to be invoked. Thus, while manipulating menus, the invocation time should be

as short as possible

There are several interactions to invoke pop-up menus. A long press is one of the most

common menu invocation interactions, whereas it requires certain time.

In general note-taking applications, a single tap or double tap will conflict with a

dotting interaction. However, only in the writing object of this experiment, the Japanese

characters did not contain dots, and thus, we set a single tap as the interaction of menu

invocation for the arc menu and PopupLM.

Subjects of the experiment

Students need to take notes more frequently than adults, especially when they are in

a school. Considering the frequency of taking notes, we set students as a main target.

Additionally, if there are differences between students and adults, we will need to consider

a suitable menu design for each group. Thus, we also set adults as a supplemental target

for this experiment.

Six subjects, all of which study at a local elementary school, are selected at random.

They are named as subjects S. Three of them are male and the others are female. One

is left-handed. The average age is 11.8.

Three adult subjects are gathered from a local area at random. They are named

subjects A. One is male and two of them are female. All of subjects A are right-handed.

The average age is 41.6.

3.4.4 Experimental procedure and method

We explain the purpose of the experiment to the subjects and how to use the three

types of menu. After the experiment, the subjects are requested to complete a question-

naire.

All the subjects practice all menus once. The order of the experiments is random.

Figure 3.9 shows scenes from the experiment.
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Figure. 3.9: Scenes from the experiment

3.5 Result

We recorded all manipulation processes and calculated the average time for each menu.

Furthermore, we calculated the average time for subjects S and A separately.

Figure 3.10 shows the average manipulation time for subjects S and A. The results

for subjects S show that the manipulation time for the arc menu (mean 1.77 seconds,

s.d. 0.51) was faster than that for the LM (1.96 seconds, 0.94) and the t-test result was

t(153) = 1.816, p = 0.0356(< 0.05). Compared with the PopupLM (2.31 seconds, 0.89),

the t-test result was t(171) = 5.562, p = 0.0001(< 0.05).

Subjects A showed different results. For the manipulation time for the arc menu (mean

1.85 seconds, s.d. 0.50) and the manipulation time for the LM (1.66 seconds, 0.89), the

t-test result was t(85) = 1.344, p = 0.0911(< 0.05) and there was no significant effect

compared with the PopupLM (2.22 seconds, 0.51), which had a significant effect; the

StS-test result was t(109) = 3.921, p = 0.0001(< 0.05).
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Figure. 3.10: Average manipulation time for subjects S and A

3.6 Discussion

In this section, we discuss the results of the experiment and reflect on the experimental

design.

3.6.1 Discussion of the results of the experiment

In the case of subjects S, we found that even though the LM was shown the entire time,

the manipulation time of the arc menu was faster. However, in the case of subjects A,

there was not a significant difference between the arc menu and LM. Both subjects S and

A showed that the manipulation time of the arc menu was significantly faster than that

of the PopupLM. We examined some possible reasons why difference occurred in results

between the subjects’ manipulation times for the arc menu and LM. One possibility is

that subjects A had already become accustomed to an ordinary menu design like that of

the LM and could not become accustomed to using the arc menu. By contrast, subjects

S had become accustomed to both the LM and arc menu; therefore, they easily adapted

to the arc menu. They were not biased to either menu.

Another possibility is that the size of the arc menu fit the hand size of subjects S,

whereas it did not fit that of subjects A.

3.6.2 Reflection on the experimental design

Throughout the experiment, we found that some experimental techniques were useful.

We also found that there were several points that should be revised. We discuss these
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Table. 3.1: The number of writing materials in a pen case

Subject S1 Subject S2 Subject S3 Subject S4 Subject S5 Subject S6 Average

Writing materials 6 14 6 5 11 6 8
Frequently used materials 4 6 3 2 4 5 4

pros and cons so that we can take advantage of this experience and knowledge in our

future work.

Outline of the experimental application

We focused on menu design, thus this experimental application did not consider multi

touch. In other words the application did not have any palm rejection functions, and

hence, the subjects were forced to keep the writing hand floating. Practically, if the

note-taking application does not have palm rejection, then users will feel fatigue, which

will give a negative influence to them while taking notes.

The number of items

For the menus in the experiment, we only set four colors in the items. The other items

had different functions, such as undo and redo. There may have been few items on the

menu. In order to find whether the number of menu items is sufficient, we prepared a

questionnaire, which asked subjects S about writing materials typically found in the pen

case that they usually use. Although the average number of writing materials used was

approximately eight, the subjects answered that only four materials are frequently used,

on average. The number of writing materials is shown in Table 3.1.

We set eight items in each of the menus and this seemed to be too few, whereas

according to the questionnaire answers, it was sufficient for taking notes while using an

application for educational purposes in the classroom. The number of frequently used

writing materials was four.

However, when we consider practical use, there should be more useful functions, such

as save, copy and share. Thus, the number of items or number of layers of the menu will

increase.
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Menu invocation method

In this experiment, we equipped a single tap for menu invocation. It was faster than a

double tap or long press. However, for practical use, a single tap conflicts with pointing

a dot, and cannot be equipped for the menu invocation method. Therefore, we need to

consider suitable menu invocation methods while taking notes.

Note-taking using a finger

The subjects could draw strokes using their forefinger rather than a stylus. When we

consider the general note-taking scenario, we are familiar with using a pen for taking

notes. Thus, in future work, we should consider using a stylus as a writing device.

Target user

We set students as the main target user because we thought that note-taking activity

was commonly performed by students at school; however, in settings such as meetings

or seminars, there are several scenarios for taking notes for every generation. Therefore,

the target user should not be limited to students.

3.7 Conclusion

Throughout the experiment, we found that the manipulation time of the arc menu

was significantly faster than that of the PopupLM, which represents the general menu

design. Additionally, when subjects S used the arc menu, the manipulation time was

significantly faster than that for the LM. Therefore, it has been concluded that if it is in

a same condition, the menu design we proposed makes smooth the task of taking notes

compared to the general menu design.

There are various types of menu designs. Other types of menus, such as the pie menu,

were not compared with the arc menu in this experiment. Therefore, comparison with

other context menus remains as future work.

Menu design is one of the elements that affects the smooth note-taking activity in

applications. Through this experiment, we found that the difficulty of taking notes

without palm rejection. We also found that there was difficulty when applying a rapid
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menu invocation method to note-taking applications. These two problems are important

elements that have influence on smooth note taking.
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Chapter.4 Toward the reduction of
incorrect drawn ink retrieval

4.1 Introduction

When a user writes something on a tablet using a note-taking application, multi-touch

interaction compels the user to float the hand above the screen to avoid accidental inking.

Because this unnatural way of writing produces difficulties [19] for digital note-taking

applications, “palm rejection” becomes crucial. Palm rejection distinguishes intended

touches from unintended touches and prevents accidental inking.

Annett et al. [42] classified all intended and unintended touches into the following

four categories: true positive, true negative, false positive and false negative. We added

results of each touch interaction and compiled a list of the categories. The list of touch

interactions are shown in Table 4.1.

Table. 4.1: Classification of touch interactions
Touch interactions Classification Result

Intended touch True Positive Correctly ink stroke is drawn
Intended touch False Negative Incorrectly ink stroke is not drawn

Unintended touch True Negative Correctly ink stroke is not drawn
Unintended touch False Positive Incorrectly ink stroke is drawn

When palm rejection correctly distinguishes an intended touch, it results in a true

positive and the touch draws a correct ink stroke. When palm rejection correctly distin-

guishes an unintended touch, it results in a true negative and the touch does not draw

an ink stroke.

By contrast, when an unintended touch is recognized as an intended touch, it is a

false positive and accidental inking occurs. When an intended touch is not recognized

correctly, the touch is a false negative and it is incorrectly rejected.

Making distinctions between intended touches and unintended touches is complicated
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True Positive True Negative

False Positive False Negative

IDIRDIR

Intended Touch Unintended Touch

Unintended Touch Iintended Touch

Figure. 4.1: Image of DIR and IDIR

because most touches move rapidly and are not stable. It is important to analyze all

touch data within a short amount of time and make an immediate distinction.

There are general applications [14, 1, 15] that have already equipped palm rejection.

While investigating palm rejection for these note-taking applications, a curious interac-

tion was detected. When a user attempts to write something on a touch screen using

these note-taking applications and an intended touch draws an ink stroke correctly, what

occasionally occurs afterward is that the stroke is removed in a very short time against

the user’s will. From this interaction, we infer that some palm rejection algorithms it-

eratively classify intended touches and unintended touches, and switch the distinction

afterward. This is reasonable when an interaction occurs for a touch that should have

been classified as a true negative but is classified as a false positive, so that draws an

accidental ink stroke is drawn under the palm.

However, in some cases, a true positive touch is switched to a false negative touch

afterward. This is rather perplexing for users when the interaction incorrectly switches

the classification and removes correct ink strokes. We call the correct interaction “drawn

ink retrieval (DIR)” and the incorrect interaction “incorrect DIR (IDIR).” Figure 4.1

shows the image of DIR and IDIR occurrences.
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Note-taking applications are used in classes or meetings, and hence, users need to be

able to take notes rapidly. In this scenario, IDIR results in a negative impression for

users. When IDIR occurs, users need to rewrite the retrieved strokes. This takes time

and runs counter to the requirements of rapid note-taking activity.

The purpose of this chapter is to propose a palm rejection algorithm that reduces the

frequency of IDIR. To realize the algorithm, we take an algorithm that uses multi-touch

interaction, and then we combine two logical processes: a machine learning technique

and occlusion area protection. For convenience, we call our palm rejection algorithm

“machine learning and occlusion area protection (MLOAP).”

This chapter is structured as follows. In Section 4.1, we present the problem of palm

rejection called IDIR. In Section 4.2, we briefly categorize two types of approaches for

considering palm rejection. In Section 4.3, we introduce the combination of two logical

processes. In Section 4.4, we describe a process for developing a note-taking application

and explain the experiment. In Section 4.5, we discuss the results and any remaining

problems, and in Section 4.6, we provide conclusions.

4.2 Related work

In this section, the existing approaches are surveyed and categorized into the following

two types: active stylus interaction and multi-touch interaction.

There are several approaches for classifying intended touches and unintended touches.

Annett et al. [42] researched such approaches and compared them. They categorized

the various approaches into four types: user adaptations, firmware approaches, oper-

ating system approaches and application-specific approaches. As a simpler categorized

method, Schwarz et al. [45] categorized existing approaches into hardware solutions and

software solutions. One is to positively use various functions that are equipped in hard-

ware, for example, an active stylus, which is distinguished as a specific touch from other

general finger touches. This is the current main approach of palm rejection. The other

approach is to focus on multi-touch interaction and solve the problem using software

algorithms, which does not depend on specific hardware or devices.

The approach of multi-touch interaction is less precise than the approach of using

active styluses. Even though the above statement is the case, researching and develop-

ing the approach of multi-touch interaction is meaningful, because not every standard
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capacitive touch device is equipped with and active stylus.

4.2.1 Active stylus interaction

Various prototypes have been researched as novel interaction devices [40, 49, 78]. Such

research can be used as the base technology of future products.

Several devices have already had active stylus interaction equipped. Samsung Galaxy’s

S Pen [79], the WACOM digitizer [80] and Microsoft Surface’s Pro pen [81] have a sim-

ilar function to palm rejection, and furthermore, they can even recognize pen pressure.

Additionally, some of them manipulate the touch device without physical touches on

the screen. Using these active styluses enables the application to simplify touch classi-

fication. Although they are a reliable solution for accidental inking, these approaches

depend on specific hardware. For instance, the S Pen depends on Samsung Galaxy, and

the Pro pen depends on Microsoft Surface.

Various active styluses that use Bluetooth technology, which frees their dependence

on specific touch devices, are available for standard capacitive touch devices, such as

the iPad. BambooPaper by WACOM [1], GoodNotes by Time Base Technology Lim-

ited [15] and Penultimate by Evernote [14] have the option of connecting these styluses

via Bluetooth. If we use the active stylus, these applications display more accurate palm

rejection results.

FiftyThree provides both an original active stylus called Pencil [82] and an application

called Paper [83]. This application supplies palm rejection, but it only works with the

original active stylus.

4.2.2 Multi-touch interaction

In terms of precision, multi-touch interaction approaches are inferior to active stylus

interaction approaches. By contrast, in terms of versatility, multi-touch interaction

approaches are more adaptable for several operating systems and multi-touch devices

than active stylus interaction approaches.

Several studies for multi-touch interactions [20, 33, 34] have attempted to recognize

finger touches. Current capacitive touch devices can correctly receive all touches, but

still have difficulty in classifying which touches are intended.
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One well-known approach is to have a specific region in which applications ignore all

touches. Users can put a hand onto the region without ink strokes. All touches outside

the region are recognized as intended touches, and so, draw ink strokes. NoteAnytime,

which is a note-taking application by MetaMoJi, takes this approach [43]. An advantage

of this simple approach is that while a user is putting a hand on the region, accidental

inking does not occur. Thus, DIR and IDIR also do not occur. A disadvantage is that

users need to move the region manually according to the hand position and where they

want to write. In terms of usability, this uncomfortable way of writing results in negative

user experiences.

Vogel et al. [44] collected the pen and hand position data, which is called occlusion

silhouettes, by capturing images from a head-mounted camera. Then, they presented

a scalable circle and pivoting rectangle geometric model, which detects the position of

the hand and forearm from pen nib coordinates. If the pen nib coordinates are clearly

pinpointed, then the model can use palm rejection.

Yoon et al. [84] used the model of Vogel et al. to reject unintended touches while an

active stylus was recognized. However, for note-taking with a general stylus, the pen

nib does not always touch the screen. Thus, alternative logic needs to be applied to this

model to reject unintended touches for note-taking applications.

Schwarz et al. [45] proposed a novel solution using spatiotemporal touch features.

It voted for all touches iteratively each 50 ms to 500 ms regarding whether they were

intended touches or unintended touches using a decision tree, which is a machine learning

algorithm. Their solution is the current baseline for palm rejection. By contrast, Annett

et al. [42] highlighted the problem of classification speed of the solution by Schwarz et

al. In the study, DIR and IDIR were not evaluated, although the authors mentioned

that false positive touches would be switched to true negative touches through iterative

classification.

BambooPaper [1], GoodNotes [15] and Penultimate [14] also have the palm rejection

function, which uses multi-touch interactions. To activate this function, a registration of

the user’s dominant hand information is required. Additionally, GoodNotes and Penul-

timate require a frequent hand posture. These applications are considered use machine

learning techniques to classify intended touches and unintended touches. Therefore,

applications need to adjust the learning data to the user’s writing posture. When the

49



writing posture fits the registered posture, palm rejection mostly works correctly. How-

ever, if the writing posture becomes different from the registered posture, then the

applications tend to make incorrect rejections, and thus, IDIR also tends to occur.

4.3 Algorithm

According to past research [84] and an existing application [43], using an occlusion

area is a reliable way to reduce occurrences of IDIR. It is important to note that creating

a dynamic occlusion area without any pen nib information requires other information

that can detect hand positions.

Using a machine learning technique becomes a standard approach to classify intended

touches and unintended touches. Generally, the technique is used to reject all unintended

touches that are considered as unnecessary. Most unintended touches are generated by

the writing hand, and hence, those touches indicate the location of the writing hand.

This means that unintended touch information can be obtained by the production of

the dynamic occlusion area.

The algorithm of MLOAP is to build a touch distinction model using a support vector

machine (SVM), which is a machine learning algorithm suitable for solving two-class

tasks. The SVM model classifies intended touches and unintended touches. True positive

intended touches are recognized as pen nib and draw strokes. True negative unintended

touches do not draw strokes. Furthermore, unintended touches are taken advantage of

in the sense that they produce the dynamic occlusion area.

4.3.1 Touch distinction using the SVM model

To distinguish the pen nib from all touches, the following classifier is introduced:

y =
N∑

i=1
w⊤

i xi + b, (4.1)

where N is the number of explanatory variables. The numbers of touch coordinates

and touch records, which are described in Subsection 4.3.4, are used as the explanatory

variables. The value of the x-coordinate and y-coordinate is xi. The bias is b, and wi is

determined by the SVM, in which L2-regularized L2-loss SVC [85] solves the following
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primal problem:

min
w

1
2

w⊤w + C
l∑

i=1

(
max

(
0, 1 − yiw

⊤xi

))2
. (4.2)

The SVM is a supervised learning method, and requires a tagged dataset. In this

case, the tags are intended touches or unintended touches. To build the dataset, both w

and x are matrices in the classifier (4.1), and therefore, w and x are vectorized to apply

L2-regularized L2-loss SVC (4.2).

After building the SVM model using the dataset, the SVM model classifies intended

touches and unintended touches. If y is a plus in the classifier (4.1), then the coordinate

is classified as an intended touch, whereas, if y is a minus, then it is classified as an

unintended touch.

The difficulty is when there is only the palm on a screen and there should not be

intended touches, in the case of which, the classification algorithm occasionally detects

intended touches incorrectly and accidental inking is produced. Iterative classification

can retrieve it; however, latency and IDIR occur as side effects.

4.3.2 Touch protection using the dynamic occlusion area

To reduce the occurrence of IDIR without latency, simple and robust rejection logic

is needed. Traditional approaches used pen nib information and the hand posture geo-

metric model to detect the hand position [44]. In the case of note-taking, the pen nib

does not always touch the screen. However, we create a dynamic occlusion area using

the information of the hand position, which is detected using SVM model classification.

Inside the occlusion area, all touches are rejected. This occlusion area supports to avoid

accidental inking by false positive touches.

4.3.3 Collecting the dataset for the SVM

To collect the dataset, the technique by Schwarz et al. [45] was applied. The dataset

was separately collected from 10 right-handed participants and two left-handed partic-

ipants. The participants held a passive capacitive stylus, which had a simple rubber

nib and is referred to as a “stylus.” The participants put a palm onto the touch screen.

Touches inside the circle represents intended pen touches, whereas touches outside the
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Figure. 4.2: Correct percentage for each weight size

circle are interpreted as unintended touches. We allowed the circle to dynamically follow

the pen nib so that we could collect realistic note-taking data. The participants were

told to put the pen nib onto the circle and make strokes on the touch screen evenly. To

do so, the dataset becomes closer to real note-taking data.

When any touch event occurred on the screen, one record is produced, which includes

all existing x and y touch coordinates. Approximately 250,000 records were set as the

training dataset, with 5,000 records set as the validation dataset. From the dataset, a

total of 20 models were produced. The record number of the model increased by one up

to 10 and, after that, the record number increased by 20 up to 200. Before conducting

the experiment, we applied each model to the validation dataset and examined which

model was the most effective for the most precise classification. A model size with 20

records provided the highest correct percentage of 98.98% for classification. Thus, a

model size with 20 records was adopted.

In this paper, we set the weight size to 20 records. Figure 4.2 indicates the correct

percentage and the weight size.
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4.3.4 Developing the SVM model

To distinguish between intended and unintended touches, the actual touch dataset also

needs to contain the same 20 records. The 20 records are composed of 19 contextual

records and one most-recent record.

We let r denote the number of records and t denote the number of touch coordinates.

In this experiment, the maximum number of touch coordinates is set to 10. Thus, in the

classifier 4.3.1 (4.1), N is t × r = 10 × 20 = 200. The algorithm considers the following

touch events:

• “touch start:” When fingers or a stylus nib touch the screen, this event occurs.

• “touch end:” When fingers or a stylus nib leave the screen, this event occurs.

• “touch move:” When fingers or a stylus nib move on the screen, this event occurs.

Whenever touch events occur, all touch coordinates are stacked into the record. If

there are fewer touches than the maximum number, then zero is stacked to fill the

record. In the case in which there are no records when the touch events start, it takes

approximately 5 ms to stack all the recorded 20 records to distinguish the touches.

When 20 records are already stacked, it takes approximately 1 ms for the calculation. If

there are no touch events, then the records are not stacked. When no touch points are

detected, the stacked records expire.

4.3.5 Implementation of occlusion area protection

After the SVM model had classified intended touches and unintended touches, the

dynamic occlusion area is applied to avoid accidental inking and to reduce the occur-

rences of IDIR. The dynamic occlusion area is an invisible circle. A round occlusion

area is adopted to manage the changing writing hand angle. The x-coordinate for the

center of the circle is the mean value of the x-coordinates of all unintended touches. The

y-coordinate for the center of the circle is calculated in the same manner.

The circle has a radius of 230 px. The radius is derived from the dataset that was

collected previously. The mean length between the intended touches and unintended

touches was 390 px. We heuristically adjusted the size of the radius of the circle. The

suitable radius was slightly longer than half the mean length.
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Figure. 4.3: Concept of iterative classification and our algorithm

When the SVM model classifies intended touches and unintended touches, and if a

false positive touch is inside the dynamic occlusion area, then the occlusion area will

avoid accidental inking.

Figure 4.3 compares the concept of iterative classification and our algorithm.

When a user puts a hand on the screen when writing something with a stylus, it takes

approximately 1 ms to generate the dynamic occlusion area. In total, it takes 2 ms for

the combined classification with the inclusion of the drawing records, and up to 10 ms

without the records.

In the application of this algorithm, the dynamic occlusion area cannot be applied

without unintended touches. Thus, the first touch causes one particularly difficult sce-

nario. If the first touch and second touch occur individually, and the first touch is

recognized as an intended touch before the second touch occurs, then the first touch will

immediately draw an ink stroke. However, there are three possible cases.

The first case is where the first touch was truly intended, and the second touch was

unintended. The second case is where the first touch was unintended, and the second

touch was intended. The third case is where both the first touch and second touch

were unintended. In both of the second and third cases, the unintended drawn ink
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stroke should be removed. Therefore, to minimize the occurrences of IDIR, we equip a

function that invokes DIR only for the first touch. Figure 4.4 shows the basic flow of

drawing a stroke by MLOAP.

4.4 Evaluation

To evaluate MLOAP, we developed an experimental application, on which we con-

ducted an experiment.

4.4.1 Developing a note-taking application

To realize this algorithm, an experimental note-taking application was developed as a

web application using JavaScript and HTML. Because we have various types of multi-

touch devices, a hardware specific application has the difficulty of extensibility for all

the various devices. JavaScript and HTML can execute within most modern browsers

and multi-touch devices.

Current capacitive touch devices, such as the iPad, can use a touch radius. Some

general applications can take advantage of touch radius information to improve the

precision of palm rejection. However, whether the touch radius can be used depends

on the operating system. The present algorithm does not use touch radius information.

Therefore, there is the benefit of extensibility to other browsers, operating systems and

multi-touch devices.

4.4.2 Experiment

It is important to compare with applications actually used, rather than the experimen-

tal applications so that we can verify practicality of our algorithm. Thus, the note-taking

application, which had equipped MLOAP, was compared with two other well-known ap-

plications: GoodNotes [15] and Penultimate [14]. Both of these applications equip palm

rejection, which supposed to be based on machine learning techniques, and, both of

them require setting a suitable angle for using the function of palm rejection. Figure 4.5

shows an image of setting a suitable angle for GoodNotes. Figure 4.6 shows an image of

setting a suitable angle for Penultimate.
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Figure. 4.4: The basic flow of drawing a stroke by MLOAP
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Figure. 4.5: Image of setting a suitable angle for GoodNotes

Figure. 4.6: Image of setting a suitable angle for Penultimate
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Figure. 4.7: Image of the experiment

To increase the reproducibility of the experiment, we chose the iPad Air 2, which is

one of the most popular devices, in the experiment. When we collected the dataset of

SVM, we set the iPad to horizontal orientation. Therefore, to fit to the dataset, we also

set the iPad to horizontal orientation in the experiment.

In order to ensure that the experiment result is not affected by subjects’ experience of

the tablet devices, the subjects should use tablet devices or, at least they should be able

to use multi touch devices. Therefore, as subjects, we gathered eight university students

who are familiar with using tablet devices. Seven subjects were right-handed, and one

was left-handed. All the subjects were different from the subjects who participated in

the collection of the dataset.

Three types of characters were displayed in each application: the capital letters A to G,

numbers one to six, and Japanese Kanji, which consisted of four characters. Figure 4.7

shows an image of the experiment.

The subjects were instructed to trace all the characters according to the following list:

• For GoodNotes and Penultimate, set a suitable angle for the dominant hand from

each application’s setting.

• For our application, choose the right or left hand.
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• Write every character in the correct order and use the correct number of strokes.

• Do not rewrite a character, even if a stroke is not correctly drawn.

• Do not rewrite a character, even if DIR occurs.

• Writing in cursive style is prohibited.

• The writing style should be same as the style in which one writes something using

a pen and notebook.

• Use a stylus, which we provide.

For each application, one practice period was provided. The experiment was set in

random order. The writing process was recorded on video. We classified all strokes as

the following three interactions:

• correct ink stroke (true positive: TP)

• accidental inking (false positive: FP)

• changing the classification from true positive to false negative (IDIR)

The classification of true negative was invisible and could not be evaluated. The oc-

currences of DIR, which is changing the classification from false positive to true negative,

were not evaluated because the interaction mostly occurred under the palm and could

not be confirmed.

4.4.3 Result

Table 4.2 shows the total number of interactions for each application. The difference

in the number of all strokes is because some subjects wrote characters following the

wrong procedure. For instance, a letter A was written with two strokes instead of the

correct three strokes. The number of false positives was close for all three applications.

GoodNotes and Penultimate recorded five IDIRs, whereas our application recorded

one.

Table 4.3 shows the details of the IDIR numbers for each subject. The results of our

application show that subject G recorded one IDIR, whereas the other seven subjects
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Table. 4.2: Total number of interactions and classifications
Application All Strokes TP FP IDIR

Application with MLOAP 437 416 36 1
GoodNotes 435 429 38 5
Penultimate 436 397 35 5

record no IDIRs. Compared with our application with MLOAP, the other applications

recorded more IDIRs.

Table. 4.3: Number of FPs and IDIRs for each subject
Application Subjects (R/L) Strokes FP IDIR

A (R) 55 0 0
B (R) 56 4 0
C (L) 56 0 0
D (R) 55 9 0

Application with MLOAP E (R) 53 0 0
F (R) 54 8 0
G (R) 54 8 1
H (R) 54 7 0
A (R) 54 3 1
B (R) 56 1 2
C (L) 56 5 0
D (R) 55 6 1

GoodNotes E (R) 53 2 0
F (R) 54 11 0
G (R) 53 5 0
H (R) 54 5 1
A (R) 55 5 0
B (R) 56 0 2
C (L) 56 0 0
D (R) 55 12 1

Penultimate E (R) 53 0 1
F (R) 54 6 1
G (R) 54 5 0
H (R) 53 7 0
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4.5 Discussion

In this section, we discuss the result of the experiment and threats to validity.

4.5.1 Discussion on the number of occurrences of IDIR

IDIR occurred at the application with MLOAP when a subject was writing the lower

left kanji. In the case of GoodNotes and Penultimate, it was found that IDIR occurred

at the time of writing of the upper right alphabet and plural Kanji. We consider that

there are two factors in this result. First, both GoodNotes and Penultimate require

setting the orientation of a writing hand in advance. Thus, in the case of writing at the

screen edge like lower left or upper right, the possibility that the inclination deviates

from the preset hand orientation may be considered. On the other hand, since the

application with MLOAP correctly learns the orientation of the hand corresponding to

the drawing area when we collect the learning data, even when the orientation of the

hand changes at the screen edge, the algorithm could correctly distinguish the hand and

the pen nib. Secondly, because compared with numbers on the middle and alphabets,

especially Japanese Kanji, are complex and have more strokes, it is assumed that it is

difficult to distinguish whether putting hands or pen nib.

4.5.2 Discussion on the number of occurrences of FP

There is almost no difference in the number of occurrences of FP in any application,

and each occurred from 30 to 40 times. In MLOAP, FPs do not occur in the dynamic

occlusion area, but if it is out of the area, FP will occur. Since the size and writing

style of the hands of the subjects are different, it is considered that FPs were caused

by touches out of the circle. Also, in GoodNotes and Penultimate, it seems that some

subjects were prone to generate FPs due to differences in hand size and writing style.

4.5.3 Threats to validity

All the subjects were university students, who were familiar with using touch devices;

thus, if the subjects had no experience in the use of touch devices, the results would

change. Additionally, the size of hands influenced the results of the experiment.
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The experiment of Schwarz et al. [45] defined true positive strokes as stroke recognition

and false positive strokes as error strokes. Their results were 97.9% for true positive

strokes and 0.016 for the false positive rate. Our algorithm resulted in 95.2% for true

positive strokes and 0.082 for the false positive rate. Schwarz et al.’s experiment was

to draw below six symbols: character L, S, vertical line, horizontal line, dot and circle.

Considering that all these symbols are composed of a single stroke and are simpler than

the characters in our experiment, our results with regard to precision were convincing.

Although the entire number of IDIRs was smaller than the total stroke number, we did

not achieve statistical significance.

The iPad Air 2 was used as the device for collecting the dataset and for the experiment.

We set the iPad to horizontal orientation. To use vertical orientation or other devices,

another dataset would be needed, because the device specification influenced the data

collection and classification speed.

4.6 Conclusion

Past research and existing applications have focused on reducing the occurrence of

accidental inking. We focused on IDIR, which occurs as a result of a reclassification

from true positive to false negative.

Concerning the number of correct ink strokes and accidental inking, our application

with MLOAP behaved on a par with the other applications.

Throughout this research, we illustrated that to find unintended touches, which used to

be regarded as useless information, a dynamic occlusion area can be used. We confirmed

that our application with MLOAP reduced the occurrences of IDIR throughout the

experiment. In terms of reducing the occurrences of IDIR, we can say this algorithm

can be one of manners for palm rejection.

Our palm rejection algorithm has many points to be improved in terms of precision

and needs more experimental results. The size of the area should be adjusted according

to the user’s hand size. The shape and position of the area should be considered. These

improvements will be reflected in our future work.
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Chapter.5 Evaluation of menu
manipulation using palm lift
manipulation

5.1 Introduction

In the scenario of note-taking using an application, it is important to consider how

users manipulate the application’s menus. Further, because users switch functions us-

ing menus while concentrating on classes or meetings, rapidity is required for menu

invocation.

If a menu is displayed all the time, it is possible to manipulate the menu quickly.

However, occupying the screen has the problem that the area to take notes becomes

narrower. To fully use the writing area, context menus can be a solution. To invoke

context menus, various invocation methods and invocation positions have been proposed.

For instance, multi-touch interaction and gestures can be arranged to invoke menus.

However, users are holding a stylus to take notes, and hence, it is thought that they do

not want to frequently change their writing posture to invoke menus. Most applications

equip the long press as an invocation method for context menus. The drawback of the

long press is that users need to put a stylus or finger on the screen for a while to invoke

menus.

The purpose of this chapter is to clarify the following research question; which menu

invocation methods are manipulated rapidly, and where should menus appear? There-

fore, we propose a menu invocation method and a menu invocation position assumed to

be used for a note-taking application. Then we evaluate our methods and other methods.

This chapter is structured as follows. In Section 5.1, we present the problem of menu

invocation method for note-taking applications. In Section 5.2, we introduce menu

invocation methods and menu invocation positions. In Section 5.3, we propose our

menu invocation method and menu invocation position. In Section 5.4, we describe
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the experiment for menu invocation methods and positions. In Section 5.5, we present

the results of the experiment. In Section 5.6, we discuss the results and any remaining

problems, and in Section 5.7, we provide conclusions.

5.2 Related work

In this section, we survey past research on menus from the viewpoints of menu invoca-

tion methods and menu invocation positions. We also investigate palm rejection, which

is equipped into applications on multi-touch tablet devices.

5.2.1 Menu invocation methods

Various menu invocation methods, such as tap, double tap, bezel swipe and multi-

touch, bring rich interaction into tablet devices and smartphones. However, in terms of

note-taking applications, these menu invocation methods have pros and cons. Some of

them may not meet our criteria, which we listed in Chapter 2.

FiftyThree’s Paper [83] is an existing handwriting application and it adopts a typical

menu invocation method. It is a simple menu invocation method whereby users tap a

relatively small bar or button on the screen. In this case, because the bar or button

for menu invocation is on the screen, the writing area on the screen becomes slightly

narrow. However, though this depends on the size of the bar or button, they can occupy

the writing space, and this is inconsistent with the criterion “6: menus should not occupy

the writing space.”

As an invocation method to pop up a context menu on a stylus nib, the long press is

one of the popular methods. BambooPaper [1] adopts the long press to invoke a context

menu for changing pen color. Invoking the menu near the stylus nib is an advantage.

Whereas a disadvantage is that it takes time to press and hold for menu invocation.

The bezel swipe, in which users swipe from the edge of the screen, has two advantages

for menu invocation. One is that it is not necessary to install bars or buttons for menu

invocation and thus, the writing area of the screen is not occupied. The other advantage

is that users of the application can roughly swipe without gazing at the edge of the

screen.
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Hinckley and Yatani [86] used the bezel swipe to invoke radial menus at the screen

edge. WriteOn INKredible [47] is an application that incorporates the bezel swipe. For

INKredible, users can invoke the menu by swiping bezels at both sides of the screen.

”Marking menu” by Zhao, Balakrishnan [87] and ”Bezel menus” by Jain and Balakr-

ishnan [88] propose to select items without invoking menus. An expert mode of the

marking menu enables users to select items by means of marked strokes of a pointing

device without invoking menus. The bezel menu switches to menu manipulation mode

with a bezel swipe. Swiping the screen from the edge in a specific direction performs like

a gesture interaction for item selection without menu invocation. When we incorporate

these gestures into a note-taking application, users will be required to remember these

gestures and corresponding commands. Moreover, it is necessary to prepare a novice

mode to manipulate with watching the menus.

The “multitouch marking menu” by Lepinski et al. [2] arranges the multi-touch in-

teraction to invoke menus. Users can tap multiple fingers at the same time and invoke

a menu according to the number and order of fingers. Harrison et al. [30] proposed

unique interaction methods using hand shapes when operating various tools in the real

world. Their methods can be applied to menu invocation. However, while taking notes in

classes or meetings with high concentration, their methods require tapping with multiple

fingers. We suspect that such manipulations will disturb the note-taking activity.

5.2.2 Menu invocation position

In most applications, menus are located at the screen edge. By contrast, the context

menu is invoked near a pointing device, and, in case of tablet devices, it is invoked near

the manipulating stylus or finger, for example, the aforementioned BambooPaper [1].

There is a research of changing the position of menus. If the size of the menu items is

the same, because of Fitts’ law [59], selecting items on the menu displayed at the screen

edge will require more time to select items on the menu displayed on nearer to the

manipulating stylus. Fitzmaurice et al. [6] highlighted that the action that iteratively

moves the cursor from the point of manipulation to the detached menu repeats the action

of returning to the same place. They called this action “tool palette round trips.” They

proposed the “tracking menu” to solve it. The tracking menu can move to the vicinity

of the operating cursor. However, the problem of the tracking menu is that users need
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to move it manually.

5.2.3 Palm rejection

In note-taking applications equipped with palm rejection, users can put a hand onto

the screen and write letters or figures. Palm rejection enables non-purposed palm touches

to avoid accidental inking, which is mostly produced by unintended touches [42]. Then

users can write in the same or a similar manner as writing on paper with a pen.

If a note-taking application does not embed palm rejection and a hand is placed on

the screen, then the location of the hand could be determined as a pen nib. This causes

a problem whereby strokes are unintentionally drawn under the hand [42]. To avoid

unintentional drawing, it is necessary to float the writing hand and only allow the stylus

nib to touch the screen. If such a writing approach is used for a long time, then fatigue

will accumulate [19].

To overcome such an unnatural writing posture, multiple studies have proposed meth-

ods of distinguishing touches by a stylus from touches by a hand on the screen. Therefore,

a user of the application can use the handwriting application by placing a hand on the

screen using palm rejection.

Schwarz et al. [45] proposed a novel palm rejection algorithm called “spatiotemporal

touch features.” In the algorithm, a decision tree from machine learning is used a number

of times to vote which tap is the stylus, and discriminate between the stylus and taps

by a writing hand with a high accuracy value of 98%.

MetaMoJi Note [43] has a specific space within which a user can put a hand. In the

space, no strokes are drawn. However, each time the user moves the position of the hand,

the user also needs to move the space. This is not suitable for note-taking applications

that require quick movement.

Another approach to distinguishing a stylus nib from a hand is to use a specialized

stylus, such as the Apple Pencil [89] of the iPad Pro. It has the advantage that the

determination by hardware is more accurate than the determination by software based

on a palm rejection algorithm. However, such a specialized stylus generally tends to

be more expensive than general styluses. Additionally, specialized styluses are only

available for specific devices, and thus, the versatility will be poor when considering use

with other devices.
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5.3 Palm lift manipulation

The aforementioned context menus are invoked near a manipulating stylus and hence,

users can select items faster than they would for other positions, such as the edge of the

screen. However, the difficulty is the menu invocation method. Most context menus are

invoked using a long press, and this requires a certain time to invoke menus. The long

press is not a smooth interaction, and is inconsistent with criteria “2: the more efficient

menu invocation is, the better it is,” “3: the faster menu selection is, the better it is,”

and “5: note-taking activity should not be disturbed by menus and their manipulation.”

To remove these inconsistencies, we use unintended touches to invoke menus and set

the menu position. Palm rejection distinguishes between intended touches and unin-

tended touches. Generally, unintended touches are considered as unnecessary; however,

we recognize all touches as variables. Most unintended touches are generated by a writ-

ing hand, and these touches indicate the location of the writing hand. We consider

making use of this indication for menu manipulation.

To design our menu manipulation, we develop a prototype handwriting application.

The application is a web application and developed using JavaScript and HTML Canvas.

When we use the web application on general multi-touch tablet devices, such as an iPad,

the application detects multiple touch information. For the purpose of distinguishing

between intended touches and unintended touches, we equip MLOAP, which was men-

tioned in Chapter 4. It can distinguish touches with almost same accuracy as Schwarz

et al.’s [45] “spatiotemporal touch features.”

For our menu invocation method, there is no specific manipulation to invoke context

menus, except lifting the dominant writing hand from the touch screen. When the

dominant hand is lifted up, a context menu pops up at the recorded point. We call the

entire manipulation “palm lift manipulation (PLM).”

5.3.1 Menu invocation using PLM

We specifically define the menu invocation method using PLM as palm lift invocation

(PLI).

For applications that incorporate PLI, we first determine whether multiple touches

on the screen are intended touches by a stylus, or unintended touches by manipulating
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hands. When there are multiple unintended touches, the mean value of the unintended

touch coordinates is recorded as the center of the menu invocation position.

Then after all the touches disappear from the screen, a menu pops up under the lifted

hand. Only touching of the stylus does not invoke menus, even if the stylus touch is

removed from the screen.

In the scenario of note-taking, first, users put a hand on the device and take notes,

second, lift the hand once they have finished writing a certain amount, and finally, move

the hand to the location to write the next note.

In PLI, an interaction for menu invocation is assigned to the action of lifting the hand.

It has the advantage that no special action for menu invocation is required.

However, there are disadvantages of PLI as follows:

1. The menu is not invoked unless the writing hand touches the screen .

2. PLI cannot be used at the screen edge where the writing hand cannot be placed .

3. The menu is invoked even when it is unnecessary .

When a user takes notes without placing a hand on a screen, drawback 1 occurs. In

this case, to invoke the menu, it is necessary to put a hand on the screen once or tap

the screen with multiple fingers.

Drawback 2 is similar to drawback 1. The user cannot invoke the menu if the writing

hand is out of the screen. For example, when a right-handed user takes notes near the

lower right edge of the screen, the user cannot put the hand on the screen correctly. In

this case, it is necessary to put the hand on the screen or tap by manipulating fingers.

Even if the user does not intend to invoke menus, when the user lifts up the writing

hand, the menu is automatically invoked. This unnecessary invocation is drawback 3,

and it has no specific solutions.

Figure 5.1 shows the flow of the manipulation.

Most applications and studies have equipped long press or multi-touch interaction to

invoke context menus, which requires a certain time. By contrast, PLM does not have to

perform any specific manipulation to invoke the menu, and allows natural note-taking.
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(1) Taking notes with 

putting the hand on the display. 

(2) Unintended palm touches

and the mean value

(3) Palm lift manipulation and 

menu opens

Figure. 5.1: Flow of palm lift manipulation

5.3.2 Position of menu invocation using PLM

In the case of displaying the menu at the screen edge, depending on the writing

location, it may take time to select an item from the menu.

In the case of displaying the menu near the stylus nib, the menu may be uninten-

tionally invoked near the stylus nib while taking notes and possibly hinder note taking

manipulation.

Considering these matters, for PLM, we make use of the touch coordinates, which

are produced by unintended touches, and the menu position is determined by the mean

value of the coordinates. Therefore, when a user lifts up the writing hand, a menu is

invoked underneath the hand.

The concept of PLM originates with the similar concept of “hover widgets [90]” by

Grossman et al. “Hover widgets” invoke menus using the coordinates of a specific pen-

based pointing device, which can provide coordinate information even if it is floating

above the screen, and can invoke menus near pointing devices. Both PLM and “hover

widgets” attempt to invoke menus near the manipulating stylus and pen-based pointing

device. “Hover widgets” require users to focus their attention on the tip of the pointing

device. PLM uses unintended touch information and hence, users may not be conscious

of the menu position.

We assume that there are several advantages of invoking the menu underneath the

hand. The distance from the stylus nib to the menu does not dynamically change de-

pending on where the user is writing on the screen. Since the menu is invoked underneath
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the hand, especially when taking notes from left to right with right handedness, it is

less likely to hide the letters which the user has written. Even if the menu is invoked

unintentionally, the unintentionally invoked menu disappears when the user taps a space

other than the menu. And in the movement of taking notes naturally put the hands in

the space other than the menu, the menu naturally disappears and does not interfere

with taking notes. These advantages meet criteria “2: the more efficient menu invo-

cation is, the better it is,” “3: the faster menu selection is, the better it is,” and “5:

note-taking activity should not be disturbed by menus and their manipulation.” How-

ever, if MLOAP erroneously determines that the hand is a stylus nib, it is possible for

the user to accidentally select the menu while taking notes.

5.3.3 Design of the PLM menu

PLM is a manipulation technique and it can adopt any type of menu design. Therefore,

as the prototype handwriting application, we adopt the arc menu, which we proposed

in Chapter 3.

By adopting the arc menu, the following advantages are expected. Because of the

arc-shaped design, when selecting items from the menu, users can recognize all items.

This will help to meet criterion “4: all items on menus should be recognized at a glance.”

If the menu was a different design, such as the pie menu [74], users would need to move

the hand more extensively than for the arc menu to select items. The extra movement

might be inconsistent with criterion “5: note-taking activity should not be disturbed

by menus and their manipulation.” Figure 5.2 shows the comparison of the movement

distance.

Additionally, other context menus completely cover the space underneath the hand,

and users cannot see the next writing place at all. By contrast, the middle of the

arc-shaped design is empty, and hence, this helps to recognize the place that will the

most probably receive writing. The slight difference may have a positive influence in

achieving criterion “5: note-taking activity should not be disturbed by menus and their

manipulation.” Figure 5.3 shows the comparison of the recognition of the writing place.
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Arc Menu Pie Menu

Figure. 5.2: Comparison of the movement dis-
tance

Arc Menu Pie Menu

Figure. 5.3: Comparison of the recognition of the
writing place

5.4 Research approach

From traditional approaches and existing applications, we found that there are sev-

eral menu invocation methods and invocation positions that can be used in note-taking

applications.

PLM is a unique menu manipulation method. It has not been compared with other

menu manipulation methods. However, PLM is not compared and evaluated in the

movement of actually writing letters. Therefore, it is crucial to clarify its usability and

how its behavior affects users.

Therefore, we compare menus that can be used in note-taking applications including

PLM.

First, select the terminal used in the experiment. Next, we make an experimental

design. Then develop an experimental application. Finally, we classify the erroneous

manipulations.

5.4.1 Device for the experiment

Currently, various tablets can be obtained. Android tablets can be obtained at a

relatively low price. However, because the screen size and resolution vary, the same

device may not be able to obtained to reproduce the experiment. Therefore, in this

experiment, we use Apple’s iPad Air 2, which is comparatively easy to obtain, and its

performance is stable.

According to the scenario of note-taking, the tablet is placed on a desk and subjects

sit on chairs to take notes.

The experiment is based on horizontal writing and we adopt landscape mode for the

orientation of the screen. Although in Japanese, we traditionally use vertical writing,
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recently we accustom to use horizontal writing [91]. In many other countries, horizontal

writing is more common than vertical writing.

A note-taking application can be operated by fingers; however, a stylus is used to

approximate the action of taking a real note. The stylus is not an active stylus, which

is dedicated to a specific device, but a general rubber-type stylus. The accuracy of the

manipulation of the tablet is influenced by the size of the stylus nib [42]. Therefore,

all experiments are conducted by the same stylus. For the experiment, we assume one-

handed manipulation rather than both hands because we typically do not use both

hands to take notes in a general scenario, and two-handed manipulation tends to be

complicated.

5.4.2 Experimental design

First, we define the menu manipulation time. Second, we select a suitable combination

of menu invocation methods and menu invocation positions. Finally, we describe the

shape of the menu and what to write.

Definition of the menu manipulation time

We follow the same definition of the menu manipulation time as that of the arc menu

experiment. The menu manipulation time is for the following series of manipulations:

1. leaving a stylus after drawing a stroke

2. invoking a menu

3. selecting an item from the menu

4. putting the stylus down to draw a new stroke

Selection of menu options for the experiment

For the purpose of evaluating PLM, which has a menu invocation method (PLI) and

a menu invocation position (under the manipulating hand), we consider the options.

Because menus that can be used for note-taking applications vary, from them, we

select menus that have been traditionally studied, and are actually used in existing

applications.
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The options for menu invocation methods are listed as follows:

1. bezel swipe

2. tap the bar at the edge of the screen

3. long press

The bezel swipe is adopted by INKredible [47], which is a well-known note-taking

application, and hence. Hence the bezel swipe is appropriate as a comparison target.

In default setting, the iPad invokes the notification center by the user’s swiping from

the bottom of the screen, and the control center by the user’s swiping from the top of

the screen. Although these default interactions can be canceled by the iOS setting, by

considering general use scenarios, it will be few cases to cancel those default interactions.

Thus, to avoid duplication of the invocation interactions and these default interactions,

in the experiment, we adopted the right or left-hand side of the edge as the orientation

of the bezel swipe.

When a bar is set at the edge of the screen as an area for menu invocation, the note-

taking area narrows. Tapping the bar for menu invocation was adopted by FiftyTree’s

Paper [83], which is also a well-known application. Thus, we adopt this menu invocation

method as one of the options.

A long press is a widely used interaction, and various applications used in tablet

devices adopt it. BambooPaper [1] is one of such applications. Thus, the long press is

also one of the options.

A multi-touch, which simultaneously touches a number of places, is not one of the

options. MLOAP, which was mentioned in Chapter 4, does not distinguish the difference

between the PLI and a multi tap which intentionally taps the plural points.

Menu invocation using a stylus that can detect pressure and pen tilt angles requires

dedicated hardware and cannot be used without the stylus; thus, it was not one of the

options.

The invocation positions of the menu are as follows:

1. stylus nib

2. top edge of the screen

73



3. bottom edge of the screen

4. left edge of the screen

5. right edge of the screen

A stylus nib is widely used as the display position for a pop-up menu using a long

press; thus, we set it as an objective position for comparison. General menus are often

placed at the top, bottom, left, or right of the screen edge; thus, they are also objective

positions for comparison.

Considering the combination of menu invocation methods and menu invocation posi-

tions, the following combinations have a similar manipulation process: tapping the bar

at each side of the edge of the screen, and the bezel swipe for both the left edge and

right edge of the screen.

When we compare all of them, the number of combinations increases, and the burden

on the subject also increases. Therefore, we conduct a preliminary experiment to clarify

which combination of menu invocation method and menu invocation position was oper-

ated quickly. Then, we reduce the options and select the fastest combination of menu

invocation method and menu invocation position in that combination.

the design of the menu

In experiment, we focus on comparing several combinations of menu invocation meth-

ods and menu invocation positions. Regarding the design of the menu, we evaluated this

in Chapter 3 and hence, will not compare the designs here.

It is necessary to unify the design of the menu that can be adjusted at all menu

invocation positions. Instead of using the arc menu, we use the linear menu.

Each item equipped into the menu was a 60 px square, which is approximately 10 mm

in actual size. A pen icon was attached to it, and each item was aligned vertically. There

were seven items, and each of them had a different color. To compare the combination

of menu invocation methods and menu invocation positions, we adopted a single-layered

menu rather than a hierarchical multi-layered menu.
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the contents of writing down

If the subjects are required to write documents on a board, the amount of memory

that can be memorized at a time by watching the board by the subjects is different, and

the operation time is affected. Therefore, the characters is displayed as a background

image of the application. The image used in the experiment is displayed in Figure 5.4.

12  34           56         78

AB  CD   EF   EF   EF   EF   EF   GH   GH   GH   GH   GH

Figure. 5.4: The background image for the experiment

PLI cannot invoke menus because of disadvantages 2 at the screen edge, where hands

cannot be placed. However, in any invocation method, it is necessary to set conditions

that can correctly activate the menu invocation. Therefore, keep the background image

at the center of the screen and secure the space where you can place your hand on the

right edge as well.

For this reason, the images for tracing used in the experiments are kept close to the

center of the screen, even at the right-hand side, and the space for hands to be placed

was held.

The subjects are required to perform the following manipulations: first, trace the

written number or letter; second, invoke the menu using the indicated methods; and

finally, select the same colored items on the menu and restart tracing.

The default color is black, and hence, subjects do not have to select the menu for the

upper left box, which is a black character.

We measure the manipulation time from finishing writing characters in the box, in-

voking the menu, selecting the color to be written next, and starting to write the next

number or letter. Then we calculate the average of the total data.
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5.4.3 Application development

Even if the iPad used for the experiment cannot be obtained, web applications can

be used on alternative devices. Therefore, the application is developed using HTML

Canvas and JavaScript as a web application. We equip MLOAP in the application.

In Safari, which is the default browser of the iPad, the URL form is displayed at

the top of the screen and the drawing space of the screen becomes narrow. To avoid

displaying the URL form, we create a shortcut icon on the home screen and activate the

web application from this icon.

Once the application is activated, a pop-up window indicates several menu invocation

methods and invocation positions: there are four types of menu invocation methods and

six types of menu invocation positions.

The menu invocation methods are “PLI,” “long press,” “tap a menu invocation bar”

and “bezel swipe.” The menu invocation positions are “the screen edge (top, bottom,

left and right),” “the stylus nib” and “the center of a region under the manipulating

hand.”

These menu invocation methods and menu invocation positions can be combined.

The way of the menu manipulation

In the case of PLI, we implement the manipulation way written in 5.3.1.

In the case of a long press, subjects put a stylus nib for 500 ms on a screen. Because a

menu is invoked for approximately 500 ms for the long press with BambooPaper [1]. It

was difficult to keep tapping without moving the location of the stylus nib, and hence,

a width and height of 5 px were set as a permissible range, while the stylus nib keeps

touching the screen for 500 ms.

In the case of a bezel swipe, when a swipe from the edge of the screen is performed,

drawing strokes are not written, but the menu is invoked when the stylus nib leaves the

screen.

In the case of tapping a bar, subjects tap a gray colored bar to invoke the menu. To

keep a drawing area as wide as possible, we set the size of the bar as follows:

• Arranging the bar above and below, the width is 1024 px, which is same as the

screen, and the height is 20 px.
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• Arranging the bar on the left and right, the width is 20 px and the height is 748

px which is shorter than the length of the end of the screen.

For the iPad Air 2, 20 px is approximately 4 mm. Apple’s iOS Human Interface

Guidelines state that the tap area using fingers should be more than 7 mm. Whereas,

the status bar of the iPad, which is 20 px in height, is assigned to the function of returning

to the top after scrolling. It indicates that if the one side of an object is sufficiently long,

users can tap the object with 20 px height or width. Therefore, the size of the bar is

practical.

After menu invocation, the menu is hidden by the action of selecting items on the

menu or by the action of touching the drawing area. Menu selection is determined when

the selected stylus nib is released from the menu.

To avoid memorizing the order of the items and to diminish the possibility of chang-

ing the manipulation speed, the color of the items changes randomly for each menu

invocation.

The palm rejection algorithm may erroneously determine one of the touch points by a

hand as a stylus nib. When subjects display a menu by the long press, tapping the bar,

and the bezel swipe, subjects can invoke a menu with putting their hand on the screen.

However, if a subject operates with putting the hand on the screen even after displaying

the menu, strokes will be drawn, and the menu will be hidden. For this reason, when

operating those menu invocations, subjects are requested to float their hand and operate

with only the stylus nib.

The menu position and the menu design

When the menu is displayed at the left and right edge, the size of the menu is 60 px

in width and 420 px in height. We name this menu as the portrait linear menu. The

portrait linear menu is displayed at the center of the left and right edge. When the menu

is displayed at the top and bottom, the size of the menu is 420 px in width and 60 px in

height. We name this menu as the landscape linear menu. The landscape linear menu

is displayed at the center of the upper and lower edge.

When the invocation position is at the stylus nib or under the manipulating hand,

and when the menu is invoked near the edge of the screen, a part of the menu protruded
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from the screen. To avoid this, the menu position is adjusted, and the entire menu is

displayed inside the screen.

Preliminary experiment

To analyze the movement of menu manipulation while subjects are writing a note, the

following activities are recorded and sent to a server after the experiment:

• Timing to put the stylus nib on the screen

• length of the written stroke,

• Timing to lift the stylus nib from the screen

• coordinates of the start and end points

• selected pen color

• condition of the touch points (whether the touch is to select the menu or start

writing a stroke)

5.4.4 Classification of erroneous manipulation

It is difficult to distinguish erroneous manipulation using only the data acquired from

the application. For example, if the menu does not appear when the subject attempts to

invoke it, the menu pops up unintentionally, or the incorrect color is selected. Therefore,

all the experiments are recorded on video. When we analyze them, they are checked

against data recorded by the application to classify the correct manipulation and erro-

neous manipulation.

When menu manipulation does not operate as intended or operates with mistake, we

classify the data into the following five types and record it as erroneous manipulation:

• wrong selection

• incorrect invocation

• incorrect place

• unintentional invocation
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• unintentional selection

Furthermore, these types are excluded from the object of measuring the menu manipu-

lation time depending on the content of the erroneous manipulation.

If the subject mistakenly selected a different color from the end of writing to the

beginning of writing, we recorded that number as wrong selection (WS). Because the

case of WS is not a correct manipulation, it is excluded as menu manipulation time from

the measurement targets.

If the menu is not invoked even if menu invocation manipulation is performed, the

number of times it occurred is recorded as incorrect invocation (II), and it is excluded

as menu manipulation time from the measurement targets.

In PLI, even though the menu display position is set as the stylus nib, sometimes

MLOAP determined the stylus nib incorrectly. Then, the menu is invoked near the

under the hand. In this case, it is recorded as incorrect place (IP), and it is excluded

as menu manipulation time from the measurement targets.

In PLI, the menu is invoked when the subject removes the hand from the screen;

therefore, the menu may be invoked unintentionally. Even in the case of a long press,

the menu can be invoked when the subject stops moving the stylus nib in the middle of

writing. For these scenarios, we determined the case in which the menu is unintention-

ally invoked as unintentional invocation (UI) and recorded the number of times it

occurred.

When a UI occurs, depending on the menu display position, it is possible for the menu

to be unintentionally selected by the hand during writing. In this case, we recorded the

number of occurrences as unintentional selection (US). When US occurred, the

subject needed to reset to the original color. This menu manipulation is unnecessary if

it is operated correctly. Therefore, it is excluded as menu manipulation time from the

measurement targets.

5.4.5 Preliminary experiment

To execute the experiment using the same conditions, we conducted the preliminary

experiment using three right-handed subjects.

The results are shown in Table 5.1.
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Table. 5.1: Results of the pre-experiment
Display position Invocation method manipulation time average (ms)

Left edge bezel swipe 2702
Right edge bezel swipe 2785
Left edge tap 2914

Right edge Tap 2974
Bottom edge tap 3064

Top edge tap 3232

As a result of one way ANOVA we found that there were no significant differences

between all combinations of menu display positions and menu invocation methods.

Boritz et al.[92] indicated that in the case of right handedness, moving right from the

center of the pie menu is significantly earlier than moving downward. However, in the

flow of writing characters and manipulating the menu at the edge of the screen from

there, it was found that there was no significant difference in both of the portrait linear

menu and the landscape linear menu.

Therefore, we selected the fastest combination of menu invocation method and menu

display position. The menu invocation method was the bezel swipe and the menu display

position was the left edge. Portrait linear menu was selected as the menu design.

Using the selected menu invocation methods and menu display positions, multiple

comparisons are conducted.

To compare and evaluate the menu invocation methods, it is necessary to standardize

the menu display positions. Similarly, to evaluate the menu display position, the menu

invocation methods have to be standardized.

In order to compare the menu invocation method by PLI, for the bezel swipe and the

long press, it is necessary to set the same positions. The left edge of the screen and

the stylus nib are the positions which can be compared by the three menu invocation

methods.

In order to evaluate the display position of invoking the menu under the hand proposed

by the PLM, the invocation method is set to PLI. The left edge of the screen, the stylus

nib, and the center of a region under the hand are compared to evaluate the menu display

positions of PLI,
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The three types of display position is displayed in Figure 5.5.

The left edge of the screen The stylus nib Under the hand

Figure. 5.5: The three types of display position

In the case of the left edge of the screen, the menu is displayed in the center of the

screen at the left end same as in the preliminary experiment. In the case of a pen tip, the

menu is displayed next to the coordinates of the last contact determined as the stylus

nib. In the case of an under the hand, the menu is displayed next to the coordinates of

the center of a plurality of points determined as the hand.

We numbered each combination, and present the comparison items for the menu dis-

play positions and menu invocation methods in Table 5.2.

Table. 5.2: Comparison list for the menus
No. Item of menu to be compared Invocation method Display position

1 Bezel swipe Left edge
2 Long press Left edge
3

Invocation method
PLI Left edge

4 Bezel swipe Stylus nib
5 Long press Stylus nib
6

Invocation method
PLI Stylus nib

3 PLI Left edge
6 PLI Stylus nib
7

Display position
PLI Under the hand

For each comparison item, the points to be compared are highlighted in gray. Seven

experiments were conducted, and the menu invocation method and menu display position

were compared. The null hypotheses for the items to be compared are listed as follows:

Hypothesis 1 There is no difference in the manipulation time of the menu displayed

at the left of the screen depending on the menu invocation method.
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Hypothesis 2 There is no difference in the manipulation time of the menu displayed

at the stylus nib depending on the menu invocation method.

Hypothesis 3 There is no difference in menu manipulation time using PLI depending

on the menu display position.

5.4.6 Comparison of menu invocation methods and menu display po-
sitions

Subjects were recruited from students of university classes for which the author was a

part-time instructor. Eight right-handed subjects in their teens to twenties participated.

For the subjects, we first explained the experiment using the following points:

• overview of research on note-taking applications

• subjects should assume that the present application is intended to take notes

• the purpose of this experiment is the comparison of menu invocation methods and

the comparison of menu display positions

• explanation of palm rejection

• explanation of menu invocation methods (PLI, bezel swipe, and long press)

• explanation of menu display positions (left edge of screen, under the hand, and

stylus nib)

• subject should select from the menu the same color as that displayed and trace the

numbers or letters

• the color position displayed on the menu changes every time

• if subjects select the wrong color, they should reselect the correct color and rewrite

• when the subjects cannot write a line, they can rewrite it

• when writing with a hand on the screen, the subjects should not be concerned if

the line remains under the hand

• subject should operate all the menu invocation methods and menu display positions

without any preference
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• an explanation of the questionnaire after the experiment

Regarding the preliminary experiment, after the subject traced the numbers and letters

on the screen with the same color, we measured and compared the manipulation time

from finishing writing the characters in the box, invoking the menu, and selecting the

color to be written next to starting to write a line with the next color.

To avoid the subjects’ becoming accustomed to a specific menu invocation method or

menu display position, the experiments were conducted in a random order. The subjects

were required to practice twice for all patterns before the experiment.

The experiment took approximately 40 minutes, including the explanation of the ex-

periment’s purpose and two exercises. There was no break during the experiment.

5.5 Result

The experimental results are shown in Table 5.3. The detail of the results are shown

in Appendix, Table 1.

The operations excluding WS, II, and IP from the total number of menu operations

were the correct operations. The average of the manipulation time was the average of

the correct operations. The success rate is the ratio of correct operations except WS, II,

and IP to the total number of menu operations.

5.5.1 Menu invocation methods at the left edge of the screen

First, we compared the three menu invocation methods of PLI, bezel swipe, and long

press with the menu display position as the left edge of the screen.

A comparison of the manipulation time of the menu invocation methods at the left

edge of the screen is shown in Figure 5.6.

As a result of one-way ANOVA, when invoking the menu at the left edge of the screen,

there were significant differences between all the manipulation times (p = 1.12e − 06).

The result of one-way ANOVA is shown in Table 5.4.

Then we had multiple comparisons of menu invocation methods using Tukey’s method.

The result showed that the comparison between a long press and bezel swipe was (p =

0.01), PLI and a bezel swipe was (P = 0.02), and PLI and a long press was (p| < 0.0001)

at a 95% significance level. When displaying the menu at the left edge of the screen,
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Table. 5.3: Comparison of the menus
No. Invocation

method
Display
position

WS 1 II 2 IP 3 UI 4 US 5 Success
Rate

Average
Time
(ms)

1 Bezel swipe Left edge 1 1 0 0 0 96% 2217
2 Long press Left edge 4 11 0 9 0 73% 2588
3 PLI Left edge 3 4 0 32 0 88% 1893
4 Bezel Swipe Stylus nib 1 7 0 0 0 86% 2174
5 Long press Stylus nib 7 8 0 19 7 73% 2283
6 PLI Stylus nib 2 15 14 40 3 55% 2117
7 PLI Under the

hand
1 6 0 25 1 88% 1834

1 Wrong Selection
2 Incorrect Invocation
3 Incorrect Place
4 Unintentional Invocation
5 Unintentional Selection
The total number of WS, II and IP will not represent the success rate. This is because
WS, II and IP can occur several times for one menu manipulation.

Table. 5.4: The result of one-way ANOVA
Df Sum Sq Mean Sq F value Pr(>F)

Invocation 2 10772135 5386067 15.205 1.12e-06 ***
Subjects 7 9022802 1288972 3.639 0.00126 **
Residuals 134 47465742 354222

PLI was faster than the bezel swipe and long press. A bezel swipe was faster than a

long press. Therefore, the result shows that the null hypothesis 1 was rejected.

5.5.2 Menu invocation method at the stylus nib

Next, the menu display position was set as the stylus nib, and the three menu invo-

cation methods of PLI, bezel swipe, and long press were compared.

The comparison of the manipulation time of the menu invocation method at the stylus

nib is shown in Figure 5.7.

As a result of one-way ANOVA, there were no significant differences when invoking

the menu at the stylus nib (P = 0.33). The result shows that the null hypothesis 2 could

not be rejected.
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Figure. 5.6: Comparison of the menu manipulation time of the menu invocation methods at the
left edge of the screen

5.5.3 Menu display position using PLI

The menu invocation method was set to PLI. The menu display positions of the three

types of position, stylus nib, under the hand and left edge of the screen, were compared.

The comparison of the manipulation time of the three menu display positions using

PLI is shown in Figure 5.8.

As a result of one-way ANOVA, the difference in the menu display position of the

menu using PLI showed no significant difference for all manipulation times (P = 0.09).

The result shows that the null hypothesis 3 could not be rejected.

5.6 Discussion

We discuss the results obtained by comparative experiments of menu manipulation

based on the questionnaire results after the experiment. The results of the questionnaire

are described in the Appendix.
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Figure. 5.7: Comparison of the manipulation time of the menu invocation methods at the stylus
nib

5.6.1 Discussion of the menu invocation method at left edge of the
screen

As a result of the experiment, when displaying the menu at the left edge of the screen,

there were significant differences for all menu manipulation times for the three invocation

methods.

A long press required the subjects to put the stylus on the screen for 500 ms to invoke

the menu. Moreover, the menu display position was set to the left edge of the screen

rather than the stylus nib, which took a longer time than the other menu invocation

methods. For the bezel swipe, the subjects needed to swipe the left edge of the screen

to invoke the menu; therefore, it took more time than PLI.

Because PLI invoked a menu due to subjects lifting the manipulating hand from the

screen, the menu invocation speed of PLI was faster than the other menu invocation

methods.

For PLI, the number of occurrences of UI that were unrelated to menu manipulation

was 32, which was the largest number for all menu invocation methods. However, in the

case of the left-hand side of the screen, for the question “Does PLI affect writing notes

when invoked at unintended timing?” seven subjects answered “no problem will occur

at all.” One subject answered “almost no problem will occur.” Therefore, we consider
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Figure. 5.8: Comparison the manipulation time of menu positions using PLI

that the influence was small.

The success rate of menu manipulation was 96% for the bezel swipe, which was the

highest, and 73% for the long press, which was the lowest. The success rate of the bezel

swipe was high because the subjects did not need to tap a specific position, and they

only needed to swipe roughly from the edge of the screen. Four subjects answered that

the bezel swipe was “frequently used and familiar.” Therefore, it is possible that it was

a familiar manipulation method, to some extent.

II occurred 11 times for the long press. Three subjects answered that the long press was

“frequently used and familiar.” However, in the recorded video, some subjects pressed

the pen strongly and moved it when the menu could not be invoked. Therefore, it is

possible that the unsuccessful operation caused the low success rate.

II occurred four times for PLI because MLOAP did not correctly distinguish the touch

of the hand, and the menu was not invoked, even when the hand was lifted. Regarding

PLI, one subject answered that it “could not display as intended at all” and four answered

“could not display intended much.” This will be improved by increasing the accuracy of

palm rejection for invoking a menu using PLI.
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5.6.2 Discussion of menu invocation method at the stylus nib

As a result of the experiment, we found that there was no significant difference in

menu manipulation time using the three invocation methods. The difference in the

manipulation time for each menu invocation method was smaller when the menu display

position was set to the left edge of the screen.

Compared with the case in which the menu display position was at the left-hand side

of the screen, there was little difference in the manipulation time of the bezel swipe.

The long press was approximately 300 ms shorter. This is considered to be a more

suitable combination than displaying the menu at the left edge of the screen, because

the menu is invoked at the stylus, and, menu selection can be performed immediately.

However, II occurred eight times and UI occurred 19 times. We believe that the menu

was invoked unintentionally because subjects had the stylus nib attached to the screen

while writing the character. US occurred seven times by subjects choosing a menu

unintentionally.

PLI was approximately 200 ms later than when the menu was displayed at the left

edge of the screen. If the menu was correctly invoked at the stylus nib, the manipulation

time of the stylus nib should have been faster than it was when the menu was at the left

edge of the screen. However, the opposite result occurred. The reason of the result was

the low success rate, which was 55%.

IP only occurs for the combination of PLI and the menu position at the stylus nib.

When subjects lifted up the stylus first, the palm rejection algorithm was able to recog-

nize one of the remaining touches as a stylus nib. Then, subjects lifted up their hand,

and menus would be displayed under their hand rather than at the stylus nib. Two

subjects made IP five times out of seven, and in total, IP occurred 14 times. Thus, the

frequency of IP was one factor behind the success rate. Additionally, II occurred 15

times in total. One subject in particular made II five times, while two subjects made II

three times. These results indicate that most of the subjects could not operate PLI in

combination with the menu position at the stylus nib as intended.
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5.6.3 Discussion of the menu display position using PLI

As a result of the experiment, we found that there was no significant difference in the

three types of menu display positions of the menu for the invocation method using PLI.

When the menu was displayed under the hand, there were no subjects who answered

“always displayed at the intended location,” four subjects answered “generally displayed

at the intended location,” three subjects answered “not displayed at the intended location

so much,” and one answered “not displayed at the intended location at all.”

For PLI, when invoking the menu under the hand, because the menu display position

was calculated from the number of touching points of the hand, the menu was not always

displayed under the hand at a particular position. Therefore, we considered that there

was a difference between the position intended by the subject and the position actually

displayed. However, the same manipulation time as the other menu display positions

was still achieved. Therefore, if the accuracy improved, under the hand could be added

to the options for menu display positions for the menu of the note-taking application.

5.6.4 Internal validity of the experiment

As threats to be considered, we list the following influences.

1. The condition of the long press invocation

2. The learning effect during the experiment

3. The subject’s experience

Influence of the condition of the long press invocation

When we implemented the long press function, it was difficult to keep the stylus nib

staying at the same point and within 1 px for 500 ms on the screen. For this reason, we

designed with the intention of distinguishing the long press even if the stylus nib moves

5 px in length and, with a width of not more than 500 ms. Normally, the long press

is not displayed even if you keep pressure on the pen tip after writing a line of script.

However, because of this implementation, after writing a line of script, if the pen tip is

kept in position without moving more than 5 px in length nor width for 500 ms, the

menu is displayed. For this reason, the frequency of UI, is one of the most erroneous
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operations. However, the occurrences of UI are no influence on the operation time of

the menu manipulation.

Influence of the learning effect during the experiment

Because all the experiments were conducted randomly, there was no possibility of a

subject becoming accustomed to only the specific menu invocation method and display

position.

Influence of the subject’s experience

As a result of the questionnaire, because the manipulation method using the bezel

swipe and long press are existing manipulation methods, we know that subjects who

were accustomed to them were included. To minimize the difference in experience, we

attempted all menu invocation methods twice before the experiment.

5.6.5 External validity of the experiment

For the experiments, we describe the generality of the age of the subjects, experience

of using the tablet, and equipment used.

Generality of age

The subjects were eight students ranging from first year to third year at university.

Similar results may not be obtained from subjects who are younger or older.

Generality of experience of using the tablet

Regarding the tablet, in the questionnaire, three subjects answered that they “use it

often at home or work,” four subjects answered “I have used it before; however, I am not

accustomed,” four subjects answered “almost never used,” and there were no subjects

who had “never used it before.” Therefore, subjects who had never used a tablet may

generate different results.
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Generality of equipment used

The tablet used in this experiment was the iPad Air 2, which is widely used, and

the screen size was 9.7 inches. When we compare menu display positions, experiments

using devices with different screen sizes may affect the results. In particular, when

experimenting with tablets with larger screen sizes, the comparison of menu display

positions is expected to generate different results.

5.7 Conclusion

Comparative experiments were conducted from two viewpoints; the menu invocation

method and, menu display position in the note-taking application.

In the experiment in which the menu was displayed at the left-hand side of the screen

using three menu invocation methods, we found that there was a significant difference

among PLI, bezel swipe, and long press; PLI was the fastest, and long press was the

slowest. As a menu invocation method at the left-hand side of the screen, PLI was a

practical invocation method because the manipulation time was faster than the other

menu invocation methods and the success rate was higher than that of the long press.

In the experiment in which the menu was displayed at the stylus nib, there was no

significant difference among the three menu invocation methods.

In the experiment in which the menu invocation method was set to PLI and the menu

was displayed at the left of the screen, at the stylus nib, and under the hand, there was

no significant difference among the three display positions of the menu.

Through these experiments and discussions, we clarified which menu invocation meth-

ods were manipulated rapidly.

However, in the experiments, we could not be clear which menu invocation positions

were manipulated faster. We assume that the screen size affects the results. Additionally,

the background image to be drawn was set to the center of the screen so that the PLI

could be performed correctly. To investigate more practical usability of PLI, it is our

future work to compare PLI with various screen sizes.

It is also our future work to improve the discrimination accuracy of the stylus nib and

hand using palm rejection, which is the basis of the menu invocation method. How to

take notes, how to hold a stylus is different for individuals. Therefore, acquiring data
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individually and making suitable learning data for individuals is one reasonable idea to

improve the accuracy of palm rejection.

92



Chapter.6 Conclusion and future work

In the conclusion, we answer each research question. Then, we review each approach

and discuss future work. Finally, the contribution of this research is described.

6.1 Arc menu for note-taking applications

We reviewed the development process for the arc menu. To evaluate the manipulation

time of the arc menu, we compared the arc menu with two types of linear menu, which

represent a general menu design for note-taking applications. The result of the experi-

ment was that, while the users use the application, the arc menu is manipulated faster

than the PopupLM. Therefore, we conclude that if it is in the same condition, the menu

design we proposed makes smoother the task of taking notes compared to the general

menu design.

Through this experiment, we found that besides menu design, the following factors

have an influence on a smooth way of taking notes using applications. One was the

difficulty of taking notes without palm rejection. Another was the menu invocation

method. The two problems made us pursue the following research.

6.2 Toward the reduction of incorrectly drawn ink retrieval

After the experiment of menu design, we found that palm rejection was also important

for taking notes as if users were using a real pen and notebook. If an application is not

equipped with palm rejection, users are compelled to float the writing hand, and the

writing posture causes fatigue.

Even if the application is equipped with palm rejection, IDIR forces users to rewrite

the retrieved strokes. To reduce the frequencies of IDIR, we developed MLOAP. While

comparing an application with MLOAP and other applications are equipped with palm

rejection, we confirmed that IDIR occurred less for the application with MLOAP than
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other applications. Therefore, the MLOAP will be an algorithm option of palm rejection

in order to reduce the frequency of IDIR.

We set a fixed-sized dynamic occlusion area under the palm, although the size of the

area should be able to adjust to the user. Additionally, if learning data for the SVM for

each user can be collected, the data will fit each user and thus, correctness will increase.

These improvements are future work.

6.3 Evaluation of menu manipulation using palm lift ma-
nipulation

PLI invokes context menus without any interaction except lifting the manipulating

hand. To evaluate the menu invocation methods and menu invocation positions, we

conducted experiments. The following menu invocation methods were compared; PLI,

the bezel swipe and long press. The following menu positions were compared; PLI, the

left edge, stylus nib and under the palm. Through the experiments, when the menu

position was set at the left edge, we found that PLI was significantly faster than other

menu invocation methods. However, the menu invocation positions for PLI had no

significant differences between under the palm, stylus nib and left edge of the screen.

Currently, the screen size of tablet devices is becoming larger, and hence, when larger

tablet devices become popular, there will be a different result for the comparison of the

menu invocation position. However, we have not done experiments with multiple screen

sizes. It is a future work to conduct an experiment to compare the combination of the

invocation methods of the menu and the invocation positions using tablets of multiple

screen sizes.

6.4 Contribution of this research

Through the investigations and discussions of menus, we developed qualitative criteria

for menus of note-taking applications. This contributes to understanding menus more

deeply, and to the development of menus for note-taking applications. The arc menu

is manipulated faster than the PopupLM. In situations where users need to manipulate

menus quickly, such as taking notes, the arc menu will contribute to expanding that

94



choice of menus. The MLOAP reduced the frequency of the occurrence of IDIR. There-

fore, the MLOAP is a possible option as an algorithm for palm rejection. PLI lets users

to be able to invoke menus simply by lifting their hand. PLI can be embedded if it

is a tablet with multi-touch interaction, moreover, it can be used even for tablets that

can not use an active stylus. Therefore, in order to smoothly invoke a menu with a

note-taking application on a general tablet device, PLI is a valid invocation method.

This series of researches is what should be considered when note-taking applications

become more popular. We believe that this research will contribute to expand the choices

of menus that can be used with note-taking applications and MLOAP will be practical

palm rejection algorithm.
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Appendix

Detail of table 5.3

Table. 1: Detail of table 5.3

Invocation
method

Display
position

Subject WS II IP UI US Success
/ Total

Success
Rate

Average
Time
(ms)

BezelSwipe Left
Edge

Total 1 1 54/56 96% 2217

A 7/7 100% 2255
B 1 6/7 86% 2474
C 7/7 100% 1990
D 7/7 100% 1985
E 7/7 100% 1828
F 7/7 100% 2157
G 7/7 100% 2193
H 1 6/7 86% 2999

Long press Left
Edge

Total 4 11 9 41/56 73% 2588

A 1 6/7 86% 2552
B 1 6/7 86% 1962
C 3 3 4/7 57% 3676
D 1 2 4/7 57% 2299
E 1 1 6/7 86% 2435
F 2 5/7 71% 1703
G 1 1 4 5/7 71% 2808
H 2 1 5/7 71% 3522

PLI Left
Edge

Total 3 4 32 49/56 88% 1893

A 7/7 100% 1620
B 1 2 6/7 86% 2393
C 1 7 6/7 86% 2152
D 1 11 6/7 86% 1941
E 2 5 5/7 71% 2078
F 1 6/7 86% 1511
G 6 7/7 100% 1837
H 1 1 6/7 86% 1698

BezelSwipe Stylus
Nib

Total 1 7 48/56 86% 2174
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Invocation
method

Display
position

Subject WS II IP UI US Success
/ Total

Success
Rate

Average
Time
(ms)

A 1 6/7 86% 2141
B 7/7 100% 1873
C 7/7 100% 2239
D 2 5/7 71% 1706
E 2 5/7 71% 1934
F 7/7 100% 1918
G 1 6/7 86% 2311
H 2 5/7 71% 3444

Long press Stylus
Nib

Total 7 8 19 7 41/56 73% 2283

A 1 3 2 6/7 86% 2259
B 2 1 2 2 4/7 57% 2377
C 1 2 3 5/7 71% 2491
D 7/7 100% 2114
E 2 1 5/7 71% 2033
F 1 1 6/7 86% 1838
G 2 1 10 3 4/7 57% 2800
H 1 6/7 86% 2592

PLI Stylus
Nib

Total 2 15 14 40 3 31/56 55% 2117

A 2 3 5/7 71% 2111
B 1 7/7 100% 2410
C 1 5 7 1 1/7 14% 1550
D 1 3 5 11 1 2/7 29% 3139
E 2 5 8 2/7 29% 2627
F 1 7/7 100% 1410
G 3 3 7 1 1/7 14% 2540
H 1 2 6/7 86% 2119

PLI Under
The
Hand

Total 1 6 25 1 49/56 88% 1834

A 1 2 1 6/7 86% 2059
B 1 1 7 5/7 71% 2526
C 1 7/7 100% 1703
D 1 1 6/7 86% 1810
E 2 7/7 100% 1751
F 2 2 5/7 71% 1640
G 1 5 6/7 86% 1351
H 5 7/7 100% 2021
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Questionnaire

Question 1

Does the bezel swipe invoke menus as expected?

• Always invoked as expected 6

• Mostly invoked as expected 2

• Not invoked as expected many times 0

• Not invoked as expected 0

Question 2

Does the long press invoke menus as expected?

• Always invoked as expected 0

• Mostly invoked as expected 4

• Not invoked as expected many times 3

• Not invoked as expected 1

Question 3

Does PLI invoke menus as expected?

• Always invoked as expected 0

• Mostly invoked as expected 4

• Not invoked as expected many times 2

• Not invoked as expected 2

Question 4

Which menu invocation method is suitable for note-taking applications? Provide impressions
for before the experiment and after the experiment.

Before the experiment

• Bezel swipe 5

• long press 2

• PLI 1
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After the experiment

• Bezel swipe 8

• long press 0

• PLI 0

Question 5

Was the menu displayed in the expected position when the menu display position was under
the hand and the menu invocation method was PLI ?

• Always displayed as expected 0

• Mostly displayed as expected 4

• Not displayed as expected many times 3

• Not displayed as expected 1

Question 6

Was the menu displayed in the expected position when the menu display position was the
stylus nib and the menu invocation method was PLI

• Always displayed as expected 1

• Mostly displayed as expected 4

• Not displayed as expected many times 1

• Not displayed as expected 2

Question 7

When menus are invoked unintentionally by PLI, how does it affect each menu display position?

Screen edge

• Does not affect 7

• Rarely affects 1

• Slightly affects 0

• Considerably affects 0

Under the hand

• Does not affect 1

• Rarely affects 1

• Slightly affects 4

• Considerably affects 2
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Stylus nib

• Does not affect 1

• Rarely affects 0

• Slightly affects 4

• Considerably affects 3

Question 8

Which menu display position is suitable for note-taking applications?

• Screen edge 7

• Under the hand 0

• Stylus nib 1

Question 9

Which menu invocation method is suitable for note-taking applications?

• Bezel swipe 7

• long press 0

• PLI 1

Question 10

Have you used a tablet device?

• Yes, I have used it very well 3

• Yes, I have used it several times, but not frequently 4

• No, I have rarely used it 1

• No, I have never used it 0

Question 11

Have you used the bezel swipe?

• Yes, I have used it very well 4

• Yes, I have used it several times, but not frequently 4

• No, I have rarely used it 0

• No, I have never used it 0
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Question 12

Have you used the long press?

• Yes, I have used it very well 3

• Yes, I have used it several times, but not frequently 4

• No, I have rarely used it 1

• No, I have never used it 0
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