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Abstract
Targeting to East Asian summer monsoon for the first time, 

this study presents an assessment of projection uncertainty in 
ensemble dynamical downscaling (DDS) simulations. Based on 
12-member DDS simulations comprised of three global climate 
models (GCMs) and four regional climate models (RCMs), we 
evaluate contributions of GCM and RCM uncertainty to the total 
uncertainty of summer-time precipitation projections around 
Japan. 

Our results show that contribution of RCM uncertainty can 
be comparable to that of GCM uncertainty in magnitudes. This 
finding draws a distinction from the past studies showing the dom-
inance of GCM uncertainty. Most notably, our results show that 
RCM uncertainty for number of precipitating days appears around 
and over the land. RCM uncertainty for precipitation amounts also 
shows a dependence on topography but to a lessor degree. These 
RCM uncertainty characteristics are potentially linked to the dif-
ference in various RCM configurations such as physics schemes 
and model topography. In contrast, GCM uncertainty mostly 
appears over the ocean, which can be attributed to the difference 
in the GCM’s future projections of East Asian summer monsoon. 
Our finding may be of an importance for water disaster and water 
resource management with DDS. 

(Citation: Suzuki-Parker, A., H. Kusaka, I. Takayabu, K. 
Dairaku, N. N. Ishizaki, and S. Ham, 2018: Contributions of 
GCM/RCM uncertainty in ensemble dynamical downscaling for 
precipitation in East Asian summer monsoon season. SOLA, 14, 
97−104, doi:10.2151/sola.2018-017.)

1. Introduction

Dynamical downscaling (DDS) provides essential information 
for adaptation strategies for climate change. The increasing social 
need for fine-scale climate change information have promoted 
internationally coordinated DDS projects, such as the ENSEM-
BLES project (van der Linden and Mitchell 2009), the NARCCAP 
project (Mearns et al. 2012), and the CORDEX project. These 
projects employ multiple global circulation models (GCMs) and 
regional climate models (RCMs) to construct ensemble projec-
tions. However, how best to select GCMs and RCMs for efficient 
sampling of projection uncertainty is not yet certain (e.g., Rum-
mukainen et al. 2015; Takayabu et al. 2016). 

Motivated by this challenge, studies have assessed contri-
butions of GCM and RCM uncertainty to the total projection 
uncertainty in the PRUDENCE and the ENSEMBLES simulations 
(Rowell 2005; Déqué et al. 2007; Déqué et al. 2012). Their results 
indicated that GCM uncertainty was generally larger than RCM 
uncertainty. However, these studies did not directly evaluate GCM 
and RCM uncertainty because not all RCMs were downscaled 

from all GCMs. Moreover, their results were based on DDS simu-
lations for Europe only. Assessments for various climate zones are 
necessary considering the on-going efforts for coordinated DDS 
simulations throughout the world. 

East Asia is no exception in this regard. Among many DDS 
simulations conducted for this area, those targeting Japan have 
shown that downscaled precipitation patterns vary by RCMs 
(Iizumi et al. 2011; Ishizaki et al. 2012; Tsunematsu et al. 2013). 
At the same time, as future projections of East Asian monsoon 
vary by GCMs (e.g., Kitoh and Uchiyama 2006), it is important 
to assess both GCM and RCM uncertainty in DDS simulations. 
Inatsu et al. (2015) assessed projection uncertainties in multi-
GCM × multi-RCM DDS simulations and showed that GCM 
uncertainty was generally larger than RCM uncertainty. However, 
their results do not represent the whole Japan as the study region 
(Hokkaido, Fig. 1a) is not under the influence of East Asian 
summer monsoon. 

This study performs multi-GCM × multi-RCM DDS simula-
tions around Japan to evaluate contributions of GCM and RCM 
uncertainty to the total uncertainty of summer-time (June-August, 
JJA) precipitation projection. Bearing in mind of impact assess-
ments for drought and extreme rainfall, we evaluate three precipi-
tation related variables; total precipitation amount, number of pre-
cipitating days, and extreme precipitation. The DDS simulations 
comprises of four RCMs each downscaled from three GCMs, 
enabling direct assessment of uncertainty without arbitrarily filling 
“missing DDS members”. 

2. Ensemble DDS simulation design

The ensemble DDS simulations analyzed in the present 
study consist of four RCMs and three GCMs, with a total of 12 
ensemble members (Fig. 1b). Model simulations are 20-years 
each for current (1981−2000) and future climates (2081−2100). 
The RCP4.5 scenario (IPCC 2013) is used for the future climate 
simulation.

The four RCMs used for downscaling are NHRCM (Saito 
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Fig. 1. (a) Map of topography for analysis region, and (b) schematic illus-
tration of the multi GCM/RCM dynamical downscaling ensemble simula-
tion design. 
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band, also called Mei-yu in China and Changma in Korea) is well 
captured by all members. Locations of Baiu rain band differ by 
GCMs; those downscaled from MRI-CGCM3 and CCSM4 pro-
duced the rain band along the southern shore on the Pacific side 
of western Japan (Figs. 2e, 2f, 2g, 2h, 2i, 2j, 2k, and 2l), but those 
downscaled from MIROC5 produced the rain band off-shore on 
the south of the Japanese archipelago (Figs. 2a, 2b, 2c, and 2d). 

Localized heavy precipitation due to topography are also 
well reproduced by all members (Figs. 2a, 2b, 2c, 2d, 2e, 2f, 2g, 
2h, 2i, 2j, 2k, and 2l). Qualitative evaluations of the DDS results 
are shown in Fig. A1. The AMeDAS is selected as the basis of 
evaluation because of its high density observation network (located 
at 17 km intervals on average). Taylor skill scores (TSS, Taylor 
2001) vary by RCMs rather than by GCMs, as the variances of 
TSS among RCM and GCM are 0.017 and 0.002, respectively. 
Bias and root mean square error show variations by RCMs (e.g., 
NHRCM simulations have high root mean square errors) but also 
show variations by GCMs (e.g, members downscaled from MRI-
CGCM3 tend to have low bias) (Fig. A1b). 

The main question for this study is whether or not these 
variations in current climate simulations persist in the future pro-
jections. 

4. Uncertainty assessment for future projection

4.1 Quantifying sources of uncertainty by two-way analysis of 
variance with replication

There are three distinct sources of uncertainty in climate 
change projections; scenario uncertainty, model uncertainty, and 
interannual (natural) variability (e.g., Hawkins and Sutton 2011). 
In DDS, model uncertainty incorporates RCM uncertainty and 
GCM uncertainty. We also expect to have uncertainty due to inter-
actions between RCM and GCM. This is hereafter referred to as 
interactive effect. 

We use variance as a measure of uncertainty. The total vari-
ance among the 12 members is decomposed to variances by RCM, 
GCM, interactive effect, and the residual, using two-way analysis 
of variance (ANOVA) with replication (von Storch and Zwiers 
1999) as follows.

et al. 2006), NRAMS (Pielke et al. 1992), WRF (Skamarock et al. 
2008), and RSM (Juang 2000). These RCMs are selected based 
on their extensive applications around Japan (Iizumi et al. 2011; 
Ishizaki et al. 2012; Ham et al. 2016; Kusaka et al. 2016; Nayak 
and Dairaku 2016; Nayak et al. 2017). The horizontal resolution 
is commonly set at 20 km with the model domain covering the 
Japanese islands and the surrounding vicinity (Fig. 1a). However, 
number of grid points (and thus lateral boundary locations) and 
physics scheme selections are different by RCMs (Table A1). 
Additionally, dynamical cores are varied as the RSM is a spectral 
model while the other three RCMs are finite volume difference 
models. Finally, representations of topography in the RCMs 
also show variation (discussed in Section 4.3). Therefore, RCM 
uncertainty assessed in this study includes comprehensive impacts 
from differences in dynamical core types, domain configurations, 
physics schemes, and model topography.

The three GCMs used as initial and boundary conditions 
for the RCMs are MIROC5, MRI-CGCM3, and CCSM4. These 
GCMs are selected bearing in mind that future projections of 
precipitation patterns in monsoon regions are sensitive to future 
changes in tropical sea surface temperatures (SST) (i.e., Xie et al. 
2010). Specifically, GCMs in the Coupled Model Intercomparison 
Project Phase 5 were categorized into three groups according to 
their future tropical SST projections by cluster analysis (the work 
by Mizuta et al. 2014), then, the GCMs are selected from each of 
the three groups. Original 6-hourly GCM output data are used as 
initial and boundary conditions for the RCMs. Neither bias correc-
tion nor spectral nudging is applied. 

3. Current climate reproducibility

Prior to the assessment of future projection, we briefly survey 
reproducibility of the simulated precipitation pattern for current 
climate. Figure 2 shows the simulated current climate JJA mean 
precipitation from each of the DDS ensemble members along 
with the Automated Meteorological Data Acquisition System 
(AMeDAS) observation data. 

Synoptic scale band-shaped precipitation associated with 
East Asian summer monsoon (hereafter referred to as Baiu rain 

Fig. 2. Monthly mean precipitation amount averaged for June−August 1981−2000 from (a−l) the ensemble DDS simulations, and (m) the AMeDAS obser-
vations.
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Here, xgry denotes DDS result from RCM (r) downscaled from 
GCM ( g) for year ( y). The over bar denotes average, and the 
subscript (*) indicates ‘all’ so for example, xg** is the all-year 
(20 years) average of all RCMs (four RCMs) downscaled from 
one (common) GCM. Mathematically, the residual term corre-
sponds to interannual variability. We perform ANOVA to future 
changes of JJA precipitation amount (PR), number of precipitation 
day (PR_day), and extreme precipitation (PR95). PR_day is 
defined as number of days with daily precipitation exceeding 
0.1 mm, and PR95 is defined as 95th percentile value of JJA daily 
precipitation amount including 0 mm/day (e.g., daily precipitation 
amount on non-precipitating days). Note that we are unable to 
quantify scenario uncertainty as the 12-member DDS simulations 
analyzed in this study target single scenario (RCP4.5 scenario).

The results are presented in Fig. 3 as fractions of uncertainty 
explained by RCM, GCM and interactive effect, to the total 
projection uncertainty. Only statistically significant fractions (with 
p < 0.05) are shown. Note that the fractions are small (less than 
~0.1) as the residual (4th term in Eq. 1) is very large. This indicates 
that most (up to 90%) of the total variance is explained by the 
residual, which corresponds to interannual variability. Further 
discussion on this topic will be given in Section 5.

There are three major findings in Fig. 3. 
(1) RCM uncertainty, GCM uncertainty, and interactive effect all 

have statistically significant contributions to the total projec-
tion uncertainty. 

(2) Contribution of RCM uncertainty can be comparable to that of 
GCM uncertainty in magnitudes. 

(3) Appearance of RCM and GCM uncertainty varies in space. 
Specifically, GCM uncertainty tends to appear cohesively over 
the ocean, while RCM uncertainty is less cohesive and tend to 
appear more over and around the land. 
The following subsections present detailed descriptions of 

each uncertainty factors and their possible causes. 

4.2 GCM uncertainty 
As mentioned above, most of GCM uncertainty is observed 

over the ocean, but its spatial patterns vary by variables (Figs. 
3a, 3d, and 3g). For PR, GCM uncertainty is observed in north 

Fig. 3. Fractions of variance explained by GCM difference (panels in left columns), RCM difference (middle column), and interactive effect between GCM 
and RCM differences (right column) for future changes of PR (top row), PR_day (middle row), and PR95 (bottom row) as simulated by the ensemble DDS 
simulations. Only areas with statistical significance ( p < 0.05) are plotted. Note that fractions are small (less than ~0.1) as the residual (4th term in Eq. 1, 
corresponding to interannual variability) is very large. 
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of Hokkaido, in the Sea of Japan, and in the Pacific Ocean on 
the southeast of Japan (Fig. 3a). Similar pattern is observed for 
PR95, but with smaller magnitudes (Fig. 3g). For RP_day, GCM 
uncertainty is observed in the Pacific on south of Japan but is less 
apparent in the Sea of Japan (Fig. 3d). 

In order to investigate possible causes for GCM uncertainty in 
PR, we examine future changes of PR projected by the individual 
DDS members (Fig. 4). In general, members downscaled from 
MIROC5 show reductions in southern Japan and increases in 
northern Japan (Figs. 4a, 4b, 4c, and 4d). This pattern implies 
precipitation reductions along the Baiu rain band. On the other 
hand, members downscaled from CCSM4 show opposite pat-
terns: Increases in southern Japan and reductions in northern 
Japan (Figs. 4i, 4j, 4k, and 4l). This pattern implies precipitation 
increases along the Baiu rain band. Members downscaled from 
MRI-CGCM3 show reductions in the Sea of Japan, but the rest of 
regions show mixed results by members. Future changes of PR95 
also show similar GCM dependency, with precipitation reductions 
along the Baiu rain band in members downscaled by MIROC5 
(Figs. A2a, A2b, A2c, and A2d) and the opposite in members 
downscaled by CCSM4 (Figs. A2i, A2j, A2k, and A2l). Projec-
tions of PR_day by individual DDS members also show marked 
GCM dependency, especially around Hokkaido and in the Pacific 
Ocean south of Japan (Fig. 5). 

These GCM dependency can be attributed to different projec-
tions of East Asian summer monsoon in the forcing GCMs, which 
is illustrated in Fig. 6. MIROC5 projects southwesterly anomalies 
at 850 hPa and higher increase of moisture around Japan (Fig. 6b), 
resulting in a northward shift of monsoonal flow and precipita-
tion increase in Sea of Japan (Fig. 6a). On the other hand, MRI-
CGCM3 and CCSM4 show westerly anomalies around Japan with 
less moisture increase (Figs. 6d and 6f), leading to precipitation 
reductions in the Sea of Japan and increases in the Pacific side 
of Japan for both GCMs (Figs. 6c and 6e). Precipitation changes 

associated with the East Asian summer monsoon are generally 
more apparent over the ocean than on land (Fig. 4). Therefore, 
GCM uncertainty appearing over the ocean is considered to be due 
to the difference in the GCM’s projections of East Asian summer 
monsoon. 

4.3 RCM uncertainty
RCM uncertainty is due to differences in various aspects of 

RCMs, such as dynamics, physics schemes, model domain config-
urations (including map projections, locations of lateral boundar-
ies, vertical coordinates, etc) and model topography. Isolation of 
the impact caused by each of these aspects is not possible in the 
present study. However, some discussions on the possible causes 
can be deduced based on the observed characteristics of RCM 
uncertainty shown in Fig. 3. 

For PR and PR95, high RCM uncertainty is observed in 
west side of the Sea of Japan (Figs. 3b and 3h). This is due to 
difference in the magnitude of projected changes among RCMs 
shown in Figs. 4 and A2. For example, among the members down-
scaled from CCSM4, WRF and RSM show greater reductions 
compared to NHRCM and NRAMS in this area (Figs. 4i and 4j). 
Projections for PR95 are also similar (Figs. A2i and A2j). This 
implies that while forcing GCMs control the sign (plus or minus) 
of the change, differences in RCMs influence the magnitude of 
the change. This may be related to differences in model domain 
configurations and/or physics schemes in RCMs (see Table A1). 
Another potential cause is the difference of western lateral bound-
ary locations, which can alter moisture influx from monsoon 
flow into the RCM domains. Outside of the Sea of Japan, RCM 
uncertainty is observed on the land and along the coastlines (Figs. 
3b and 3h). This may be due to the interactions between RCM dif-
ferences listed in Table A1 and the differences in land/sea boarder 
locations and model topography.

Compared to PR and PR95, RCM uncertainty for PR_day is 

Fig. 4. Future changes in JJA PR between current climate (1981−2000) and future climate (2081−2100, under RCP4.5 scenario) as projected by the ensem-
ble DDS simulations. 
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Fig. 5. Similar to Fig. 4, but for PR_day. 

Fig. 6. Future changes of JJA PR (left column), and 850 
hPa winds and specific humidity (right column) from the 
MIROC5 (top row), the MRI-CGCM3 (middle row), and 
the CCSM4 (bottom row). In the panels on the right col-
umn, colored contours show specific humidity [g/kg] and 
vectors show winds [m/s] (legend shown on the bottom 
right corner of the figure).
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higher and tends to appear more over the lands (Fig. 3e). Most 
notably, localized areas of high uncertainty are observed in 
mountainous regions. One of the possible causes here is the dis-
tinctive projections of NRAMS (Fig. 5). In fact, RCM uncertainty 
becomes statistically insignificant if NRAMS simulations are 
removed from the ensemble. It is likely that NRAMS’s distinctive 
projections are related to its smooth model topography (Fig. 7). 
It is noteworthy that PR_day projection is seemingly sensitive to 
model topography while PR an PR95 do not show apparent sen-
sitivity. This may be related to the different nature of these vari-
ables: PR and PR95 are based on precipitation amounts, whereas 
PR_day is threshold-sensitive and has a binary aspect (e.g., pres-
ence or absence of daily precipitation). We also note that PR_day 
may be resolution-sensitive as recently shown by Sugimoto et al. 
(2018). 

4.4 Interactive effect
Fractions of uncertainty explained by interactive effect are 

smaller compared to GCM and RCM uncertainty, amounting only 
up to a few percent of the total projection uncertainty (Figs. 3c, 3f, 
and 3j). Uncertainty by interactive effect is scattered randomly in 
space except for over the ocean southeast of Japan where it shows 
a relatively cohesive pattern. Compared to PR and PR95, PR_day 
has larger uncertainty by interactive effect overall. This may be 
related to the aforementioned characteristics of RCM uncertainty, 
where PR_day has higher RCM uncertainty compared to PR and 
PR95. 

5. Concluding remarks

For the first time in East Asian summer monsoon, the present 
study directly evaluated contributions of GCM and RCM uncer-
tainty to the total projection uncertainty of JJA precipitation in 
multi-GCM/RCM DDS simulations around Japan. The analysis 
was based on 12-member DDS simulations comprised of four 

Fig. 7. Model topography for central~western Japan and Hokkaido (areas enclosed by white boxes in Fig. 1a) from (a−b) NHRCM, (c−d) NRAMS, (e−f) 
WRF, and (g−h) RSM.



103SOLA, 2018, Vol. 14, 97−104, doi:10.2151/sola.2018-017

RCMs (NHRCM, NRAMS, WRF, RSM) each downscaled from 
three GCMs (MIROC5, MRI-CGCM3, CCSM4). Current and 
future climates each targeted for 1981−2000, and 2081−2100 
under the RCP4.5 scenario, respectively. 

A brief evaluation of the current climate reproducibility 
showed that all DDS members reproduced a synoptic-scale band 
of precipitation associated with the Baiu rain band. Localized 
areas of heavy precipitation associated with topography were also 
well captured. 

The results showed that GCM uncertainty, RCM uncertainty, 
and their interactive effect all have statistically significant con-
tributions to the total projection uncertainty of PR, PR_day, and 
PR95. Their contributions varied by locations and variables. Spe-
cifically, GCM uncertainty was most significant over the ocean, 
whereas RCM uncertainty for PR_day was significant around 
and over the land. RCM uncertainties for PR and PR95 were 
significant over the land but signals were also observed over the 
ocean. GCM uncertainty was associated with differences in pro-
jected future changes of the Baiu rain band in the forcing GCMs. 
Potential causes for RCM uncertainty may include differences 
in physics schemes and model topography in RCMs, but further 
deduction was not possible in this study. Appearance of the inter-
active effect was spatially random and relatively small. 

In general, GCM uncertainty is considered to be the dominant 
source of uncertainty in multi-GCM/RCM DDS simulations 
(Rowell 2005; Déqué et al. 2007; Déqué et al. 2012; Inatsu et al. 
2015). Our findings draw a distinction from the past studies in the 
following two aspects. First, contribution of RCM uncertainty can 
be comparable to that of GCM uncertainty in magnitudes, depend-
ing on the area and variable of interest. Second, RCM uncertainty 
tend to appear around and over the land, and its characteristics 
differ for precipitation amount and number of precipitating days. 
The latter point calls for an attention in the social impact assess-
ment such as water disaster and water resource management.

Another important finding from our analysis is that RCM 
uncertainty, GCM uncertainty, and their interactive effect contrib-
ute to only less than 10% of the total projection uncertainty. The 
rest is attributed to the residual, which corresponds to interannual 
variability amounting up to 90% of the total projection uncertainty. 
This finding is clearly different from Hawkins and Sutton (2011), 
who showed that interannual variability had small (less than 30%) 
contribution to uncertainty in the precipitation projection for the 
end of 21st century. The probable reason for this difference is that 
our analysis targeted regional changes around Japan using DDS, 
whereas Hawkins and Sutton examined at a broader scale using 
GCMs. Our results highlight the importance of the projection 
uncertainty assessment at various spatio-temporal scales with 
different projection approaches.

Acknowledgements

Forcing GCM data were prepared by Mr. Osamu Arakawa 
(JAMSTEC), Dr. Hidetaka Sasaki (MRI), and Dr. Masahiro Wata-
nabe (University of Tokyo). The authors extend sincere thanks 
to Mr. Toshiharu Nagatomo for data management. This work 
was conducted under the framework of the SOUSEI/TOUGOU 
programs of the MEXT, Japan. Parts of the DDS simulations were 
performed using COMA at the CCS, University of Tsukuba. 

Edited by: H. Fudeyasu

Supplement

Table A1: Specifications of the RCMs. 
Figure A1: (a) Taylor diagram (Taylor 2001) and (b) scatter 

plot of bias and root-mean square error (RMSE) for current 
climate simulations (1981−2000) JJA PR. Validation data is 
AMeDAS observation. 

Figure A2: Similar to Fig. 4, but for 95th percentile value of 
JJA daily precipitation. 
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