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We have made a detailed study of the phase structure for the lattice Schwinger model with one flavor of
Wilson fermion on the ðm; gÞ plane. For numerical investigation, we develop a decorated tensor
renormalization method for lattice gauge theories with fermions incorporating the Grassmann tensor
renormalization. Our algorithm manifestly preserves rotation and reflection symmetries. We find not only a
parity-broken phase but also a Berezinskii-Kosterlitz-Thouless (BKT) transition by evaluating the central
charge and an expectation value of a projection operator into the parity-odd subspace. The BKT phase
boundaries converge into the degenerated doubler pole ðm; gÞ ¼ ð−2; 0Þ, while the parity-breaking
transition line ends at the physical pole ðm; gÞ ¼ ð0; 0Þ. In addition, our analysis of scaling dimensions
indicates that a conformal field theory with SU(2) symmetry arises on the line of m ¼ −2.
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I. INTRODUCTION

The Wilson fermion is one of the standard lattice
regularizations for the continuum Dirac fermion, avoiding
the species-doubling problem. Although the chiral sym-
metry is explicitly broken in this formulation, the existence
of massless pseudoscalar mesons is expected by Aoki’s
scenario for even numbers of flavors as gapless modes
accompanied by a parity-flavor-breaking transition (see a
summary report [1]). On the other hand, the phase structure
of the Wilson fermion with odd numbers of flavors is not
fully understood yet. The condition of the Vafa-Witten
theorem [2] is not fulfilled in this case and the parity
symmetry itself can be spontaneously broken, that is, the
flavor singlet pseudoscalar meson can be also massless. In
fact, analyses based on the strong-coupling expansion show
that the parity symmetry is really broken. A possible
answer was indicated by numerical simulations for three
flavor lattice QCD: The redundant phase is restricted within
the strong-coupling region and the correct continuum
physics can be realized in a weak-coupling region [3].
However, it is still quite hard to investigate the parity- or
parity-flavor-breaking transition, because Monte Carlo
approaches suffer from the numerical sign problem in
the broken phase for odd numbers of flavors.

As a first step toward a long-term goal to understand the
phase structure of odd numbers of flavors of the Wilson
fermion completely, we study the lattice Schwinger model
with one flavor of the Wilson fermion. The Schwinger
model, two-dimensional QED, is simple but shares several
properties with QCD. It was numerically verified by several
methods at a high level of precision that an Ising transition
occurs in the strong-coupling limit [4–6]. Moreover, we
showed that such a transition is retained even at finite
couplings and the transition line approaches the physical
pole ðm; gÞ ¼ ð0; 0Þ where m is the fermion mass and g is
the gauge coupling [6]. On the other hand, the situation of
the lattice Schwinger model around m ¼ −2 is not clear
yet. In the strong coupling limit of g ¼ ∞, as discussed by
Salmhofer, it is mapped to a critical six-vertex model whose
criticality is described by a conformal field theory (CFT)
with the central charge c ¼ 1 [7]. In the free limit, the point
of ðm; gÞ ¼ ð−2; 0Þ corresponds to the degenerated doubler
pole, which is governed by the CFTwith c ¼ 1

2
þ 1

2
¼ 1. A

natural expectation may be an existence of a c ¼ 1 CFT
line or region between ðm; gÞ ¼ ð−2; 0Þ and ðm; gÞ ¼
ð−2;∞Þ, which should be confirmed by a detailed inves-
tigation of the phase structure around m ¼ −2 at finite
couplings by using a reliable numerical method.
In order to investigate the phase structure of the lattice

Schwinger model with one flavor of the Wilson fermion
throughout the ðm; gÞ plane, we have improved our method
proposed in Ref. [6], which was based on the tensor
renormalization group (TRG) [8]. The TRG is one of the
so-called tensor network algorithms, which are free from the
sign problem, and is suitable for computation of classical
partition functions and quantum path integrals. It was
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originally developed mainly in the fields of condensed matter
physics and quantum information science. In recent years,
however, it has also attracted a lot of attention in high energy
physics and there have already been many applications to
lattice field theories [6,9–21]. Although our previous method
succeeded in clear demonstration of the Ising transition at
finite couplings by adopting a Grassmannversion of the TRG
proposed by Gu and others [22], the gauge redundancy
demanded increasing bond dimensions of tensor to keep
numerical precisions at finite couplings. After our work in
Refs. [6,13], Dittrich and others proposed a variation of the
TRG method that gives a better control of the gauge
redundancy by introducing an additional structure decorating
the tensor network [14]. In this paper we develop a more
efficient method to study the lattice Schwinger model with
one flavor of the Wilson fermion by combining the ideas of
the decorated TRG and Grassmann TRG, and investigate the
phase structure in the region around m ¼ −2 at finite
couplings, which was out of reach in previous studies.
It is worth noting that other tensor network methods

are also gathering much attention from the field of high
energy physics. They also choose the analysis of the lattice
Schwinger model as a pilot study, though the Kogut-
Susskind fermion formulation has been employed so far
in all such works [23–36].
The layout of this papers is as follows. In Sec. II, we

explain the application of our decorated tensor renormal-
ization to the lattice Schwinger model with one flavor of the
Wilson fermion. Section III presents the results for numeri-
cal investigation of the phase structure. Finally we sum-
marize our paper in Sec. IV.

II. DECORATED TENSOR RENORMALIZATION
FOR THE LATTICE SCHWINGER MODEL

A. Lattice Schwinger model with one flavor
of the Wilson fermion

We follow the lattice formulation of the Schwinger
model given in Ref. [6], but use m and g as parameters
in the model throughout this paper instead of the hopping
parameter κ and the inverse coupling squared β. We give the
formulation again in the following to make the paper self-
contained.
The Wilson-Dirac matrix is given by

ψ̄D½U�ψ ¼ ðmþ 2Þ
X
n;α

ψ̄n;αψn;α

−
1

2

X
n;μ;α;β

ψ̄n;α½ð1 − γμÞα;βUn;μψnþμ̂;β

þ ð1þ γμÞα;βU†
n−μ̂;μψn−μ̂;β�; ð1Þ

where ψn and ψ̄n are two-component Grassmann variables
at site n andUn;μ is aUð1Þ link variable at site n along the μ
direction. α and β denote the Dirac indices and μ̂ represents
a unit vector along the μ direction. The gamma matrices are

γ1 ¼
�
1 0

0 −1

�
; γ2 ¼

�
0 1

1 0

�
: ð2Þ

Following Ref. [7], we employ another basis,

χn;1¼
1ffiffiffi
2

p ðψn;1þψn;2Þ; χn;2¼
1ffiffiffi
2

p ðψn;1−ψn;2Þ; ð3Þ

χ̄n;1¼
1ffiffiffi
2

p ðψ̄n;1þ ψ̄n;2Þ; χ̄n;2¼
1ffiffiffi
2

p ðψ̄n;1− ψ̄n;2Þ; ð4Þ

only in the second (space) direction, while keeping fψn;αg
and fψ̄n;αg in the first (time) direction. Using this trick, the
hopping terms are simply rewritten asX

α;β

ψ̄n;αð1þ γ1Þα;βψn−1̂;β ¼ 2ψ̄n;1ψn−1̂;1; ð5Þ
X
α;β

ψ̄n;αð1 − γ1Þα;βψnþ1̂;β ¼ 2ψ̄n;2ψnþ1̂;2; ð6Þ
X
α;β

ψ̄n;αð1þ γ2Þα;βψn−2̂;β ¼ 2χ̄n;1χn−2̂;1; ð7Þ
X
α;β

ψ̄n;αð1 − γ2Þα;βψnþ2̂;β ¼ 2χ̄n;2χnþ2̂;2: ð8Þ

Each Grassmann variable satisfies the anticommutation
relations,

½ψn;α; ψ̄m;β�þ ≡ ψn;αψ̄m;β þ ψ̄m;βψn;α ¼ 0; ð9Þ
½ψn;α;ψm;β�þ ¼ ½ψ̄n;α; ψ̄m;β�þ ¼ 0; ð10Þ

½χn;α; χ̄m;β�þ ¼ ½χn;α; χm;β�þ ¼ ½χ̄n;α; χ̄m;β�þ ¼ 0; ð11Þ
and the integration rules,Z

dψn;α1 ¼
Z

dψ̄n;α1 ¼ 0; ð12Þ
Z

dψn;αψm;β ¼
Z

dψ̄n;αψ̄m;β ¼ δn;mδα;β; ð13Þ
Z

dχn;α1 ¼
Z

dχ̄n;α1 ¼ 0; ð14Þ
Z

dχn;αχm;β ¼
Z

dχ̄n;αχ̄m;β ¼ δn;mδα;β: ð15Þ

Turning to the gauge part, the U(1) plaquette action is
given by

Sg½U� ¼ −
1

g2
X

all plaquette

cosφp; ð16Þ

φp ≡ φn;1 þ φnþ1̂;2 − φnþ2̂;1 − φn;2; ð17Þ

φn;1;φnþ1̂;2;φnþ2̂;1;φn;2 ∈ ½−π; π�; ð18Þ
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where φn;1;φnþ1̂;2;φnþ2̂;1 and φn;2 are phases of link
variables that compose a plaquette variable φp.

B. Decorated tensor network representation

We transform the partition function,

Z ¼
Z

DU detD½U�e−Sg½U�; ð19Þ

into a decorated tensor network form. First, by using
Eqs. (9)–(11), the fermionic part is expanded as follows:

detD½U� ¼
Y
n;α

�Z
dψn;αdψ̄n;α

�
eψ̄D½U�ψ ð20Þ

¼ P0

Z Y
n

Wn

Y
μ

Hn;μ; ð21Þ

Wn ≡ ðmþ 2Þ2 þ ðmþ 2Þdψn;1dψ̄n;1

þ ðmþ 2Þdψn;2dψ̄n;2 þ dψn;1dψ̄n;1dψn;2dψ̄n;2; ð22Þ
Hn;1 ≡ 1þU†

n;1ψn;1ψ̄nþ1̂;1 þ Un;1ψnþ1̂;2ψ̄n;2

þ ψnþ1̂;2ψ̄nþ1̂;1ψ̄n;2ψn;1; ð23Þ
Hn;2 ≡ 1þU†

n;2χn;1χ̄nþ2̂;1 þUn;2ψnþ2̂;2χ̄n;2

þ χ̄nþ2̂;1χnþ2̂;2χn;1χ̄n;2; ð24Þ
where P0 represents a projection to terms without any
Grassmann variable. Next, we perform the character
expansion for the gauge part,

e
1

g2
cosφp ¼

X∞
bp¼−∞

eibpφpIbp

�
1

g2

�
ð25Þ

≃ XNce

bp¼−Nce

eibpφpIbp

�
1

g2

�
; ð26Þ

with Ibp being the modified Bessel function. The truncation
number Nce is introduced in order to obtain a finite-
dimensional tensor network [10]. Integrating out all link
variables, we obtain
Z

π

−π

dφn;1

2π
Hn;1eiðbi−bjÞφn;1

¼

8>>><
>>>:

1þ ψnþ1̂;2ψ̄nþ1̂;1ψ̄n;2ψn;1; bi ¼ bj
ψn;1ψ̄nþ1̂;1; bi ¼ bj þ 1

ψnþ1̂;2ψ̄n;2; bi ¼ bj − 1

0; others

: ð27Þ

Integration for Hn;2 is performed likewise. Multiplying Wn

by these integrated results yields a decorated tensor net-
work form of the partition function,

Z ¼
Z X

b1;b2;b3;���

X
i;j;k;���

T ðb1;b2;b3;b4Þ
n;i;j;k;l T ðb5;b4;b1;b6Þ

nþ1̂;m;o;i0;p

× T ðb7;b3;b8;b1Þ
nþ2̂;q;r;s;j0

� � �Gðb1;b4Þ
n;1;i0;i G

ðb3;b1Þ
n;2;j0;j � � � ; ð28Þ

T ðb1;b2;b3;b4Þ
n;i;j;k;l ≡Tðb1;b2;b3;b4Þ

i;j;k;l dψRðb1−b4ÞþpðiÞ
n;1 dψ̄Rðb4−b1ÞþpðiÞ

n;2

×dχ̄Rðb1−b3ÞþpðjÞ
n;2 dχRðb3−b1ÞþpðjÞ

n;1 dψ̄Rðb3−b2ÞþpðkÞ
n;1

×dψRðb2−b3ÞþpðkÞ
n;2 dχRðb4−b2ÞþpðlÞ

n;2 dχ̄Rðb2−b4ÞþpðlÞ
n;1 ;

ð29Þ

Gðb1;b4Þ
n;1;i0;i ≡ hðb1;b4Þi0;i ψRðb1−b4ÞþpðiÞ

n;1 ψ̄Rðb1−b4Þþpði0Þ
nþ1̂;1

× ψRðb4−b1Þþpði0Þ
nþ1̂;2

ψ̄Rðb4−b1ÞþpðiÞ
n;2 ; ð30Þ

Gðb3;b1Þ
n;2;j0;j ≡ hðb3;b1Þj0;j χRðb3−b1ÞþpðjÞ

n;1 χ̄Rðb3−b1Þþpðj0Þ
nþ2̂;1

× χRðb1−b3Þþpðj0Þ
nþ2̂;2

χ̄Rðb1−b3ÞþpðjÞ
n;2 : ð31Þ

Tðb1;b2;b3;b4Þ is a decorated tensor kernel that includes no
Grassmann number and its detail is given in Appendix A.

hðb1;b4Þi0;i is equal to the Kronecker delta gi0;i for the initial
tensor network. R is a ramp function that satisfies

RðxÞ ¼
�
x; x ≥ 0

0; x < 0
: ð32Þ

pðiÞ equals 0 (1) when i indicates a parity-even (-odd) state
under a reflection. Note that fψn;αg, fχn;αg and others are
treated as independent variables. Figure 1 illustrates
Eq. (28) as a network diagram.

FIG. 1. Schematic representation of the decorated tensor net-
work of Eq. (28). Each site indicated by a filled circle represents
each decorated tensor T n. fGn;μg are assigned to each link. The
decoration labels fbig sit on each plaquette.
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C. Decorated TRG procedure

One TRG cycle consists of two steps, decomposing each
tensor in Eq. (28) by using the singular value decom-
position (SVD) and contracting the decomposed tensors to
obtain coarse-grained tensors. We extend an algorithm
proposed in Ref. [14] to systems including fermions.
Fermionic degrees of freedom are treated by following
our previous approach given in Ref. [6], but some mod-
ifications are introduced to preserve rotation and reflection
symmetries.
First, let us explain the decomposition part. A matrix

form of the decorated tensor kernel Tðb1;b2;b3;b4Þ is defined
as follows:

Mðb3;b4Þ
ðb1;i;jÞ;ðb2;k;lÞ ≡ Tðb1;b2;b3;b4Þ

i;j;k;l : ð33Þ

Then, we perform the SVD,

Mðb3;b4Þ
ðb1;i;jÞ;ðb2;k;lÞ ¼

X
m

Uðb3;b4Þ
ðb1;i;jÞ;mσ

ðb3;b4Þ
m Vðb3;b4Þ

m;ðb2;k;lÞ: ð34Þ

Only the largest D singular values out of fσðb3;b4Þm g are kept
and others are approximated to 0. When b3 ¼ b4,Mðb3;b4Þ is
a symmetric matrix and the eigenvalue decomposition is

applied rather than the SVD, that is, Vðb3;b4Þ
m;ðb2;k;lÞ ¼ Uðb3;b4Þ

ðb2;k;lÞ;m
and σðb3;b4Þm can be negative. The truncation is performed in

that case, taking the absolute values of fσðb3;b4Þm g into
consideration. In the case b3 ¼ −b4, thanks to the reflec-
tion symmetry with respect to the 10-axis (see Appendix B),
Mðb3;b4Þ can be block diagonalized. To derive a block-
diagonalized form, we introduce special indices O, A, B,
O0, A0 and B0,

O ∈ fð0; i; jÞji ¼ jg; ð35Þ

A ∈ fð0; i; jÞji > jg ∪ fðb1; i; jÞjb1 > 0g; ð36Þ

B ∈ fð0; i; jÞji < jg ∪ fðb1; i; jÞjb1 < 0g; ð37Þ

O0 ∈ fð0; k; lÞjk ¼ lg; ð38Þ

A0 ∈ fð0; k; lÞjk > lg ∪ fðb2; k; lÞjb2 > 0g; ð39Þ

B0 ∈ fð0; k; lÞjk < lg ∪ fðb2; k; lÞjb2 < 0g: ð40Þ

Then, Mðb3;b4Þ is block diagonalized as follows:

0
BB@

1 0 0

0 1ffiffi
2

p ð−1ÞpðiÞþpðjÞþb1ffiffi
2

p

0 1ffiffi
2

p ð−1ÞpðiÞþpðjÞþb1þ1ffiffi
2

p

1
CCA
0
BB@

MOO0 MOA0 MOB0

MAO0 MAA0 MAB0

MBO0 MBA0 MBB0

1
CCA
0
BB@

1 0 0

0 1ffiffi
2

p 1ffiffi
2

p

0
ð−1ÞpðkÞþpðlÞþb2ffiffi

2
p ð−1ÞpðkÞþpðlÞþb2þ1ffiffi

2
p

1
CCA

¼

0
BB@

MOO0
ffiffiffi
2

p
MOA0 0ffiffiffi

2
p

MAO0 MAA0 þ ð−1ÞpðiÞþpðjÞþb1MBA0 0

0 0 MAA0 − ð−1ÞpðiÞþpðjÞþb1MBA0

1
CCA; ð41Þ

where the superscript ðb3; b4Þ is omitted. When b3 is an odd (even) number, the upper-left (lower-right) block is parity odd
under the reflection. If the index m that is introduced in the SVD, Eq. (34), is in the parity-odd block, pðmÞ ¼ 1; otherwise
pðmÞ ¼ 0. By using the above result, we define a decomposition of the Grassmann-valued tensor T ðb1;b2;b3;b4Þ

n on even sites,

T ðb1;b2;b3;b4Þ
n;i;j;k;l ¼

X
m;m0

Z
S1ðb3;b4Þ
nð1Þþ1̂0;ðb1;i;jÞ;m0S

3ðb3;b4Þ
nð1Þ;ðb2;k;lÞ;mG

ð1Þðb3;b4Þ
nð1Þ;10;m0;m

; ð42Þ

with

Gð1Þðb3;b4Þ
nð1Þ;10;m0;m ≡ hð1Þðb3;b4Þm0;m ξRðb3−b4ÞþpðmÞ

nð1Þ;1 ξ̄Rðb3−b4Þþpðm0Þ
nð1Þþ1̂0;1

ξRðb4−b3Þþpðm0Þ
nð1Þþ1̂0;2

ξ̄Rðb4−b3ÞþpðmÞ
nð1Þ;2 ; ð43Þ

hð1Þðb3;b4Þm0;m ≡ sgnðσðb3;b4Þm Þδm0;m; ð44Þ

S1ðb3;b4Þ
nð1Þþ1̂0;ðb1;i;jÞ;m0 ≡S1ðb3;b4Þðb1;i;jÞ;m0dξ̄

Rðb3−b4Þþpðm0Þ
nð1Þþ1̂0;1

dξRðb4−b3Þþpðm0Þ
nð1Þþ1̂0;2

dψRðb1−b4ÞþpðiÞ
n;1 dψ̄Rðb4−b1ÞþpðiÞ

n;2 dχ̄Rðb1−b3ÞþpðjÞ
n;2 dχRðb3−b1ÞþpðjÞ

n;1 ;

ð45Þ

S1ðb3;b4Þðb1;i;jÞ;m0 ≡ ð−1ÞRðb1−b3ÞþRðb1−b4ÞþRðb3−b4Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
jσðb3;b4Þm0 j

q
Vðb4;b3Þ
m0;ðb1;i;jÞ; ð46Þ
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S3ðb3;b4Þ
nð1Þ;ðb2;k;lÞ;m≡S3ðb3;b4Þðb2;k;lÞ;mdξ

Rðb3−b4ÞþpðmÞ
nð1Þ;1 dξ̄Rðb4−b3ÞþpðmÞ

nð1Þ;2 dψ̄Rðb3−b2ÞþpðkÞ
n;1 dψRðb2−b3ÞþpðkÞ

n;2 dχRðb4−b2ÞþpðlÞ
n;2 dχ̄Rðb2−b4ÞþpðlÞ

n;1 ; ð47Þ

S3ðb3;b4Þðb2;k;lÞ;m ≡
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
jσðb3;b4Þm j

q
Vðb3;b4Þ
m;ðb2;k;lÞ; ð48Þ

where sgn is a sign function and fξ̄nð1Þ ; ξnð1Þg are newly-introduced Grassmann variables with nð1Þ being a coarse-grained
lattice site. This decomposition is schematically expressed in Fig. 2(a). It should be remarked that differently from our
previous approach, ξnð1Þ is a two-component Grassmann variable and that is essential to preserve rotation and reflection
symmetries. In Eq. (46), the π-rotation symmetry explained in Appendix B is employed and it is assumed that ξnð1Þ
transforms under rotations as ψn does. A decomposition for odd sites is defined as follows by exploiting the rotation
symmetry discussed in Appendix B:

T ðb1;b2;b3;b4Þ
n;i;j;k;l ¼

X
m;m0

Z
S2ðb2;b1Þ
nð1Þþ2̂0;ðb3;j;kÞ;m0S

4ðb2;b1Þ
nð1Þ;ðb4;l;iÞ;mG

ð1Þðb2;b1Þ
nð1Þ;20;m0;m; ð49Þ

with

Gð1Þðb2;b1Þ
nð1Þ;20;m0;m ≡ hð1Þðb2;b1Þm0;m ηRðb2−b1ÞþpðmÞ

nð1Þ;1 η̄Rðb2−b1Þþpðm0Þ
nð1Þþ2̂0;1

ηRðb1−b2Þþpðm0Þ
nð1Þþ2̂0;2

η̄Rðb1−b2ÞþpðmÞ
nð1Þ;2 ; ð50Þ

S2ðb2;b1Þ
nð1Þþ2̂0;ðb3;j;kÞ;m0 ≡ S2ðb2;b1Þðb3;j;kÞ;m0dη

Rðb1−b2Þþpðm0Þ
nð1Þþ2̂0;2

dη̄Rðb2−b1Þþpðm0Þ
nð1Þþ2̂0;1

dχ̄Rðb1−b3ÞþpðjÞ
n;2 dχRðb3−b1ÞþpðjÞ

n;1 dψ̄Rðb3−b2ÞþpðkÞ
n;1 dψRðb2−b3ÞþpðkÞ

n;2 ;

ð51Þ

S2ðb2;b1Þðb3;j;kÞ;m0 ≡ ð−1ÞRðb2−b3Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
jσðb2;b1Þm0 j

q
Vðb1;b2Þ
m0;ðb3;j;kÞ; ð52Þ

S4ðb2;b1Þ
nð1Þ;ðb4;l;iÞ;m ≡ S4ðb2;b1Þðb4;l;iÞ;mdη̄

Rðb1−b2ÞþpðmÞ
nð1Þ;2

dηRðb2−b1ÞþpðmÞ
nð1Þ;1

dχRðb4−b2ÞþpðlÞ
n;2 dχ̄Rðb2−b4ÞþpðlÞ

n;1 dψRðb1−b4ÞþpðiÞ
n;1 dψ̄Rðb4−b1ÞþpðiÞ

n;2 ; ð53Þ

S4ðb2;b1Þðb4;l;iÞ;m ≡ ð−1ÞRðb4−b2ÞþRðb1−b2Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
jσðb2;b1Þm j

q
Vðb2;b1Þ
m;ðb4;l;iÞ; ð54Þ

where fη̄nð1Þ ; ηnð1Þg are also newly introduced Grassmann
variables and transform under rotations as χn does. This
decomposition is schematically expressed in Fig. 2(b).

Next, we perform a contraction for S1ðb3;b2Þ
nð1Þ

, S2ðb3;b1Þ
nð1Þ

,

S3ðb1;b4Þ
nð1Þ and S4ðb2;b4Þ

nð1Þ as depicted in Fig. 3. The old

Grassmann variables fψ̄n;ψn; ξ̄n; ξng reside on a small
closed loop in the figure and we can integrate out all of
them simultaneously with the contraction. As a result, we
get a coarse-grained tensor,

(a)

(b)

FIG. 2. Schematic representation for the decompositions of
(a) Eq. (42) and (b) Eq. (49). Newly introduced Grassmann
variables fξ̄nð1Þ ; ξnð1Þ ; η̄nð1Þ ; ηnð1Þ g are assigned to the additional
dashed lines.

FIG. 3. Schematic representation of the contraction of Eq. (55).
Solid lines in a closed loop, where old Grassmann variables

fψ̄n;ψn; χ̄n; χng reside, can be contracted and replaced by T ð1Þ
nð1Þ

.
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T ð1Þðb1;b2;b3;b4Þ
nð1Þ;i;j;k;l ¼

X
b5;p;q;r;s;p0;q0;r0;s0

Z
S1ðb3;b2Þ
nð1Þ;ðb5;p;qÞ;kS

2ðb2;b4Þ
nð1Þ;ðb5;s;p0Þ;lS

3ðb1;b4Þ
nð1Þ;ðb5;r0;s0Þ;iS

4ðb3;b1Þ
nð1Þ;ðb5;q0;rÞ;j

Gðb3;b5Þ
n;2;q0;qG

ðb1;b5Þ
nþ2̂;1;r0;r

Gðb5;b4Þ
nþ1̂;2;s0;s

Gðb5;b2Þ
n;1;p0;p

¼
X

b5;p;q;r;s;p0;q0;r0;s0
ð−1ÞRðb1−b5ÞþRðb2−b5ÞþRðb3−b5ÞþRðb4−b5Þþb4þb5

× S1ðb3;b2Þðb5;p;qÞ;kS
2ðb2;b4Þ
ðb5;s;p0Þ;lS

3ðb1;b4Þ
ðb5;r0;s0Þ;iS

4ðb3;b1Þ
ðb5;q0;rÞ;jh

ðb3;b5Þ
q0;q hðb1;b5Þr0;r hðb5;b4Þs0;s hðb5;b2Þp0;p

× dξRðb1−b4ÞþpðiÞ
nð1Þ;1

dξ̄Rðb4−b1ÞþpðiÞ
nð1Þ;2

dη̄Rðb1−b3ÞþpðjÞ
nð1Þ;2

dηRðb3−b1ÞþpðjÞ
nð1Þ;1

× dξ̄Rðb3−b2ÞþpðkÞ
nð1Þ;1

dξRðb2−b3ÞþpðkÞ
nð1Þ;2

dηRðb4−b2ÞþpðlÞ
nð1Þ;2

dη̄Rðb2−b4ÞþpðlÞ
nð1Þ;1

≡ Tð1Þðb1;b2;b3;b4Þ
i;j;k;l dξRðb1−b4ÞþpðiÞ

nð1Þ;1 dξ̄Rðb4−b1ÞþpðiÞ
nð1Þ;2 dη̄Rðb1−b3ÞþpðjÞ

nð1Þ;2 dηRðb3−b1ÞþpðjÞ
nð1Þ;1

× dξ̄Rðb3−b2ÞþpðkÞ
nð1Þ;1 dξRðb2−b3ÞþpðkÞ

nð1Þ;2 dηRðb4−b2ÞþpðlÞ
nð1Þ;2 dη̄Rðb2−b4ÞþpðlÞ

nð1Þ;1 ; ð55Þ

where only the new Grassmann variables remain. It is
easily confirmed that the constraints on the tensor kernel
Tð1Þðb1;b2;b3;b4Þ from the rotation symmetry are the same as
those on the initial tensor given in Appendix B. The
constraints from the reflection symmetry are also derived
by assuming appropriate transformality of ξnð1Þ and ηnð1Þ .
Roles of the 1-axis (2-axis) and 20-axis (10-axis)

are swapped, compared with the case of the initial
tensor.
Further iterations can be performed in a similar manner.

After N ≡ log2 L2 iterations with L being the lattice length,

one N-times coarse-grained tensor T ðNÞðb1;b2;b3;b4Þ
nðNÞ covers

whole lattice. Therefore, the density matrix ρ is represented as

ρðb1;iÞ;ðb2;kÞ ¼
X
j;j0;k0

Z
T ðNÞðb1;b2;b2;b1Þ

0;i;j;k0;j0 GðNÞðb2;b2Þ
0;1;k0;k GðNÞðb2;b1Þ

0;2;j0;j

¼
X
j

ð−1ÞRðb2−b1ÞTðNÞðb1;b2;b2;b1Þ
i;j;k;j sgnðσðN−1Þðb2;b2Þ

k ÞsgnðσðN−1Þðb2;b1Þ
j Þ; ð56Þ

and the partition function is Z ¼ trρ where periodic boundary conditions are employed. The density matrix ρ can be block
diagonalized because of the reflection symmetry with respect to the 1-axis, namely, the parity symmetry. That enables us to
compute an expectation value of a projection operator into the parity-odd subspace as follows:

hPoddi ¼
trðPoddρÞ

Z
¼ 1

Z

�� X
i∶pðiÞ¼1

ρð0;iÞ;ð0;iÞ

�
þ
� X
b1>0;i

ðρðb1;iÞ;ðb1;iÞ − ð−1ÞpðiÞρðb1;iÞ;ð−b1;iÞÞ
��

: ð57Þ

Taking the large volume limit, it is one half in the parity-
broken phase; otherwise it is 0.

III. NUMERICAL STUDY

A. Strong-coupling limit

Before investigation at finite couplings, we first examine
the strong-coupling limit. In this case, the gauge action of
Eq. (16) is dropped and the conventional TRG is applied
rather than the decorated TRG as in Ref. [6]. Taking
advantage of the symmetry-preserving algorithm, we cal-
culate hPoddi according to Eq. (57) in order to detect a
parity-broken phase in an explicit manner, while we
employed the analyses of the Lee-Yang/Fisher zeros and

chiral susceptibility in Ref. [6]. Figure 4 shows our estimate
of hPoddi on a L ¼ 220 lattice with D ¼ 160 as the SVD
truncation parameter. It overtly indicates a parity-breaking
transition around m ¼ −0.7. We present the convergence
behavior of hPoddi with increasing L around the transition
point in Fig. 5. The D dependence of the transition point is
given in Fig. 6, where good convergence is observed for
D ≥ 80within the discretized resolution ofΔm ¼ 0.00001.
We conclude that the critical mass is mc ¼ −0.68648ð1Þ,
which is consistent with values reported in Refs. [4,5] and
also our previous result [6].
An important new finding is another phase transition

around m ¼ −1.8. It should be noted that this transition
was not detected in our previous study using the chiral
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susceptibility analysis. One of the possible candidates is the
Berezinskii-Kosterlitz-Thouless (BKT) transition, which
does not have singularity in the free energy. To clarify
the properties of the transition, we measure the central
charge c, which should be 1 at the BKT criticality, one half
at the Ising criticality, or 0 at noncriticality. As demon-
strated by Gu and Wen using the TRG in Ref. [37], one can
evaluate it from the largest eigenvalue of the density matrix
ρ with the aid of CFT. Since the eigenvalues fλig are of a
form

λi ¼ e−f∞L2−2πðΔi− c
12
Þ; ð58Þ

where f∞ is a nonuniversal constant and fΔig are scaling
dimensions, we use the following equation for χ2-fit:

ln λ0 ¼
πc
6
− f∞L2: ð59Þ

Note that our algorithm given in Sec. II does not preserve
hermiticity of the density matrix and it is numerically
broken. Because of this, we instead compute singular
values as our estimate of eigenvalues. Figure 7 shows L
dependence of the largest eigenvalue λ0 at m ¼ −1.79,
−0.68648, whose errors are estimated by the difference
between the results with D ¼ 160 and 80, and Table I
summarizes the fit results, which indicate c ¼ 1 for m ¼
−1.79 and c ¼ 1

2
for m ¼ −0.68648. The m dependence of

the central charge is plotted in Fig. 4. We observe a wide
range of c ¼ 1 for m≲ −1.8, while a clear c ¼ 1

2
peak is

found around m ¼ −0.7 of the Ising transition point. The
existence of the critical region (not point) for m≲ −1.8 is
consistent with an expected property of the BKT transition.
Note that the central charge in Fig. 4 rises up more gently
than hPoddi. One of the main reasons is that the central

FIG. 4. hPoddi and central charge c as a function of fermion
massm at g ¼ ∞ evaluated withD ¼ 160. hPoddi is evaluated on
a L ¼ 220 lattice and c is from χ2-fits with Eq. (59) for L ∈
½25; 28� (circle) or L ∈ ½27; 210� (square). Dotted lines denote
hPoddi ¼ 0, 0.5 and c ¼ 0, 1 to guide eyes.

FIG. 5. Convergence of hPoddi at g ¼ ∞ evaluated with D ¼
160 as a function of L. The result of m ¼ −0.68647 goes to 0
(symmetric phase) while that of m ¼ −0.68649 reaches one half
(parity-broken phase). Dotted lines denote hPoddi ¼ 0, 0.5 to
guide eyes.

FIG. 6. Convergence of two phase transition points evaluated
by a hPoddi analysis on a L ¼ 220 lattice at g ¼ ∞ as a function of
the SVD truncation number D. Dotted lines are for guiding eyes.

FIG. 7. The largest eigenvalue λ0 of the density matrix ρ at
g ¼ ∞ evaluated with D ¼ 160 as a function of L. Two cases of
m ¼ −0.68648 and m ¼ −1.79 are presented. Solid curves
represent fit results with Eq. (59) for L ∈ ½25; 28�.
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charge is estimated with data sets of somewhat smaller
lattices in order to avoid accumulation of the SVD
truncation error that makes the TRG flows go away from
the critical surface. The finite size effect is clearly observed
by comparing two fit results between L ∈ ½25; 28� and
L ∈ ½27; 210�. On the other hand, hPoddi is a quantity related
to a rather trivial fixed point that renormalization group
flows finally reach away from criticality. It is less con-
taminated by the SVD truncation error so that we are
allowed to take the large L limit more reliably. However, it
should be noted that hPoddi is much more unstable around
the BKT transition point than the Ising transition point: Our
estimate of the BKT transition point by the hPoddi analysis
has larger D dependence as observed in Fig. 6.
We also measure scaling dimensions using Eq. (58),

Δi ¼
1

2π
ln

�
λ0
λi

�
: ð60Þ

In a BKTphase, fΔig vary continuously due to the existence
of an exactly marginal operator. At m ¼ −2 the model is
mapped to a critical six-vertex model that belongs to a
universality class described by a free boson compactified on
a circlewith radiusR ¼ 1ffiffi

2
p (see, e.g., Ref. [38]). In this case,

the scaling dimensions are known to be

Δi ¼
M2

4R2
þ R2N2; M;N ∈ Z; ð61Þ

which means that all the lowest four nonzero scaling
dimensions Δ1, Δ2, Δ3 and Δ4 are equal to one half. The
top panel of Fig. 8 shows L dependence of the scaling
dimensions. We find sizable deviation from one half,
especially for Δ4, compared to the case of ðm; gÞ ¼
ð−0.68648;∞Þ in Fig. 9, where Δ1 ¼ 1

8
, Δ2 ¼ 1 and Δ3 ¼

Δ4 ¼ 9
8
is expected for the Ising transition. This is due to the

well-known fact that the existence of an exactly marginal
operator in the BKT transition causes a universal
OððlnLÞ−1Þ correction to the scaling dimensions while
the central charge is affected by a smaller correction of
OððlnLÞ−3Þ [39,40]. Although precise determination of the
scaling dimensions requires much larger lattice size, accu-
mulation of the SVD truncation error makes it difficult
(see D dependence of the scaling dimensions evaluated at
L ¼ 210 in the bottom panel of Fig. 8).
Putting aside the logarithmic finite size corrections on

the scaling dimensions, it should be important to point out

that Δ1, Δ2, and Δ3 form a triplet. The free boson
compactified with R ¼ 1ffiffi

2
p corresponds to a CFT with an

SU(2) symmetry and the triplet spectrum is ascribed to it.
Note that the S ¼ 1

2
Heisenberg XXX model belongs to the

same universality class and its scaling dimensions obtained
by numerically solving the Bethe ansatz equations show
similar behavior to our result [41,42]: the triplet spectrum
close to the value of one half and the singlet one deviated
from the value of one half. A remaining question of interest
is whether or not the SU(2) symmetry arises at m ¼ −2
only. We present m dependence of the scaling dimensions
in the BKT phase aroundm ¼ −2 in Fig. 10, where we find
that the triplet spectrum is observed only at m ¼ −2.

TABLE I. Fit results of λ0 with Eq. (59) at g ¼ ∞ for
L ∈ ½25; 28�. λ0 is evaluated with D ¼ 160.

m c f∞
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
χ2=d:o:f

p
−0.68648 0.50272(30) −0.566320061ð79Þ 4.5
−1.79 0.99668(99) −0.09038590ð23Þ 0.035

FIG. 8. Top: scaling dimensions Δ1, Δ2, Δ3 and Δ4 at ðm; gÞ ¼
ð−2;∞Þ as a function of L evaluated with D ¼ 160. The dotted
line denotesΔi ¼ 0.5 to guide eyes. Bottom:D dependence ofΔ1

and Δ4. The dotted line denotes Δi ¼ 0.5 to guide eyes.

FIG. 9. Scaling dimensions Δ1, Δ2, Δ3 and Δ4 at ðm; gÞ ¼
ð−0.68648;∞Þ as a function of L evaluated with D ¼ 160. The
dotted lines denote Δ1 ¼ 1

8
, Δ2 ¼ 1 and Δ3 ¼ Δ4 ¼ 9

8
to guide

eyes.
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B. Finite couplings

We employ three couplings g ¼ 1.0, 0.5, 0.1 to inves-
tigate the phase structure in the finite-coupling region,
where an additional parameter Nce is required to control the
truncation of the character expansion. In our previous
approach with the conventional TRG method in
Refs. [6,13], only the initial tensor size is related to the
truncation number Nce and we chose a somewhat excessive
value to safely neglect the truncation error. However, the
computational cost of the decorated TRG method heavily
depends on Nce and smaller values are preferred. Figure 11
shows our estimate ofΔ1 at ðm; gÞ ¼ ð−2; 0.1Þwith several
values of Nce. The result looks converged for Nce ≥ 3 even
on smaller lattices so that we employ Nce ¼ 3 in this work.
Since the convergency property of the character expansion
becomes better toward the strong-coupling limit, the choice
of Nce ≥ 3 is also valid for the cases of g ¼ 1.0, 0.5. It
should be noted that our choice of the SVD truncation
number D in the finite-coupling study is much smaller
than in the case of the strong-coupling limit with the

FIG. 10. Scaling dimensions Δ1, Δ2, Δ3 and Δ4 at g ¼ ∞
evaluated with D ¼ 160 on a L ¼ 25 lattice as a function of m in
the BKT phase.

FIG. 11. The lowest nonzero scaling dimension Δ1 evaluated at
ðm; gÞ ¼ ð−2; 0.1Þ with D ¼ 48 and Nce ¼ 1;…; 5 as a function
of L. The dotted line denotes Δ1 ¼ 0.5 to guide eyes.

FIG. 12. Convergence behavior of the Ising transition point
(top) and the BKT transition point (bottom) as a function of the
SVD truncation number D. hPoddi analysis is made at g ¼ 1.0,
0.5, 0.1 on a L ¼ 220 lattice withNce ¼ 3. The dotted lines are for
guiding eyes.

FIG. 13. The largest eigenvalue λ0 of the density matrix ρ
evaluated at g ¼ 1.0, 0.5, 0.1 (from top to bottom) with D ¼ 64
and Nce ¼ 3 as a function of L. Both cases of the Ising (red) and
BKT (green) transitions are presented. Solid curves represent fit
results with Eq. (59) for L ∈ ½25; 28�.
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conventional TRG method. In the case of the decorated
TRG method, however, we eventually take D×ð2Nceþ1Þ2
singular values overall with the choice of D singular values
in each block.
Carrying out the same analyses as the strong-coupling

limit, we find two phase transition points at finite cou-
plings. Figure 12 plots the values of mc at these transition
points as a function of D, which are determined by the
hPoddi analysis. Figure 13 shows L dependence of the
largest eigenvalue of the density matrix ρ at the transition
points, whose errors are estimated by the difference
between the results with D ¼ 64 and 32. The fit with
Eq. (59) gives the central charge listed in Table II. These
results clearly show that two transitions at each coupling
are the Ising and BKT types and the former moves tom ¼ 0
and the latter to m ¼ −2 toward the weak-coupling limit.

One may expect that the SU(2) symmetry arises at
m ¼ −2 even in finite-coupling cases. We present our
estimate of the scaling dimensions Δ1, Δ2, Δ3, and Δ4 at
m ¼ −2 as a function of L in Fig. 14. The triplet spectrum
is observed in all the cases, though our results are rather
contaminated by the SVD truncation error (see Fig. 15 for
D dependence of the scaling dimensions).
From the above investigations, we determine the phase

structure of the lattice Schwinger model with one flavor of
the Wilson fermion as depicted in Fig. 16. The reflection
symmetry of the Wilson fermion with respect to the m ¼
−2 axis is exploited in the figure. One of the characteristic
features different from the Aoki phase is that only one

TABLE II. Fit results of λ0 with Eq. (59) at finite couplings for
L ∈ ½25; 28�. λ0 is evaluated with D ¼ 64 and Nce ¼ 3.

g m c f∞
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
χ2=d:o:f

p
1.0 −0.5145 0.50170(22) −1.109792127ð56Þ 0.054
1.0 −1.83 0.98785(74) −0.51022075ð18Þ 0.0033
0.5 −0.2393 0.50169(21) −3.652315026ð54Þ 0.037
0.5 −1.91 0.9805(25) −2.84754415ð61Þ 0.0093
0.1 −0.0383 0.5270(37) −98.20031257ð84Þ 0.59
0.1 −1.97 0.999(24) −97.2509086ð61Þ 0.052

FIG. 14. Scaling dimensions Δ1, Δ2, Δ3, and Δ4 evaluated at
ðm; gÞ ¼ ð−2; 1.0Þ (top), ð−2; 0.5Þ (middle), and ð−2; 0.1Þ (bot-
tom) withD ¼ 64 and Nce ¼ 3 as a function of L. The dotted line
denotes Δi ¼ 0.5 to guide eyes.

FIG. 15. D dependence of scaling dimensions Δ1 (top) and Δ4

(bottom) evaluated at ðm; gÞ ¼ ð−2; 0.1Þ with Nce ¼ 3 as a
function of L. Dotted lines denote Δ1 ¼ Δ4 ¼ 0.5 to guide eyes.

FIG. 16. Phase diagram of the lattice Schwinger model with
one flavor of the Wilson fermion based on our analyses.
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transition line arises from ðm; gÞ ¼ ð0; 0Þ [and ðm; gÞ ¼
ð−4; 0Þ]. The same structure is reported in Ref. [43] where
the lattice Gross-Neveu model with one flavor of the
Wilson fermion was studied using a method based on
the weak-coupling expansion.

IV. SUMMARY AND OUTLOOK

We have performed a detailed study of the phase
structure of the lattice Schwinger model with one flavor
of the Wilson fermion by developing a decorated
Grassmann TRG method. By implementing an algorithm
that preserves the reflection symmetry, we are allowed to
evaluate an expectation value of a projection operator into
the parity-odd subspace, which reveals a parity-broken
phase in a clear manner. We have found not only an Ising
phase transition, which was already known in our previous
study, but also a BKT phase transition both in the strong-
coupling limit and the finite-coupling region by measuring
the central charge. Furthermore, our analysis of the scaling
dimensions has shown that a CFTwith the SU(2) symmetry
arises at ðm; gÞ ¼ ð−2;∞Þ, where the lattice Schwinger
model is known to be equivalent to a critical six-vertex
model, and is retained along the line of m ¼ −2 in the
finite-coupling region of the ðm; gÞ plane.
There is a numerical difficulty of accumulation of the

SVD truncation error in the study of the BKT phase. The
scaling dimensions suffer from a logarithmic finite size
correction, which hinders us from quantitative understand-
ing of the properties of the BKT phase at a high level of
precision. In recent years, however, the TRG method has
been improved rapidly [44–48]. These methods allow us to
reach larger lattices with higher accuracy even at criticality.
Further development would open a new path to precise
numerical studies of the BKT transition.
It should be noted that the phase structure of the lattice

Schwinger model with two or more flavors of the Wilson
fermion is also of great interest. The Mermin-Wagner
theorem prohibits the parity-flavor breaking for finite
numbers of flavors but massless pseudoscalar mesons
appear in the continuum Schwinger model. Extending
our method to multiflavor cases is straightforward in
principle. However, an efficient way to control the increas-
ing degrees of freedom due to the multiflavor would be
indispensable for practical numerical computation.
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APPENDIX A: DETAIL OF THE
INITIAL TENSOR

We list all the nonzero components of the decorated
tensor kernel Tðb1;b2;b3;b4Þ introduced in Eq. (29). Here it is
useful to classify Tðb1;b2;b3;b4Þ into 19 cases according to the
decoration labels b1, b2, b3, and b4. The following
abbreviation is used for simplicity:

Ib1;b2;b3;b4 ≡
�
Ib1

�
1

g

�
Ib2

�
1

g

�
Ib3

�
1

g

�
Ib4

�
1

g

��1
4

: ðA1Þ

For each tensor index, the value of 1 (2) corresponds to a
parity-even (-odd) state, namely, pð1Þ ¼ 0 and pð2Þ ¼ 1.
Symmetry of the tensor is discussed in Appendix B.

1. b1 − b4 = b3 − b1 = b3 − b2 = b2 − b4 = 0
The dimension of all tensor indices is 2 in this case. The

nonzero components are as follows:

Tðb1;b2;b3;b4Þ
1;1;1;1 ¼ ðmþ 2Þ2Ib1;b2;b3;b4 ;

Tðb1;b2;b3;b4Þ
2;1;2;1 ¼ Tðb1;b2;b3;b4Þ

1;2;1;2 ¼ Ib1;b2;b3;b4 ;

Tðb1;b2;b3;b4Þ
2;2;1;1 ¼ Tðb1;b2;b3;b4Þ

1;2;2;1 ¼ Tðb1;b2;b3;b4Þ
1;1;2;2

¼ Tðb1;b2;b3;b4Þ
2;1;1;2 ¼ 1

2
Ib1;b2;b3;b4 :

2. b1 − b4 = b3 − b2 = 1 and b3 − b1 = b2 − b4 = 0
The dimension of the first and third tensor indices is 1.

That of the second and fourth ones is 2. The nonzero
components are as follows:

Tðb1;b2;b3;b4Þ
1;1;1;1 ¼ ðmþ 2ÞIb1;b2;b3;b4 ;

Tðb1;b2;b3;b4Þ
1;2;1;1 ¼ −Tðb1;b2;b3;b4Þ

1;1;1;2 ¼ 1

2
Ib1;b2;b3;b4 :

3. b1 − b4 = b3 − b2 = 0 and b3 − b1 = b2 − b4 = 1
This case is given by a π

2
rotation of the case A 2.

4. b1 − b4 = b3 − b2 = − 1 and b3 − b1 = b2 − b4 = 0
This case is given by a π rotation of the case A 2.

5. b1 − b4 = b3 − b2 = 0 and b3 − b1 = b2 − b4 = − 1
This case is given by a − π

2
rotation of the case A 2.
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6. b1 − b4 = 1, b3 − b1 = − 1 and b3 − b2 = b2 − b4 = 0
The dimension of the first and second tensor indices is 1.

That of the third and fourth ones is 2. The nonzero
components are as follows:

Tðb1;b2;b3;b4Þ
1;1;1;1 ¼ mþ 2ffiffiffi

2
p Ib1;b2;b3;b4 ;

Tðb1;b2;b3;b4Þ
1;1;2;1 ¼ Tðb1;b2;b3;b4Þ

1;1;1;2 ¼ −
1ffiffiffi
2

p Ib1;b2;b3;b4 :

7. b1 − b4 = b2 − b4 = 0 and b3 − b1 = b3 − b2 = 1
This case is given by a π

2
rotation of the case A 6.

8. b1 − b4 = b3 − b1 = 0, b3 − b2 = − 1 and b2 − b4 = 1
This case is given by a π rotation of the case A 6.

9. b1 − b4 = b2 − b4 = − 1 and b3 − b1 = b3 − b2 = 0
This case is given by a − π

2
rotation of the case A 6.

10. b1 − b4 = − 1, b3 − b1 = 1 and b3 − b2 = b2 − b4 = 0
This case is given by a reflection with respect to the

10-axis (see Fig. 17) of the case A 6.

11. b1 − b4 = b2 − b4 = 0 and b3 − b1 = b3 − b2 = − 1
This case is given by a reflection with respect to the

2-axis (see Fig. 17) of the case A 6.

12. b1 − b4 = b3 − b1 = 0, b3 − b2 = 1 and b2 − b4 = − 1
This case is given by a reflection with respect to the

20-axis (see Fig. 17) of the case A 6.

13. b1 − b4 = b2 − b4 = 1 and b3 − b1 = b3 − b2 = 0
This case is given by a reflection with respect to the

1-axis (see Fig. 17) of the case A 6.

14. b1 − b4 = b3 − b1 = b3 − b2 = b2 − b4 = 1
The dimension of all tensor indices is 1 in this case.

Therefore, the tensor has only one component,

Tðb1;b2;b3;b4Þ
1;1;1;1 ¼ −

1

2
Ib1;b2;b3;b4 :

15. b1 − b4 = b3 − b2 = − 1 and b3 − b1 = b2 − b4 = 1
This case is given by a π

2
rotation of the case A 14.

16. b1 − b4 = b3 − b1 = b3 − b2 = b2 − b4 = − 1
This case is given by a π rotation of the case A 14.

17. b1 − b4 = b3 − b2 = 1 and b3 − b1 = b2 − b4 = − 1
This case is given by a − π

2
rotation of the case A 14.

18. b1 − b4 = b2 − b4 = 1 and b3 − b1 = b3 − b2 = − 1
The dimension of all tensor indices is 1 in this case.

Therefore, the tensor has only one component,

Tðb1;b2;b3;b4Þ
1;1;1;1 ¼ Ib1;b2;b3;b4 :

19. b1 − b4 = b2 − b4 = − 1 and b3 − b1 = b3 − b2 = 1
This case is given by a π

2
rotation of the case A 18.

APPENDIX B: ROTATION AND REFLECTION
SYMMETRIES

Discrete rotation and reflection symmetries in the lattice
action bring some constraints on each tensor in the
decorated tensor network of Eq. (28). First, we discuss
the discrete rotation symmetry. Under a π

2
rotation, the

Grassmann variables ψn, χn and the decoration labels fbig
transform as

�
ψn;1

ψn;2

�
→ �

�
cos π

4
sin π

4

− sin π
4

cos π
4

��
ψn;1

ψn;2

�

¼ �
�

χn;1

−χn;2

�
; ðB1Þ

�
χn;1

χn;2

�
→ �

�
ψn;2

ψn;1

�
; ðB2Þ

ðb1; b2; b3; b4Þ → ðb4; b3; b1; b2Þ; ðB3Þ

where a couple of signs for the Grassmann variables stem
from the fact that they transform according to a two-valued
representation of the rotation group. Then, we get the
following constraint by imposing the π

2
-rotation symmetry

on each tensor:FIG. 17. Definition of the 1-, 2-, 10- and 20-axes.
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Tðb4;b3;b1;b2Þ
l;i;j;k ¼ ð−1ÞRðb4−b1ÞþRðb2−b3Þþb2þb4

× Tðb1;b2;b3;b4Þ
i;j;k;l : ðB4Þ

Similarly, other constraints from the π- and − π
2
-rotation

symmetry are obtained,

Tðb2;b1;b4;b3Þ
k;l;i;j ¼ ð−1ÞRðb4−b1ÞþRðb3−b1ÞþRðb2−b3ÞþRðb2−b4Þ

× ð−1Þb3þb4Tðb1;b2;b3;b4Þ
i;j;k;l ; ðB5Þ

Tðb3;b4;b2;b1Þ
j;k;l;i ¼ ð−1ÞRðb1−b3ÞþRðb4−b2Þþb1þb4

× Tðb1;b2;b3;b4Þ
i;j;k;l : ðB6Þ

Next, let us turn to the reflection symmetry. Under a
reflection with respect to the 1-axis (see Fig. 17), namely,
space inversion, ψn, χn, and fbig transform as

�
ψn;1

ψn;2

�
→ γ1

�
ψn;1

ψn;2

�
¼

�
ψn;1

−ψn;2

�
; ðB7Þ

�
χn;1

χn;2

�
→

�
χn;2

χn;1

�
; ðB8Þ

ðb1; b2; b3; b4Þ → ð−b4;−b3;−b2;−b1Þ: ðB9Þ

Symmetry under these transformations brings

Tð−b4;−b3;−b2;−b1Þ
i;l;k;j ¼ ð−1ÞRðb4−b1ÞþRðb2−b3Þ

× ð−1Þðb1þb3Þðb2þb3Þþðb1þb2Þðb2þb4Þ

× ð−1ÞpðiÞþpðjÞþpðkÞþpðlÞTðb1;b2;b3;b4Þ
i;j;k;l :

ðB10Þ

Transformation under a reflection with respect to the 2-axis
(see Fig. 17), namely, time inversion is analogous,

�
ψn;1

ψn;2

�
→ γ2

�
ψn;1

ψn;2

�
¼

�
ψn;2

ψn;1

�
; ðB11Þ

�
χn;1

χn;2

�
→

�
χn;1

−χn;2

�
; ðB12Þ

ðb1; b2; b3; b4Þ → ð−b3;−b4;−b1;−b2Þ; ðB13Þ

and a derived constraint is

Tð−b3;−b4;−b1;−b2Þ
k;j;i;l ¼ ð−1ÞRðb1−b3ÞþRðb4−b2Þ

× ð−1Þðb1þb3Þðb1þb4Þþðb2þb3Þðb3þb4Þ

× ð−1ÞpðiÞþpðjÞþpðkÞþpðlÞTðb1;b2;b3;b4Þ
i;j;k;l :

ðB14Þ

We consider reflections with respect to the 10- and 20-axes
also, which are defined in Fig. 17. That with respect to the
10-axis is interpreted as a π

2
rotation followed by a reflection

with respect to the 1-axis. The other is a - π
2
rotation

followed by a reflection with respect to the 1-axis. Thus,
the following constraints are obtained:

Tð−b1;−b2;−b4;−b3Þ
j;i;l;k

¼ ð−1Þðb1þb3Þðb1þb4Þþðb2þb3Þðb2þb4Þ

× ð−1ÞpðiÞþpðjÞþpðkÞþpðlÞTðb1;b2;b3;b4Þ
i;j;k;l ; ðB15Þ

Tð−b2;−b1;−b3;−b4Þ
l;k;j;i

¼ ð−1ÞRðb1−b4ÞþRðb1−b3ÞþRðb3−b2ÞþRðb4−b2Þ

× ð−1Þðb1þb3Þðb1þb4Þþðb2þb3Þðb2þb4Þþb3þb4

× ð−1ÞpðiÞþpðjÞþpðkÞþpðlÞTðb1;b2;b3;b4Þ
i;j;k;l : ðB16Þ
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