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## Chapter 1

## Introduction

### 1.1 Backgrounds

The discovery of the Quantum Hall Effect by K. v. Klitzing et al. in 1980 [1] finally led to the concept of the topological phase in condensed matter physics. The topological property is not found by just seeing the energy spectrum, but it is the property provided by the wave functions [2]. One of the most prominent properties that all of the topological phases share might be the bulk-edge correspondence [3-6], which says that gap-less excitation modes always appears at interface between topologically distinct phases.

Although the conventional quantum Hall states under an external magnetic field had always accompanied formation of Landau levels, Haldane proposed [7] a potential unconventional quantum hall state without Landau levels by breaking time reversal symmetry(TRS) with magnetic order having no net flux. Later it led to the finding of topological insulator [8,9], where the TRS breaking effect for each spin sector is caused by spinorbital couplings while entire TRS is conserved. As its name indicates, the topological insulator is insulator in the bulk but with a non-trivial topological invariant and thus it is conducting at the edge.

On the other hand, another pioneering work having relation to this thesis, the discovery of a photonic band material was achieved by Yablonovitch et al. [10]. The photonic crystal [11,12] consists of a spatially periodic pattern of the dielectric constant in macroscopic scale, where propagation of electromagnetic(EM) waves is described by the classical Maxwell equations. As in a single electron state in a solid crystal, an EM state in the photonic crystal is represented by the Bloch state and the frequency dispersion against the wave vector forms a certain band structure in the same way as the electron states in a solid crystal form a energy band structure. The Maxwell equations are macroscopic equations and invariant if the ratio between the frequency $(\omega)$ and structural scale(a) is kept (scale-free). Then, we can tune the band gap frequency to a resonance frequency and by creating a point defect in the 3D photonic crystal, we can pin the resonant mode to the point [13, 14]. Moreover, if we excavate a certain line shape, we can control the light propagation along the line [15].

If the gapped band structure and wavefunctions are all of the ingredient required for the topological argument, it also seems to be applicable to the photonic band structure. In 2008, Raghu and Haldane [16, 17] and Soljacic's group in MIT [18] proposed to use magnet-optical materials in photonic crystals and break TRS. Then it resulted in realization of a topologically non-trivial photonic band structures with non-zero Chern numbers and realziation of chiral edge mode propagation of EM waves. Also Soljacic's group experimentally confirmed their proposal [19]. Their achievements made clear that the bulk-edge correspondence itself is not unique to quantum systems but universal in broader classes of physical systems. In addition, their findings stimulated studies not only in classical EM waves but also in other classical systems such as elastic [20, 21], acoustic [22-25] waves or fluid waves [26] in continuous media or even in mechanical systems of the Newton equation [27-32]. Those studies are dubbed as topological xxx ics (acoustics for example), according to the physical system. Specifically, topological photonics seems to be full of promise for practical application in future photonics. The difference of topological edge modes from the conventional photonic crystal waveguide such as [15] is that it is immune to back scatting and thus it is expected to lead to an isolator-free optical circuit or an optical delay line [33].

For two-dimensional systems, the Chern number is well defined as a topological invariant. However it is non-zero only when the TRS is broken. Unlike the electron, the photon is neutral and TRS in a photonic
system is not broken just by applying a magnetic field. Raghu-Haldane or Soljacic et al. [16-19] used the gyrotropic materials for photonic crystals. Then, the appearance of the imaginary anti-symmetric off diagonal elements, which is the cause of the magnet-optical coupling, breaks the TRS. However, a sufficiently strong gyrotropic effect for light requires a strong magnetic field, which can be obstacle for implementation in future electronic/optical systems since it can affect badly to other components. Moreover, the off-diagonal element, in general, strongly depends on the wavelength of the light it can be impediment for stable operation. In addition, the off-diagonal element becomes small in shorter wavelengths such as optical frequencies and it lacks the scalability.

### 1.2 Purpose

The primary purpose of this thesis is the theoretical investigation of topological properties of photonic band structures and topologically protected edge modes by numerical analysis of the photonic band structure and topological invariants. Further, in expectation of compatibility in photonics systems, we confine ourselves only to dielectric materials, which is stable in optical response but does not break TRS. It is also preferable that the mechanism and physical structure are kept as simple as possible.

### 1.3 Outline

Chapter 2 describes minimal requirements to deal with dielectric materials and magnet-optical materials. In addition, an elementary introduction to the photonic crystal is also described.

Chapter 3 reviews photonic systems in the context of the topological band structure. Those are milestones in topological photonics, and we will also make use of some ideas included in those studies in later parts.

Chapter 4 describes the gaussian expansion method which we use throughout the thesis to numerically analyzes the continuous Maxwell equations. Since topological invariants are defined on an orientable closed space, the matrix eigenequation must be periodic in the parameters(Bloch wave vectors in crystals) for numerical formalization of a topological invariant. The requirement is satisfied if the eigenequation is expanded by a spatially localized basis set and the topological invariants are well defined by the gaussian basis set. After mentioning about the practical procedures, the validity is tested in some typical problems.

In chapter 5, a topologically related surface propagation mode are realized in a 3D uniaxially chiral dielectric photonic crystal. The surface modes are consequence of the bulk-edge correspondence to the non-zero 2D section Chern number, which is given to a 2D slice in the 3D Brillouin zone. The non-zero section Chern number is caused by the formation of the isolated degeneracy point called as Weyl point. The uni-axial chiral structure is formed by a quite simple modification of a two-dimensional photonic crystal. The properties are also taken over by a chiral woodpile structure, which is expected to lead to fabrication in several tenths of micro-meters and has a great compatibility with point defects or line defects.

Chapter 6 concerns the topological Floquet band structures of photonic crystals with temporally periodic modulation. Under the partial breaking of the temporal translation symmetry, the frequency of a harmonic mode is no more conserved. In this case, the states are given by Floquet mode with quasi frequency, which is invariant with mod $\equiv 2 \pi / T$ ( $T$ being the period of temporal modulation). First, the method for obtaining a Floquet mode band structure from the periodically time-varying continuous Maxwell equations with the gaussian basis expansion are described. It is confirmed that, a Floquet band structure with non-zero Chern number is realized with temporary directed modification and photonic chiral edge modes are induced by such a temporal modification.

In Chapter 7, we focus on the woodpile photonic crystal and consider to deform the structure. We regard the structural deformation degree of freedom of the woodpile structure as a fictitious momentum degree of freedom and then discuss the topological invariant(Chern number) and the bulk-edge correspondence in the synthetic Brillouin zone, which consists of the pure momentum and structural deformation parameter. In particular, it is shown that variation of edge modes during the structural deformation is characterized by the Chern number that is obtained by using the deformation parameter.

Then the thesis conclude with the summary of the obtained results and a future outlook as extension of the thesis.

## Chapter 2

## Photonic crystal

This chapter describes fundamental facts that are required for the formation of photonic band structure in dielectric or magnetic materials. Starting from general considerations of optical response, we derive expressions of optical constants in the classical description.Then we describe the formation of frequency band gap in the simplest case of 1D photonic crystal. We discuss the band gap and decay length in the transfer matrix formalism.

### 2.1 Optical responce of materials

### 2.1.1 Complex dielectric constant

In materials, an EM field $\{\vec{E}, \vec{H}\}$ induces polarization and magnetization. The electric displacement and magnetic flux are given as

$$
\begin{equation*}
\boldsymbol{D}=\varepsilon_{0} \boldsymbol{E}+\boldsymbol{P}, \quad \boldsymbol{B}=\mu_{0} \boldsymbol{H}+\boldsymbol{M} \tag{2.1}
\end{equation*}
$$

Macroscopically, the effect is represented by the constitutive ralations

$$
\begin{equation*}
\boldsymbol{D}=\hat{\varepsilon} \boldsymbol{E}, \quad \boldsymbol{B}=\hat{\mu} \boldsymbol{B} \tag{2.2}
\end{equation*}
$$

where linear responces

$$
\begin{equation*}
\frac{\boldsymbol{P}}{\varepsilon_{0}}=\hat{\varepsilon}_{r} \boldsymbol{E}, \quad \frac{\boldsymbol{M}}{\mu_{0}}=\hat{\mu}_{r} \boldsymbol{H}, \quad\left[\hat{\varepsilon}_{r}=(\hat{\varepsilon}-\hat{1}), \hat{\mu}_{r}=(\hat{\mu}-\hat{1})\right], \tag{2.3}
\end{equation*}
$$

are assumed. The $\hat{\epsilon}$ and $\hat{\mu}$ are called as the permittivity and permeability and those are generally complex valued quantities. The imarginary part of the dielectric constant physically means absorption of the energy by the material. The linear relations of the polarization or magnetization is microscopically given by the deviation of electron's localization center from the ion or an allignment of magnetic dipoles. However, since the time scale of magnetic motion is much larger than the optical oscilation, it is usually neglected as $\hat{\mu}=\mu_{0} \hat{1}$. On the other hand, the time scale of elctric motion is comparable to optical frequencies (a tens of nanometers in semicon ductors). The Maxwell equations in a uniform medium are

$$
\begin{align*}
\nabla \cdot \boldsymbol{D} & =0, & \nabla \cdot \boldsymbol{B} & =0  \tag{2.4}\\
\frac{\partial}{\partial t} \boldsymbol{D} & =\nabla \times \boldsymbol{H}, & -\frac{\partial}{\partial t} \boldsymbol{B} & =\nabla \times \boldsymbol{E} .
\end{align*}
$$

Taking the rotatin of the bottom left eq. and substituting the bottom right eq., we obtaine the EM wave propagation

$$
\begin{gather*}
\frac{\partial^{2}}{\partial t^{2}} \hat{\mu} \hat{\varepsilon} \boldsymbol{E}=\nabla^{2} \boldsymbol{E} \\
\frac{\partial^{2}}{\partial t^{2}}=\frac{1}{(n c)^{2}} \nabla^{2} \boldsymbol{E} \tag{2.6}
\end{gather*}
$$

for $\hat{\mu} \hat{\varepsilon}=\varepsilon \hat{1}=\sqrt{n} \hat{1}$.

Generally, the $\hat{\varepsilon}$ is not isotropic. For real symmetric tensor $\hat{\varepsilon}$, the eigenvalues may take different values, which leads to the anisotropy. Since it gives difference in propagation speed according to the axial polarizations, it changes the type of polarization such as, circlular, elliptic, or linear and it is used as a wave plate. However, this type of transition is still reciprocal, since if a linear polarized light is transformed into a circularly polarized one throught a medium, the circularly polarized light is transformed to the linearly polarized light by going back the propagation. There also exist materials having a complex anti-symmetric tensor,

$$
\hat{\varepsilon}=\left(\begin{array}{ccc}
\varepsilon_{x x} & -\varepsilon_{x y} & 0  \tag{2.7}\\
\varepsilon_{x y} & \varepsilon_{x x} & 0 \\
0 & 0 & \varepsilon_{z z}
\end{array}\right)
$$

The hermiticity is kept if $\operatorname{Im}\left[\varepsilon_{i i}\right]=0$ and $\boldsymbol{\operatorname { R e }}\left[\epsilon_{x y}\right]=0$. For light propagatin in the $z$ direction, we can diagonlize the tensor with right or left circular polarization and refractive indices for them are

$$
\begin{equation*}
n_{ \pm}=\sqrt{\varepsilon_{x x} \pm \varepsilon_{x y}} \tag{2.8}
\end{equation*}
$$

which gives difference in propagation speed between the right and left circular polarizations. As a consequence, the polarization plane of a linearly polarized light rotates after propagating through the medium, which is called as Faraday rotation. This process is non-reciprocal. By going back the propagation, the sense of circular polarization is not conversed but the untisymmetric tensor is conversed and then the linearly polarized light is rotated in the opposite direction with respect to the propagating directin. Then, the polization plane is not restored for backward input and the process is non-reciprocal.

### 2.1.2 Causality and the Kramers-Kronig relatoins

The frequency dependence of the dielectric constant means the non locality of the responce. Indicating the frequency dependence, the constitutive relation is given as

$$
\begin{equation*}
\boldsymbol{D}(\omega)=\hat{\varepsilon}(\omega) \boldsymbol{E}(\omega) . \tag{2.9}
\end{equation*}
$$

The fourier transformation gives the relation in real time

$$
\begin{align*}
\boldsymbol{D}(t) & =\frac{1}{2 \pi} \int_{-\infty}^{\infty} \hat{\varepsilon}(\omega) \boldsymbol{E}(\omega) \mathrm{e}^{-\mathrm{i} \omega t} \mathrm{~d} \omega \\
& =\left(\frac{1}{2 \pi}\right)^{2} \int_{-\infty}^{\infty} \mathrm{d} \omega \hat{\varepsilon}(\omega) \mathrm{e}^{-\mathrm{i} \omega t} \int_{-\infty}^{\infty} \mathrm{d} t^{\prime} \boldsymbol{E}\left(t^{\prime}\right) \mathrm{e}^{\mathrm{i} \omega t^{\prime}}  \tag{2.10}\\
& =\varepsilon_{0}\left\{\boldsymbol{E}(t)+\int_{-\infty}^{\infty} \hat{G}(\tau) \boldsymbol{E}(t-\tau) \mathrm{d} \tau\right\},
\end{align*}
$$

where the retardance function $\hat{G}(\tau)$ is given by

$$
\begin{equation*}
\hat{G}(\tau)=\frac{1}{2 \pi} \int_{-\infty}^{\infty}\left[\hat{\varepsilon}(\omega) / \varepsilon_{0}-\hat{1}\right] \mathrm{e}^{-\mathrm{i} \omega \tau} \mathrm{~d} \omega, \tag{2.11}
\end{equation*}
$$

and it is assumed to be a real valued quantity. Note that the constant $\hat{\varepsilon}(\omega)$ gives $\hat{G}(\tau)=\left[\hat{\varepsilon}(\omega) / \varepsilon_{0}-\hat{1}\right] \delta(\tau)$, meaning the instantaneous responce.

From causality, the nonlocal relation Eq. (2.10) should be given in the form

$$
\begin{equation*}
\boldsymbol{D}(t)=\varepsilon_{0}\left\{\boldsymbol{E}(t)+\int_{0}^{\infty} \hat{G}(\tau) \boldsymbol{E}(t-\tau) \mathrm{d} \tau\right\} . \tag{2.12}
\end{equation*}
$$

In accordance, from the relation (2.11), all of the poles of $\hat{\varepsilon}(\omega) / \varepsilon_{0}-\hat{1}$ must lie within the lower-half of the complex $\omega$ plane and it must be analytic in the entire upper half. The dielectric constant is now expressed as

$$
\begin{equation*}
\frac{\hat{\varepsilon}(\omega)}{\varepsilon_{0}}=\hat{1}+\int_{0}^{\infty} \hat{G}(\tau) \mathrm{e}^{\mathrm{i} \omega \tau} \mathrm{~d} \tau . \tag{2.13}
\end{equation*}
$$

This expression tells us several meaningful consequences. The complex conjugate gives the relation

$$
\begin{equation*}
\frac{\hat{\varepsilon}(-\omega)}{\varepsilon_{0}}=\left(\frac{\hat{\varepsilon}(\omega)}{\varepsilon_{0}}\right)^{*} . \tag{2.14}
\end{equation*}
$$

Integration by parts in Eq. (2.13) gives the recursive series

$$
\begin{equation*}
\frac{\hat{\varepsilon}(\omega)}{\varepsilon_{0}}-\hat{1}=\frac{i \hat{G}(0)}{\omega}-\frac{\hat{G}^{\prime}(0)}{\omega^{2}}+\cdots, \tag{2.15}
\end{equation*}
$$

where the argument of $\hat{G}(\tau)$ is $\tau=0^{+}$. It is unphysical $\hat{G}\left(0^{-}\right)=0$ while $\hat{G}\left(t^{+}\right) \neq 0$. Thus the first term in the series must vanish and it decays at higher frequencies as $1 / \omega^{2}$. The series (2.15) shows the behavier of the $\hat{\varepsilon}(\omega) / \varepsilon_{0}-\hat{1}$ in the large $\omega$ limit as

$$
\begin{equation*}
\operatorname{Re}\left[\frac{\hat{\varepsilon}(\varepsilon)}{\varepsilon_{0}}\right]-\hat{1} \simeq O\left(\frac{1}{\omega^{2}}\right), \quad \operatorname{Im}\left[\frac{\hat{\varepsilon}(\omega)}{\varepsilon_{0}}\right]=O\left(\frac{1}{\omega^{3}}\right), \quad(\omega \rightarrow \infty) . \tag{2.16}
\end{equation*}
$$

## The Kramers-Kronig relations

The causality guarantees the analyticity of the $\hat{\varepsilon}(\omega)$ in the upper-half complex $\omega$ plane. The analytisity gives us the Caucy's relation

$$
\begin{equation*}
\frac{\hat{\varepsilon}(z)}{\varepsilon_{0}}=\hat{1}+\frac{1}{2 \pi \mathrm{i}} \oint_{C} \frac{\hat{\varepsilon}\left(\omega^{\prime}\right) / \varepsilon_{0}-\hat{1}}{\omega^{\prime}-z} \mathrm{~d} \omega^{\prime} \tag{2.17}
\end{equation*}
$$

The contour $C$ is taken as the real axis and the upper semi-circle of infinite radius. Since $\hat{\varepsilon} / \varepsilon_{0}-\hat{1}$ decays as $O\left(1 / \omega^{2}\right)((2.16))$ in the limit $\omega \rightarrow \infty$, the contour is replaced by the real axis. Then, the above expression can be written as

$$
\begin{equation*}
\frac{\varepsilon(z)}{\varepsilon_{0}}=1+\frac{1}{2 \pi \mathrm{i}} \int_{-\infty}^{\infty} \frac{\varepsilon\left(\omega^{\prime}\right) / \epsilon_{0}-1}{\omega^{\prime}-z} \mathrm{~d} \omega^{\prime} . \tag{2.18}
\end{equation*}
$$

To avoid the singularity on the real axis, we take it as $z=\omega+\mathrm{i} \delta$, and Eq. (2.18) is

$$
\begin{equation*}
\frac{\hat{\varepsilon}(\omega)}{\varepsilon_{0}}=\hat{1}+\frac{1}{2 \pi \mathrm{i}} \int_{-\infty}^{\infty} \frac{\hat{\varepsilon}\left(\omega^{\prime}\right) / \epsilon_{0}-\hat{1}}{\omega^{\prime}-\omega-\mathrm{i} \delta} \mathrm{~d} \omega^{\prime} \tag{2.19}
\end{equation*}
$$

The denominator in the integrand is formally written as

$$
\begin{equation*}
\frac{1}{\omega^{\prime}-\omega-\mathrm{i} \delta}=P\left(\frac{1}{\omega^{\prime}-\omega}\right)+\mathrm{i} \pi \delta\left(\omega^{\prime}-\omega\right), \tag{2.20}
\end{equation*}
$$

where the $P$ means taking principal part. The use of the Eq. (2.20) reduces the Eq. (2.19) to

$$
\begin{equation*}
\frac{\hat{\varepsilon}(\omega)}{\varepsilon_{0}}=1+\frac{1}{\pi \mathrm{i}} P \int_{-\infty}^{\infty} \frac{\hat{\varepsilon}\left(\omega^{\prime}\right) / \varepsilon_{0}-\hat{1}}{\omega^{\prime}-\omega} \mathrm{d} \omega^{\prime} . \tag{2.21}
\end{equation*}
$$

The real and imarginary parts are given as

$$
\begin{align*}
& \operatorname{Re}\left[\hat{\varepsilon}(\omega) / \varepsilon_{0}\right]=\hat{1}+\frac{1}{\pi} P \int_{-\infty}^{\infty} \frac{\operatorname{Im}\left[\hat{\varepsilon}\left(\omega^{\prime}\right) / \varepsilon_{0}\right]}{\omega^{\prime}-\omega} \mathrm{d} \omega^{\prime}  \tag{2.22}\\
& \operatorname{Im}\left[\hat{\varepsilon}(\omega) / \varepsilon_{0}\right]=-\frac{1}{\pi} P \int_{-\infty}^{\infty} \frac{\operatorname{Re}\left[\hat{\varepsilon}\left(\omega^{\prime}\right) / \varepsilon_{0}\right]-\hat{1}}{\omega^{\prime}-\omega} \mathrm{d} \omega^{\prime} . \tag{2.23}
\end{align*}
$$

These equations relates the real part and imarginaly part. Therefore, if the whole spectrum of either one is obtained, the other is given by these relations. The relations Eq. (2.23) is called as the Kramers-Kronig relation and it was derived from the causality. Note that since

$$
P \int_{\infty}^{\infty} \frac{1}{\omega^{\prime}-\omega} \mathrm{d} \omega^{\prime}=0,
$$

a constant responce $\operatorname{Re}[\hat{\varepsilon}(\omega)=C]$ eliminates the imarginary part. From the property(Eq. (2.14)), the real part of $\hat{\varepsilon}(\omega) / \varepsilon_{0}$ is even and the imarginary part is odd. This fact allows us further reduce the relations Eq. (2.23),

$$
\begin{align*}
& \operatorname{Re}\left[\frac{\hat{\varepsilon}(\omega)}{\varepsilon_{0}}\right]=\hat{1}+\frac{2}{\pi} P \int_{0}^{\infty} \frac{\operatorname{Im}\left[\hat{\varepsilon}\left(\omega^{\prime}\right) / \varepsilon_{0}\right]}{\omega^{\prime 2}-\omega^{2}} \mathrm{~d} \omega^{\prime}  \tag{2.24}\\
& \operatorname{Im}\left[\frac{\hat{\varepsilon}(\omega)}{\varepsilon_{0}}\right]=-\frac{2 \omega}{\pi} P \int_{0}^{\infty} \frac{\operatorname{Re}\left[\hat{\varepsilon}\left(\omega^{\prime}\right) / \varepsilon_{0}\right]}{\omega^{\prime 2}-\omega^{2}} \mathrm{~d} \omega^{\prime} . \tag{2.25}
\end{align*}
$$

### 2.1.3 Description of light matter interaction

## Classical description

The electric polarization of charged particle $q$ is given by using the average deviation $\vec{u}$ as

$$
\begin{equation*}
\boldsymbol{P}=N q \boldsymbol{u} . \tag{2.26}
\end{equation*}
$$

## Electric susceptibility from a classical description

Regarding the charged particles in materials as the classical point-like particle, we can consider its classical motion in an oscilating electric field and a static magnetic field. Then, we estimate the polarization from its average deviation. We consider motion of a charged particle bounded by a localized ion in the EM field, which follows the equation

$$
\begin{equation*}
m \frac{\mathrm{~d}^{2} \boldsymbol{u}}{\mathrm{~d} t^{2}}+m \gamma \frac{\mathrm{~d} \boldsymbol{u}}{\mathrm{~d} t}+m \omega_{0}^{2} \boldsymbol{u}=q\left(\boldsymbol{E}+\frac{\mathrm{d} \boldsymbol{u}}{\boldsymbol{d} t} \times \boldsymbol{B}\right), \tag{2.27}
\end{equation*}
$$

where the $m$ is mass of the cherged particle, the $\gamma$ is inverse of the mean free time of the particle and $\omega_{0}$ is the resonance frequency. We take the direction of the magnetic field in the $z$ direction $\vec{B}=(0,0, B)$, and assume the oscilating elctric field as $\vec{E}(t, \vec{r})=\vec{E}_{0} \mathrm{e}^{-\mathrm{i} \omega t}$. The motion of the particle takes place in the same frequency as the external oscilating field $\omega$ as

$$
\begin{equation*}
\boldsymbol{u}(t)=\boldsymbol{u}_{0} \mathrm{e}^{-\mathrm{i} \omega t} . \tag{2.28}
\end{equation*}
$$

Substituting this into the Eq. (2.27), we obtaine

$$
\begin{equation*}
-m \omega^{2} \boldsymbol{u}_{0}-\mathrm{i} m \gamma \boldsymbol{u}_{0}+m \omega_{0}^{2} \boldsymbol{u}_{0}=q\left(\boldsymbol{E}-\mathrm{i} \omega \boldsymbol{u}_{0} \times \boldsymbol{B}\right) . \tag{2.29}
\end{equation*}
$$

We write down the equation for each component

$$
\begin{gather*}
m\left(\omega^{2}+\mathrm{i} \gamma \omega-\omega_{0}^{2}\right) u_{0 x}-\mathrm{i} q \omega B u_{0 y}=-q E_{x}  \tag{2.30}\\
\mathrm{i} q \omega B u_{0 x}+m\left(\omega^{2}+\mathrm{i} \gamma \omega-\omega_{0}^{2}\right) u_{0 y}=-q E_{y}  \tag{2.31}\\
m\left(\omega^{2}+\mathrm{i} \gamma \omega-\omega_{0}^{2}\right) u_{0 z}=-q E_{z} . \tag{2.32}
\end{gather*}
$$

Solving the equations, we obtaine the deviation and then the polarization by Eq. (2.26). The susceptibility $\chi_{i j}=P_{i} / \varepsilon_{0} E_{j}$ is obtained as follows

$$
\begin{gather*}
\chi_{x x}=-\frac{N q^{2}}{m \varepsilon_{0}} \cdot \frac{\omega^{2}+\mathrm{i} \omega \gamma-\omega_{0}^{2}}{\left(\omega^{2}+\mathrm{i} \omega \gamma-\omega_{0}^{2}\right)^{2}-\omega^{2} \omega_{c}^{2}}  \tag{2.33}\\
\chi_{y x}=\frac{N q^{2}}{m \varepsilon_{0}} \cdot \frac{\mathrm{i} \omega \omega_{c}}{\left(\omega^{2}+\mathrm{i} \omega \gamma-\omega_{0}^{2}\right)^{2}-\omega^{2} \omega_{c}^{2}}  \tag{2.34}\\
\chi_{z z}=-\frac{N q^{2}}{m \varepsilon_{0}} \cdot \frac{1}{\omega^{2}+\mathrm{i} \omega \gamma-\omega_{0}^{2}}, \tag{2.35}
\end{gather*}
$$

where the $\omega_{c}=|q B / m|$ is the cyclotron frequency.
The components of relative permittivity $\hat{\varepsilon}=\hat{I}+\hat{\chi}$ are respectively

$$
\begin{gather*}
\varepsilon_{x x}=1-\frac{N q^{2}}{m \varepsilon_{0}} \cdot \frac{\omega^{2}+\mathrm{i} \omega \gamma-\omega_{0}^{2}}{\left(\omega^{2}+\mathrm{i} \omega \gamma-\omega_{0}^{2}\right)^{2}-\omega^{2} \omega_{c}^{2}}  \tag{2.36}\\
\varepsilon_{y x}=\frac{N q^{2}}{m \varepsilon_{0}} \cdot \frac{\mathrm{i} \omega \omega_{c}}{\left(\omega^{2}+\mathrm{i} \omega \gamma-\omega_{0}^{2}\right)^{2}-\omega^{2} \omega_{c}^{2}}  \tag{2.37}\\
\varepsilon_{z z}=1-\frac{N q^{2}}{m \varepsilon_{0}} \cdot \frac{1}{\omega^{2}+\mathrm{i} \omega \gamma-\omega_{0}^{2}} \tag{2.38}
\end{gather*}
$$

Further, the conductance of materials are given by $\sigma_{i j}=-\mathrm{i} \omega \varepsilon_{0}\left(\tilde{\varepsilon}_{i j}-\delta_{i j}\right)$

$$
\begin{align*}
\sigma_{x x} & =\frac{N q^{2}}{m} \cdot \frac{\mathrm{i} \omega\left(\omega^{2}+\mathrm{i} \omega \gamma-\omega_{0}^{2}\right)}{\left(\omega^{2}+\mathrm{i} \omega \gamma-\omega_{0}^{2}\right)^{2}-\omega^{2} \omega_{c}^{2}}  \tag{2.39}\\
\sigma_{y x} & =\frac{N q^{2}}{m} \cdot \frac{-\omega^{2} \omega_{c}}{\left(\omega^{2}+\mathrm{i} \omega \gamma-\omega_{0}^{2}\right)^{2}-\omega^{2} \omega_{c}^{2}}  \tag{2.40}\\
\sigma_{z z} & =\frac{N q^{2}}{m} \cdot \frac{\mathrm{i} \omega}{\omega^{2}+\mathrm{i} \omega \gamma-\omega_{0}^{2}} \tag{2.41}
\end{align*}
$$

In the following, we give the dielectric constans in specific cases.


Figure 2.1: Plot of the real and imaginary parts of $\varepsilon_{x x}$, (a) of the Lorentz model and (b) the Drude model.

## Bounded particlse without magnetic field -The Lorentz model-

In this case, the permittivity tensor Eq. (2.38) is diagonal and it is

$$
\begin{equation*}
\varepsilon_{x x}=\varepsilon_{z z}=1-\frac{N q^{2}}{m \varepsilon_{0}} \cdot \frac{1}{\omega^{2}+\mathrm{i} \omega \gamma-\omega_{0}^{2}} \tag{2.42}
\end{equation*}
$$

The dispersion of this type is called as Lorentzian. The real part and imarginary(shown in Fig. 2.1(a)) part are respectively

$$
\begin{gather*}
\operatorname{Re}[\varepsilon]=1-\frac{N q^{2}}{m \varepsilon_{0}} \cdot \frac{\omega^{2}-\omega_{0}^{2}}{\left(\omega^{2}-\omega_{0}^{2}\right)^{2}+\omega^{2} \gamma^{2}}  \tag{2.43}\\
\operatorname{Im}[\varepsilon]=\frac{N q^{2}}{m \varepsilon_{0}} \cdot \frac{\omega \gamma}{\left(\omega^{2}-\omega_{0}^{2}\right)^{2}+\omega^{2} \gamma^{2}} . \tag{2.44}
\end{gather*}
$$

## Free particle without magnetic field -The Drude model-

The isotropic permittivity is given as

$$
\begin{equation*}
\varepsilon=1-\frac{N q^{2}}{m \varepsilon_{0}} \cdot \frac{1}{\omega^{2}+\mathrm{i} \omega \gamma} \tag{2.45}
\end{equation*}
$$

The real and imarginary parts(shown in Fig. 2.1(b)) are respectively

$$
\begin{align*}
& \operatorname{Re}[\varepsilon]=1-\frac{N q^{2}}{m \varepsilon_{0}} \cdot \frac{1}{\omega^{2}+\gamma^{2}}  \tag{2.46}\\
& \operatorname{Im}[\varepsilon]=\frac{N q^{2}}{m \varepsilon_{0}} \cdot \frac{\gamma}{\omega\left(\omega^{2}+\gamma^{2}\right)} \tag{2.47}
\end{align*}
$$

In the limit $\omega \rightarrow 0$, the imaginary part diverges and the real part takes minus value, meaning motion of free electrons screen the EM field. Incresing $\omega$ the real part crosses zero, meaning electrons can not follow the EM field. Neglegteing the dumping ratio $\gamma$, the crossing frequency is given by

$$
\begin{equation*}
\omega_{p}=\sqrt{\frac{N q^{2}}{m \varepsilon_{0}}} \tag{2.48}
\end{equation*}
$$

and the $\omega_{p}$ is called as the plasma frequency.

## Free particle under magnetic field

The existence of magnetic field $\left(\omega_{c} \neq 0\right)$ cause the circular dichroism, since

$$
\begin{equation*}
n_{ \pm}^{2}=\varepsilon_{x x} \pm \mathrm{i} \varepsilon_{x y}=1+\frac{\omega_{p}^{2}}{\left(\omega^{2}+\mathrm{i} \omega \gamma-\omega_{0}^{2}\right)^{2}-\omega^{2} \omega_{c}^{2}}\left\{-\left(\omega^{2}+\mathrm{i} \omega \gamma-\omega_{0}^{2}\right) \mp \omega \omega_{c}\right\} \tag{2.49}
\end{equation*}
$$

For $\gamma=0$ and $\omega_{0}=0$ (free electron without damping), it further simplifies into

$$
\begin{equation*}
n_{ \pm}^{2}=1-\frac{\omega_{p}^{2}}{\omega\left(\omega \pm \omega_{c}\right)} \tag{2.50}
\end{equation*}
$$

## The Drude model under magnetic field

For $\omega_{0}=0$, the conductance Eqs. (2.41) are

$$
\begin{align*}
\sigma_{x x}(\omega) & =\frac{N q^{2}}{m} \cdot \frac{\mathrm{i}(\omega+\mathrm{i} \gamma)}{(\omega+\mathrm{i} \gamma)^{2}-\omega_{c}^{2}}  \tag{2.51}\\
\sigma_{x y}(\omega) & =\frac{N q^{2}}{m} \cdot \frac{-\omega_{c}}{(\omega+\mathrm{i} \gamma)^{2}-\omega_{c}^{2}}  \tag{2.52}\\
\sigma_{z z}(\omega) & =\frac{N q^{2}}{m} \cdot \frac{\mathrm{i}}{\omega+\mathrm{i} \gamma} \tag{2.53}
\end{align*}
$$

The DC limit $(\omega \rightarrow 0)$ gives the Hall conductance.

$$
\begin{equation*}
\sigma_{x y}=\frac{N q^{2}}{m} \cdot \frac{\omega_{c}}{\gamma^{2}+\omega_{c}^{2}} \tag{2.54}
\end{equation*}
$$

The binding force $\omega_{0}$ is given by quantum mechanical calculations. The magnetic effect by the internal magnetic order is also can not be explanined without quantum mechanics.

### 2.2 Photonic crystals

### 2.2.1 1D photonic crystal

We consider one-dimensional periodic structures, which have the simplest form and thus, in many cases, enable us to derive several analytic relations, such as gap size, attenuation length, transmittivity. An answer for the question why frequency gap emerges may be obtained by considering the one-dimensional case, since higher dimensional periodic structures are also regarded as a one-dimensional structure for a wave propagating in one fixed direction, namely a Bloch state. If we are thinking about a behavior of EM field in a large scale, all of systems called '1D photonic crystal' fall into the stacking of layers with different optical indices. Most simply, a gapped frequency dispersion is achieved by repetition of two kinds of layers.

Here we derive the photonic band gap with tranfermatrix formalism [34]. We consider a wave entering into an interface with normal incidence. Taking the $z$ axis as the propagation direction and $x$ axis for the polarization direction, the wave is represented as

$$
\begin{equation*}
\boldsymbol{E}=\mathbf{e}_{x}\left(a^{\text {in }} \mathrm{e}^{\frac{\mathrm{i}}{c \omega} n x}+a^{\text {out }} \mathrm{e}^{\frac{-\mathrm{i}}{c \omega} n x}\right) . \tag{2.55}
\end{equation*}
$$



Figure 2.2: Layered structure of one-dimensional photonic crystal.

The continuity at the interface for electric fields gives

$$
\begin{equation*}
a_{i}^{\text {in }}+a_{i}^{\text {out }}=b_{i}^{\text {in }}+b_{i}^{\text {out }} . \tag{2.56}
\end{equation*}
$$

The magnetic field is obtained from $\mathrm{i} \omega \boldsymbol{H}=\nabla \times \boldsymbol{E}$ and the continuity for the magnetic fields at the interface gives

$$
\begin{equation*}
n_{1}\left(a_{i}^{\text {in }}-a_{i}^{\text {out }}\right)=n_{2}\left(-b_{i}^{\text {in }}+b_{i}^{\text {out }}\right) . \tag{2.57}
\end{equation*}
$$

This relation is more consisely given in a matrix form

$$
\binom{b_{i}^{\text {in }}}{b_{i}^{\text {out }}}=\left(\begin{array}{cc}
\frac{n_{2}-n_{1}}{2 n_{2}} & \frac{n_{2}+n_{1}}{2 n_{2}}  \tag{2.58}\\
\frac{n_{2}+n_{1}}{2 n_{2}} & \frac{n_{2}-n_{1}}{2 n_{2}}
\end{array}\right)\binom{a_{i}^{\text {in }}}{a_{i}^{\text {oit }}} .
$$

(a)

(b)


Figure 2.3: The frequency dispersion of the 1 D photonic crystal with the normal incidence in a set up $d_{1}=0.3$, $d_{2}=0.7, \varepsilon_{1}=1, \varepsilon_{2}=3.4^{2}$. (a) The real part of the wavenumber $k$ plotted to the frequency $\omega$. (b) In freqency regions with $\operatorname{Re}[k]=0$, the $k$ is pure imaginary, otherwise it is pure real. The imaginary part of the $k$. The $\operatorname{Im}[k]$ represents decay late of the wave. It is largest at middle of the band gap.

Within the same structure, the wave propargates freely and thus, the relation between both ends of fields are given by

$$
\binom{c_{i}^{\text {in }}}{c_{i}^{\text {out }}}=\left(\begin{array}{cc}
0 & \mathrm{e}^{\frac{\mathrm{i} \omega}{c} n_{1} d_{1}}  \tag{2.59}\\
\mathrm{e}^{-\frac{\mathrm{i} \omega}{c} n_{1} d_{1}} & 0
\end{array}\right)\binom{b_{i}^{\text {in }}}{b_{i}^{\text {out }}} .
$$

In 1D photonic crystal which is repetition of two kinds of layeres like in Fig.2.2, the relation between neibohring cites is given by a product of matricies like Eqs. (2.58)(2.59) as

$$
\binom{a_{i}^{\text {in }}}{a_{i}^{\text {out }}}=\left(\begin{array}{ll}
M_{11} & M_{12}  \tag{2.60}\\
M_{21} & M_{22}
\end{array}\right)\binom{a_{i+1}^{\text {in }}}{a_{i+1}^{\text {out }}},
$$

where the matrix $M$ represents

$$
\left.\begin{array}{c}
M=\left(\begin{array}{cc}
0 & \mathrm{e}^{\frac{\mathrm{i} \omega}{c} n_{2} d_{2}} \\
\mathrm{e}^{\frac{-i \omega}{c} n_{2} d_{2}} & 0
\end{array}\right)\left(\begin{array}{ll}
\frac{n_{1}-n_{2}}{2 n_{2}} & \frac{n_{1}+n_{2}}{2 n_{2}} \\
\frac{n_{1} n_{2}}{2 n_{2}}
\end{array}\right)\left(\begin{array}{cc}
0 & \mathrm{e}^{\frac{\mathrm{i} \omega_{1}}{c} n_{1} d_{1}} \\
\mathrm{e}^{-\frac{\mathrm{i} \omega_{1}}{c} n_{1} d_{1}} & 0
\end{array}\right)\left(\begin{array}{l}
\frac{n_{2}-n_{1}}{2 n_{1}} \\
\frac{n_{1}+n_{2}}{2 n_{1}}
\end{array} \frac{\frac{n_{2}+n_{1}}{2 n_{1}}}{2 n_{1}}\right.
\end{array}\right)
$$

Applying the Bloch's theorem, we obtain an eigenequation

$$
\begin{equation*}
\binom{a_{i+1}^{\mathrm{in}}}{a_{i+1}^{\text {out }}}=M\binom{a_{i}^{\mathrm{in}}}{a_{i}^{\text {out }}}=\lambda\binom{a_{i}^{\mathrm{in}}}{a_{i}^{\text {out }}} \tag{2.66}
\end{equation*}
$$

If the eigenvalue $\lambda$ is pure imaginary, the eigenmode is extended mode and otherwise, it decays in the crystal. The eigenvalue is given as

$$
\begin{equation*}
\lambda=\frac{1}{2}\left(\operatorname{Tr} M \pm \sqrt{(\operatorname{Tr} M)^{2}-4 \operatorname{det}|M|}\right) \tag{2.67}
\end{equation*}
$$



Figure 2.4: A schematic that shows convention of the directions(phases) of vectors on the points. The amplitude of each vector is taken along the direction shown in the schematic.

The frequency dispersion in a set up is plotted in the Fig. 2.3
In next, we proceed to consider the case of oblique incidence. Since the incident angle is no longer normal, the degeneracy between two transverse direcison dissolves. It is convenient to distinguish the difference by
seeing whether the oscilation is included in the incident plane or not. The polarization perpendicular to the incidence plane is called as $s$-polarization, whereas the polarization included within the incidence plane is called as $p$-polarization. Since the number of components increases within the incidence plane, it is better to derive the relation with respect to the one component out of the incidence plane.

Let us consider the case of $p$-polarization. In this case we construct the equation on the magnetic component $H_{y}$. To meet the convention used in the case electric component, we write the magnetic field in the region1 as

$$
\begin{equation*}
H_{1}(\boldsymbol{r})=H_{1}^{\text {in }} \mathrm{e}^{-\mathrm{i} \boldsymbol{k}_{1}^{\mathrm{in}} \cdot \boldsymbol{r}}-H_{1}^{\text {out }} \mathrm{e}^{-\mathrm{i} \mathrm{k} \boldsymbol{k}_{1}^{\text {out }} \cdot \boldsymbol{r}}, \tag{2.68}
\end{equation*}
$$

and in the region 2 as

$$
\begin{equation*}
H_{2}(r)=-H_{2}^{\mathrm{in}} \mathrm{e}^{-\mathrm{i} \boldsymbol{k}_{2}^{\mathrm{in}} \cdot \boldsymbol{r}}+H_{2}^{\mathrm{out}} \mathrm{e}^{-\mathrm{i} \boldsymbol{k}_{1}^{\text {out }} \cdot \boldsymbol{r}} . \tag{2.69}
\end{equation*}
$$

The boudary condition about the magnetic component reads

$$
\begin{equation*}
H_{1}^{\text {in }}-H_{1}^{\text {out }}=-H_{2}^{\text {in }}+H_{2}^{\text {out }} . \tag{2.70}
\end{equation*}
$$

The boundary condition about the electric component is represented as

$$
\begin{align*}
E_{1 z}^{\mathrm{in}}+E_{1 z}^{\text {out }} & =E_{2 z}^{\mathrm{in}}+E_{2 z}^{\text {out }}  \tag{2.71}\\
\varepsilon_{1}\left(E_{1 x}^{\mathrm{in}}+E_{1 x}^{\text {out }}\right) & =\varepsilon_{2}\left(E_{2 x}^{\mathrm{in}}+E_{2 x}^{\text {out }}\right) . \tag{2.72}
\end{align*}
$$

Since the elctric component is related to the magnetic component by ${ }^{12}$

$$
\begin{equation*}
\mathrm{i} \omega \varepsilon \boldsymbol{E}=\nabla \times \boldsymbol{H}=-\frac{1}{c \sqrt{\varepsilon}|\boldsymbol{k}|} \nabla \times \boldsymbol{H}_{0} \tag{2.73}
\end{equation*}
$$

From these relations, the equations about the elctric component is rewritten as

$$
\begin{align*}
& \frac{1}{\sqrt{\varepsilon_{1}}} \cos \theta_{1}\left(H_{1}^{\text {in }}+H_{1}^{\text {out }}\right)=\frac{1}{\sqrt{\varepsilon_{2}}} \cos \theta_{2}\left(H_{2}^{\text {in }}+H_{2}^{\text {out }}\right)  \tag{2.74}\\
& \sqrt{\varepsilon_{1}} \sin \theta_{1}\left(H_{1}^{\text {in }}-H_{1}^{\text {out }}\right)=\sqrt{\varepsilon_{2}} \sin \theta_{2}\left(H_{2}^{\text {in }}-H_{2}^{\text {out }}\right) \tag{2.75}
\end{align*}
$$

For both of Eq. (2.70) and Eq. (2.74) to be sattisfied, the relation

$$
\begin{align*}
\frac{1}{\sqrt{\varepsilon_{1}}} \sin \theta_{1} & =\frac{1}{\sqrt{\varepsilon_{2}}} \sin \theta_{2} \\
\frac{\sin \theta_{1}}{\sin \theta_{2}} & =\sqrt{\frac{\varepsilon_{1}}{\varepsilon_{2}}} \tag{2.76}
\end{align*}
$$

must hold. This is the Snell's law. From this, the $\theta_{2}$ can be solved by $\theta_{1}$

$$
\begin{equation*}
\cos \theta_{2}=\sqrt{1-\frac{\epsilon_{1}}{\epsilon_{2}} \sin ^{2} \theta_{1}} \tag{2.77}
\end{equation*}
$$

Putting ${ }^{3}$

$$
\begin{equation*}
\lambda_{12}=\sqrt{\frac{\varepsilon_{1}}{\varepsilon_{2}}} \frac{\cos \theta_{2}}{\cos \theta_{1}}=\left(\sqrt{\frac{\varepsilon_{1}}{\varepsilon_{2}}} \sqrt{1-\frac{\varepsilon_{1}}{\varepsilon_{2}} \sin ^{2} \theta_{1}}\right) / \cos \theta_{1} \tag{2.78}
\end{equation*}
$$

two asociated equations are written as

$$
\begin{align*}
\left(H_{1}^{\text {in }}+H_{1}^{\text {out }}\right) & =\lambda_{12}\left(H_{2}^{\text {in }}+H_{2}^{\text {out }}\right)  \tag{2.79}\\
H_{1}^{\text {in }}-H_{1}^{\text {out }} & =H_{2}^{\text {in }}-H_{2}^{\text {out. }} . \tag{2.80}
\end{align*}
$$

$$
\begin{aligned}
& \qquad \nabla \times \boldsymbol{H}=\nabla \times\left(\boldsymbol{H}_{0} \mathrm{e}^{-\mathrm{i} \boldsymbol{k} \cdot \boldsymbol{r}}\right)=-\mathrm{i}\left(\boldsymbol{k} \times \boldsymbol{H}_{0}\right) \mathrm{e}^{-\mathrm{i} \boldsymbol{k} \cdot \boldsymbol{r}} \\
& { }^{2} \omega=\frac{c|\boldsymbol{k}|}{\sqrt{\varepsilon}}, \boldsymbol{E}=-\frac{1}{\mathrm{i} \omega \varepsilon} \nabla \times \boldsymbol{H}=-\frac{1}{c \sqrt{\varepsilon}|\boldsymbol{k}|} \boldsymbol{k} \times \boldsymbol{H}_{0} \\
& { }^{3} \text { This quantity sattisfies Re }\left[\cos \theta_{2}\right]<1.0, \text { and can be pure imaginary if } \varepsilon_{1}>\varepsilon_{2} .
\end{aligned}
$$



Figure 2.5: A schematic of 2D and 3D photonic crystals. A periodci spatial variation of the optical constants are realized by placing materials with different optical constants, or in a popular way creating holes within a dielectric material.

Then, the transfer matrix at the interface for oblique incidence $\theta_{1}$ reads

$$
\binom{H_{1}^{\text {in }}}{H_{1}^{\text {out }}}=\left(\begin{array}{cc}
\frac{1}{2}\left(\lambda_{12}+1\right) & \frac{1}{2}\left(\lambda_{12}-1\right)  \tag{2.81}\\
\frac{1}{2}\left(\lambda_{12}-1\right) & \frac{1}{2}\left(\lambda_{12}+1\right)
\end{array}\right)\binom{H_{2}^{\text {in }}}{H_{2}^{\text {out }}} .
$$

In free propagating region, since the propagation is straight but oblique across the layer, it reads

$$
\binom{H_{2}^{\text {in }}}{H_{3}^{\text {out }}}=\left(\begin{array}{cc}
0 & \mathrm{e}^{\frac{\mathrm{i} \omega}{c} n_{2} d_{2} \cos \theta_{2}}  \tag{2.82}\\
\mathrm{e}^{-\frac{\mathrm{i} \omega}{c} n_{2} d_{2} \cos \theta_{2}} & 0
\end{array}\right)
$$

Thus, the matrix $M$ in this case of the oblique incidence with $p-$ polarization becomes

$$
\begin{align*}
& M=\left(\begin{array}{cc}
0 & \mathrm{e}^{\frac{\mathrm{i} \omega}{c} n_{2} d_{2} \cos \theta_{2}} \\
\mathrm{e}^{-\frac{\mathrm{i} \omega}{c} n_{2} d_{2} \cos \theta_{2}} & 0
\end{array}\right) \cdot\left(\begin{array}{cc}
\frac{1}{2}\left(\lambda_{21}+1\right) & \frac{1}{2}\left(\lambda_{21}-1\right) \\
\frac{1}{2}\left(\lambda_{21}-1\right) & \frac{1}{2}\left(\lambda_{21}+1\right)
\end{array}\right) \\
& \cdot\left(\begin{array}{cc}
0 & \mathrm{e}^{\frac{\mathrm{i} \omega}{c} n_{1} d_{1} \cos \theta_{1}} \\
\mathrm{e}^{-\frac{\mathrm{i} \omega}{c} n_{1} d_{1} \cos \theta_{1}} & 0
\end{array}\right) \cdot\left(\begin{array}{ll}
\frac{1}{2}\left(\lambda_{12}+1\right) & \frac{1}{2}\left(\lambda_{12}-1\right) \\
\frac{1}{2}\left(\lambda_{12}-1\right) & \frac{1}{2}\left(\lambda_{12}+1\right)
\end{array}\right) \tag{2.83}
\end{align*}
$$

In the same way, we obtain a frequency band structure.

### 2.2.2 Photonic crystals in higher dimensions

In general, a 2D or 3D photonic crystal is formed by locating structures with a different dielectric constant from the background medium in a periodic fashion (Fig. 2.5). Applying the same argument to the layers formed by the scattering centers (atomic layers in a solid crystal), a band gap is formed in the direction of the wave vector. If the band gaps for all of the directions in the Brillouin zone are tuned to the same frequency region, we obtain a photonic crystal with omni-directional frequency band gap, i.e. a photonic band gap material [10].

## Chapter 3

## Topological photonics

In this chapter, we reviews some representative works on topological photonics. We also utilize some ideas included in those studies in the later parts of the thesis. First, we briefly describe the topological invariants of band structures and the bulk-edge correspondence, which is the essence of the topological photonics. The bulk-edge correspondence was first recognized in the quantum hall effect, as the strong relationship between the Chern number and the chiral edge modes. In next, beginning with the formulation of the eigenvalue problem of Maxwell equations for EM waves, the idea of the bulk-edge correspondence is applied to the photonic band structure. Then we discuss the topologically non-trivial photonic band structures and topologically protected photonic edge modes, in various photonic systems from two-dimensional and three-dimensional photonic crystals to other setups such as evanescently coupled waveguides or coupled resonators.

### 3.1 Bulk edge correspondence

The study of topology in momentum space originates in the finding of the quantum hall effect [1,35]. K. v. Klitzing performed measurements in the Hall bar of the 2D hetero-structure of semiconductors under a strong magnetic field at low temperatures and found that the transverse conductance, the Hall conductance $\sigma_{y x}$ is quantized in the unit of $e^{2} / h$ when the longitudinal conductance is absent. The precision of the quantization was so correct that it is expected to be adopted as the new resistance standard [36]. The quantization is explained in two different ways assuming bulk system or presence of an edge.


Figure 3.1: The cylinder geometry in the Laughlin argument.

### 3.1.1 Laughlin's argument

The first explanation for the quantization was given by R. Laughlin. He simplified the Hall bar geometry to a cylinder like in the Fig. 3.1 and toke the following argument. Flux insertion $\phi$ into the central hole induce the vector potential along the circumference $A_{l}$. The vector potential transforms the wave function as

$$
\begin{equation*}
\psi(x, y) \rightarrow \psi^{\prime}(x, y)=\mathrm{e}^{\mathrm{i} \int \mathrm{~d} y \frac{e}{\hbar} A} A(x, y) . \tag{3.1}
\end{equation*}
$$

The integral on the circumference $A_{l} L$ equals the amount of the flux $\phi$. Then insertion of the flux quanta $\Delta \phi=e / h$, moves the wave number of the electron state as $k_{y} \rightarrow k_{y}+\Delta k_{y}(=2 \pi / L)$. Since the entire hamiltonian returns to the original one after the insertion of the flux quanta, the spectrum of the entire spectrum also goes back. However, the occupied state and entire energy may change after the process. In a gapped bulk spectrum such as that of Landau levels, if the insertion process takes place sufficiently slowly compared to the energy gap, the change can be only allowed at edges. Then the energy change after the process should be $\Delta U=n e V_{x}$, where the $n$ is number of electrons moved from one side of edges to the other and the $V_{x}$ is the potential difference caused by imbalance of electrons between both sides of edges. The electric current $I_{y}$ is given by the Byers-Yang formula $I_{y}=\partial U / \partial \phi$ and the linear increasment approximation of the energy as

$$
I_{y}=\frac{\Delta U}{\Delta \phi}=\frac{n e V_{x}}{(h / e)}=n \frac{e^{2}}{h} V_{x}
$$

Therefore we conclude that

$$
\begin{equation*}
\sigma_{y x}=\frac{I_{y}}{V_{x}}=n \frac{e^{2}}{h} \tag{3.2}
\end{equation*}
$$

In the above argument, the quantization of the Hall conductance is derived only from the gauge invariance and the bulk gap.

Later, Halperin considered the details of the Laughlin's argument in the geometry of an annular film(similar to the cylinder) and rationalized the electron transportation from one side edge to the other by the chiral edge modes, which propagates along the edge unidirectionally [4]. Also, the Hall conductance in the quantum Hall state was given by the chiral edge modes. Therefore, the first explanation is given by considering the presence of edge and edge modes.

### 3.1.2 Berry phase

The Berry phase [37] is the most fundamental component in the topological argument of band structures. Although at the time of the derivation of the TKNN formula [2], which is described in the following, the expression was given without the Berry curvature, now the Hall conductance is expressed by the integral of the Berry curvature over the entire 2D Brillouin zone. At first, Berry noticed that the phase other than the dynamical phase could be non-trivial when it is compared after an adiabatic process returning to the original system. The Schrödinger equation is written as

$$
\begin{equation*}
\mathrm{i} \hbar \frac{\partial}{\partial t}|\psi\rangle=H(\boldsymbol{R})|\psi\rangle \tag{3.3}
\end{equation*}
$$

where the hamiltonian depends on certain parameters $\boldsymbol{R}=\left\{R_{1}, R_{2}, \cdots\right\}$. We write the eigenstate for $\boldsymbol{R}$, $H(\boldsymbol{R})|n(\boldsymbol{R})\rangle=E(\boldsymbol{R})|n\rangle$ and assume that each phase is defined smoothly. If the parameter remains to be $\boldsymbol{R}_{0}$, the time dependence of the Schrödinger equation is separated and the state evolves as

$$
\begin{equation*}
|\psi(t)\rangle=\mathrm{e}^{-\mathrm{i} \hbar E\left(\boldsymbol{R}_{0}\right) t}\left|n\left(\boldsymbol{R}_{0}\right)\right\rangle \tag{3.4}
\end{equation*}
$$

However, if the $\boldsymbol{R}$ varies in time, the separation of variables is no more allowed. In a evolution of $\boldsymbol{R}$ on a closed path, if the variation is sufficiently slow compared to the excitation gap, the state at the end of the process goes back to the original state but the its phase is not trivial. That is, if we assume an additional phase factor $\mathrm{e}^{\mathrm{i} \gamma}$ as

$$
\begin{equation*}
|\psi(T)\rangle=\mathrm{e}^{\mathrm{i} \gamma} \mathrm{e}^{-\mathrm{i}} \int_{0}^{T} E(\boldsymbol{R}(t))\left|n\left(\boldsymbol{R}_{0}\right)\right\rangle, \tag{3.5}
\end{equation*}
$$

the $\gamma$ can be nonzero. Indeed

$$
\begin{aligned}
& \mathrm{i} \hbar \frac{\partial}{\partial t}|\psi(t)\rangle=\mathrm{i} \hbar \frac{\partial}{\partial t} \mathrm{e}^{\mathrm{i} \gamma(t)} \mathrm{e}^{\frac{1}{\mathrm{i} \hbar} \int \mathrm{~d} t E(\boldsymbol{R}(t))}|n(\boldsymbol{R}(t))\rangle= \\
&-\hbar \dot{\gamma}(t)|n(\boldsymbol{R}(t))\rangle+E(\boldsymbol{R}(t))|n(\boldsymbol{R}(t))\rangle+\mathrm{i} \hbar \frac{\partial}{\partial t}|n(\boldsymbol{R}(t))\rangle=E(\boldsymbol{R}(t))|n(\boldsymbol{R}(t))\rangle
\end{aligned}
$$

Taking the inner product with $\langle n(\boldsymbol{R}(t))|$,

$$
\begin{align*}
& \dot{\gamma}(t)=\mathrm{i}\langle n(\boldsymbol{R}(t))| \frac{\partial}{\partial t}|n(\boldsymbol{R})(t)\rangle \\
& \gamma=\int_{0}^{T} \mathrm{~d} t \dot{\gamma}(t)=\mathrm{i} \int_{0}^{T} \mathrm{~d} t\langle n(\boldsymbol{R}(t))| \frac{\partial}{\partial t}|n(\boldsymbol{R}(t))\rangle \\
& =\mathrm{i} \oint \mathrm{~d} \boldsymbol{R} \cdot\langle n(\boldsymbol{R})| \partial_{\boldsymbol{R}}|n(\boldsymbol{R})\rangle=\mathrm{i} \oint \mathrm{~d} \boldsymbol{R} \cdot \boldsymbol{A}(\boldsymbol{R}), \tag{3.6}
\end{align*}
$$

where the $\boldsymbol{A}(\boldsymbol{R})$ is the berry connection. Since the additional phase only depends on the path of the adiabatic process, it is also called as the geometrical phase. Due to the normalization $\langle n \mid n\rangle=1$ and $\partial_{\boldsymbol{R}}\langle n(\boldsymbol{R}) \mid n(\boldsymbol{R})\rangle=0$, the Berry connection is pure imaginary

$$
\begin{align*}
&(\partial|n(\boldsymbol{R})\rangle)^{\dagger}|n(\boldsymbol{R})\rangle+\left\langle n(\boldsymbol{R}) \mid \partial_{\boldsymbol{R}} n(\boldsymbol{R})\right\rangle=\left\{\langle n(\boldsymbol{R})| \partial_{\boldsymbol{R}}|n(\boldsymbol{R})\rangle\right\}^{*}+\langle n(\boldsymbol{R})| \partial_{\boldsymbol{R}}|n(\boldsymbol{R})\rangle=0 \\
&\left\{\langle n(\boldsymbol{R})| \partial_{\boldsymbol{R}}|n(\boldsymbol{R})\rangle\right\}^{*}=-\langle n(\boldsymbol{R})| \partial_{\boldsymbol{R}}|n(\boldsymbol{R})\rangle=0 \tag{3.7}
\end{align*}
$$

We can introduce the Berry curvature

$$
\begin{equation*}
B_{\mu v}(\boldsymbol{R})=\partial_{\mu} A_{v}(\boldsymbol{R})-\partial_{\nu} A_{\mu}(\boldsymbol{R}), \tag{3.8}
\end{equation*}
$$

if the dimension of the parameter $\boldsymbol{R}$ is less than three, which is quite general situation since any two band degeneracy is described with the three real parameters, the Berry curvature can be express by

$$
\begin{equation*}
B=\nabla_{R} \times A(R) \tag{3.9}
\end{equation*}
$$

From Stokes' theorem the Berry phase $\gamma$ is given by

$$
\begin{equation*}
\gamma=\int_{S} \mathrm{~d} s \cdot \boldsymbol{B}(\boldsymbol{R}), \tag{3.10}
\end{equation*}
$$

where integral is performed on the surface closed by the path $C$ and the $s$ is the normal vector to the surface at the point. Note that we only imposed that the phases of the eigenstates should be continuous and there exists arbitrariness. If the phases of eigenstates are changed to the other continuous phase distribution as $|n(\boldsymbol{R})\rangle \rightarrow \mathrm{e}^{\mathrm{i} f(\boldsymbol{R})}|n(\boldsymbol{R})\rangle$, the Berry connection transforms in the same way as the gauge transformation of the vector potential under the gauge transformation

$$
\begin{equation*}
\boldsymbol{A}(\boldsymbol{R}) \rightarrow \boldsymbol{A}(\boldsymbol{R})+\nabla f(\boldsymbol{R}) . \tag{3.11}
\end{equation*}
$$

On the other hand, the Berry curvature does not change since $\boldsymbol{\nabla}_{\boldsymbol{R}} \times f(\boldsymbol{R})=0$. Then, the Berry curvature $\boldsymbol{B}$ is the momentum space analogue of the magnetic field and the Berry phase $\gamma$ is the magnetic flux.

Indeed, the Berry curvature can be given an explicit gauge independent expression.

$$
\boldsymbol{B}=\nabla \times \boldsymbol{A}=\nabla \times\langle n| \nabla|n\rangle=\langle\nabla n| \times|\nabla n\rangle=\sum_{m \neq n}\langle\nabla n \mid m\rangle \times\langle m \mid \nabla n\rangle
$$

From the relation $H|n\rangle=E_{n}|n\rangle$ and orthogonality between eigenstates,

$$
\langle m \mid \partial n\rangle=\frac{\langle m| \partial H|n\rangle}{E_{n}-E_{m}}, \quad\langle\partial n \mid m\rangle=-\langle m \mid \partial n\rangle=\frac{\langle n| \partial H|m\rangle}{E_{n}-E_{m}},
$$

then the Berry curvature is written as

$$
\begin{equation*}
\boldsymbol{B}=\sum_{m \neq n} \frac{\langle n| \nabla H|m\rangle \times\langle m| \nabla H|n\rangle}{\left(E_{n}-E_{m}\right)^{2}} . \tag{3.12}
\end{equation*}
$$

Also from this expression, it is observed that the intensity depends on the square inverse of the energy gap.

### 3.1.3 TKNN formula

On the other hand, the quantization is derived from bulk. Within the linear response theory, the Bubo formula for the off-diagonal conductance of a 2D electron gas is derived by Thouless, Kohmoto, Nightingale and den Nijs [2]

$$
\begin{equation*}
\sigma_{x y}=\frac{\mathrm{i} e^{2}}{\hbar} \int \frac{\mathrm{~d} k_{1} \mathrm{~d} k_{2}}{(2 \pi)^{2}} \sum_{\varepsilon_{\alpha}<\varepsilon_{F}} \sum_{\varepsilon_{\beta}>\varepsilon_{F}} \frac{\left\langle u_{\alpha}\right| \partial_{k_{x}} \tilde{H}\left|u_{\beta}\right\rangle\left\langle u_{\beta}\right| \partial_{k_{y}} \tilde{H}\left|u_{\alpha}\right\rangle-\left\langle u_{\alpha}\right| \partial_{k_{y}} \tilde{H}\left|u_{\beta}\right\rangle\left\langle u_{\beta}\right| \partial_{k_{x}} \tilde{H}\left|u_{\alpha}\right\rangle}{\left(\varepsilon_{\alpha}-\varepsilon_{\beta}\right)^{2}}, \tag{3.13}
\end{equation*}
$$

where the indecies for $\vec{k}$ are neglected and the $\tilde{H}=\tilde{H}(\vec{k})$ is the one body hamiltonian and the $\left|u_{\alpha}\right\rangle$ is the Bloch states with eigenenergy $\epsilon_{\alpha}(\vec{k})$. This quantity is quantized and if the fermi energy lies in the band gap and the band gap is kept, continuous change of the hamiltonian does not alter the value and thus it is a topological quantity [38]. Also the integrand is given by the Berry curvature $B(\vec{k})$ [39], in the expression of Eq. (3.12). Then, from Stokes' theorem the integral of the $B(\vec{k})$ over the entire 2D Brillouin zone becomes the line integral of the Berry connection $\vec{A}(\vec{k})$ on the path enclosing the Brillouin zone. If the $\vec{A}(\vec{k})$ is defined smoothly and uniquely in the entire Brillouin zone, contributions of line integrals on counter-propagating paths cancel and the integral vanishes. If the $\vec{A}(\vec{k})$ is not defined consistently over the entire Brillouin zone, it is smoothly defined only within patches which cover the Brillouin zone and the integral becomes the line integral of the difference of the $\vec{A}(\vec{k})$ between patches along the boundary. Then it becomes the sum of winding numbers and must be $2 \pi \mathrm{i} n$ with $n$ being an integer. The integral is related to the first Chern number [40]

$$
\begin{equation*}
\int \mathrm{d}^{2} k \boldsymbol{B}(\boldsymbol{k})=2 \pi \mathrm{i} C \quad(C \in \mathbf{Z}) \tag{3.14}
\end{equation*}
$$

Finally, the Hall conductance is

$$
\begin{equation*}
\sigma_{x y}=-\sum_{n} \frac{e^{2}}{h} C_{n}, \tag{3.15}
\end{equation*}
$$

where the $C_{n}$ is the Chern number of the $n$-th band and the summation is taken over bands below the fermi energy. Therefore the quantized Hall conductance is derived from the bulk property.

The Chern number(Eq. 3.14) vanishes under time reversal symmetry(TRS). Time reversal of a spinless state is given by taking the complex conjugate

$$
\begin{equation*}
\mathcal{T}|\psi\rangle=|\psi\rangle^{*} . \tag{3.16}
\end{equation*}
$$

Application of $\mathcal{T}$ to a Bloch state relates the Berry connection at points $\vec{k}$ and $-\vec{k}$ as $\vec{A}(-\vec{k})=\vec{A}(\vec{k})$. This leads to the relation $\vec{B}(-\vec{k})=-\vec{B}(\vec{k})$. Then the Berry curvature at $\vec{k}$ and $-\vec{k}$ cancels in the integral(Eq. 3.14). The TRS of the quantum hall state is broken by the uniform magnetic field.

### 3.1.4 The bulk-edge correspondence

Thus far, two way of explanations are given for the quantization of the Hall conductance. Since both explanations correctly gives the quantized Hall conductance, they are expected to have a deep relationship. This relationship is well established in the tight-binding model of the square lattice under magnetic field. Hatsugai solved the problem by the transfer matrix method and in the Laughlin's argument, he related the Hall conductance to the linking number of the edge modes at fermi energy $\sigma^{\text {edge }}=\frac{e^{2}}{h} I\left(C\left(\varepsilon_{F}\right)\right)$ [5]. He also found that the Chern number of a band is given by the difference of the linking number of edge modes in the gap above and below the band $C_{j}=I\left(C_{j}\right)-I\left(C_{j-1}\right)$ [6]. As a consequence, the coincidence of two quantized quantities is derived

$$
\begin{equation*}
\sigma^{\text {bulk }}=\frac{e^{2}}{h} \sum_{j\left(\varepsilon_{j}<\varepsilon_{F}\right)} C_{j}=\frac{e^{2}}{h} I\left(C\left(\varepsilon_{F}\right)\right)=\sigma^{\text {edge }} \tag{3.17}
\end{equation*}
$$

This relationship itself is essential rather than the quantization of the Hall conductance. Indeed, when the Chern number classification is applied to photonic systems, the Chern number itself is not related to any physical quantity but only the bulk edge correspondence is physically meaningful.

### 3.2 The eigenvalue problem of the Maxwell equations in photonic crystals

The Maxwell equations for EM waves in the current-free and source-free field are given by

$$
\begin{align*}
\nabla \cdot \boldsymbol{D} & =0, & \nabla \cdot \boldsymbol{B} & =0  \tag{3.18}\\
\frac{\partial}{\partial t} \boldsymbol{D} & =\nabla \times \boldsymbol{H}, & -\frac{\partial}{\partial t} \boldsymbol{B} & =\nabla \times \boldsymbol{E}  \tag{3.19}\\
\boldsymbol{D} & =\varepsilon_{0} \hat{\varepsilon} \boldsymbol{E}, & \boldsymbol{B} & =\mu_{0} \hat{\mu} \boldsymbol{H} \tag{3.20}
\end{align*}
$$

where the $\epsilon_{0}, \mu_{0}$ are vacuum permittivity and permeability and the $\hat{\epsilon}, \hat{\mu}$ are relative permittivity and permeability tensor respectively. Generally, the optical responses of $\hat{\varepsilon}, \hat{\mu}$ are frequency dependent $\hat{\varepsilon}=\hat{\varepsilon}(\omega), \quad \hat{\mu}=\hat{\mu}(\omega)$.

If we neglect the nonlinear effects and the Maxwell equations are independent of time, the frequency of the EM field is conserved. Nonlinear effects can change the frequency and there exist interesting cases with the external temporal effects by using the nonlinear effect. Without notice we neglect such a temporal effect and focus on the normal modes.

$$
\begin{equation*}
\boldsymbol{H}(\boldsymbol{r}, t)=\mathrm{e}^{-\mathrm{i} \omega t} \boldsymbol{H}(\boldsymbol{r}), \quad \boldsymbol{E}(\boldsymbol{r}, t)=\mathrm{e}^{-\mathrm{i} \omega t} \boldsymbol{E}(\boldsymbol{r}) \tag{3.21}
\end{equation*}
$$

Substituting these into the Eq. (3.19), we obtaine

$$
\begin{array}{cl}
\nabla \cdot \boldsymbol{D}=0 & \nabla \cdot \boldsymbol{B}=0 \\
-\mathrm{i} \omega \boldsymbol{D}=\nabla \times \boldsymbol{H}, & \mathrm{i} \omega \boldsymbol{B}=\nabla \times \boldsymbol{E} \tag{3.22}
\end{array}
$$

These equations are written in the eigenvalue problem as

$$
\begin{equation*}
\hat{L}\binom{\boldsymbol{E}}{\boldsymbol{H}}=\omega \hat{R}\binom{\boldsymbol{E}}{\boldsymbol{H}} \tag{3.23}
\end{equation*}
$$

where the operators $\hat{L}$ and $\hat{R}$ represent

$$
\hat{L}=\left(\begin{array}{cc}
0 & \mathrm{i} \nabla \times  \tag{3.24}\\
-\mathrm{i} \nabla \times & 0
\end{array}\right), \quad \hat{R}=\left(\begin{array}{cc}
\varepsilon_{0} \hat{\varepsilon} & \hat{\xi} \\
\hat{\zeta} & \mu_{0} \hat{\mu}
\end{array}\right),
$$

and the constraint(Eq.(3.18)) has to be satisfied at the same time. Here as a general form, we set $\vec{D}=\hat{\varepsilon} \vec{E}+\hat{\xi} \vec{H}$ and $\vec{B}=\hat{\zeta} \vec{E}+\hat{\mu} \vec{H}$. The operator $\hat{L}$ is hermitian, because of the vector analysis formula

$$
\begin{align*}
\int \mathrm{d}^{3} \boldsymbol{A}_{\sigma^{\prime}}^{*}(\boldsymbol{r}) \cdot \nabla \times \boldsymbol{B}_{\sigma}(\boldsymbol{r}) & =\left[\mathrm{i} \nabla \cdot\left\{\boldsymbol{A}_{\sigma^{\prime}}^{*}(\boldsymbol{r}) \times \boldsymbol{B}_{\sigma}(\boldsymbol{r})\right\}\right]-\int \mathrm{d}^{3} r \boldsymbol{A}_{\sigma^{\prime}}^{*}(\boldsymbol{r}) \mathrm{i} \nabla \times \boldsymbol{B}_{\sigma}(\boldsymbol{r}) \\
& =\left\{\int \mathrm{d}^{3} r \boldsymbol{B}_{\sigma}^{*} \cdot \mathrm{i} \nabla \times \boldsymbol{A}_{\sigma^{\prime}}(\boldsymbol{r})\right\}^{*}, \tag{3.25}
\end{align*}
$$

where $\sigma$ represents the $\vec{E}$ or $\vec{H}$ component. The first term in the right hand side of the first line vanishes if we assume the vanishing or periodic boundary condition. Therefore $\left\langle\left\{\vec{E}_{1}, \vec{H}_{1}\right\}\right| \hat{L}\left|\left\{\vec{E}_{2}, \vec{H}_{2}\right\}\right\rangle=\left\langle\left\{\vec{E}_{2}, \vec{H}_{2}\right\}\right| \hat{L}\left|\left\{\vec{E}_{1}, \vec{H}_{1}\right\}\right\rangle^{*}$ and the $\hat{L}$ is hermitian. The eigenequation Eq. (3.23) is a generalized eigenvalue problem, namely, the right hand side includes the overlap. For a generalized eigenequation to be formalized, the overlap should be positive definite. This is satisfied if the inner product satisfies

$$
(\boldsymbol{E}(\boldsymbol{r}), \boldsymbol{H}(\boldsymbol{r})) \cdot\left(\begin{array}{cc}
\varepsilon_{0} \hat{\varepsilon}(\boldsymbol{r}) & \hat{\xi}(\boldsymbol{r})  \tag{3.26}\\
\hat{\zeta}(\boldsymbol{r}) & \mu_{0} \hat{\mu}(\boldsymbol{r})
\end{array}\right)\binom{\boldsymbol{E}(\boldsymbol{r})}{\boldsymbol{H}(\boldsymbol{r})}>0
$$

at arbitrary point $\vec{r}$.
In inhomogeneous medium, the refractive indices varies as $\hat{\varepsilon}(\vec{r})$ and $\hat{\mu}(\vec{r})$ and behaves like an external potential for an electron wave function. The eigenvalue is irrelevant of the energy of the eigenfield. The energy of the EM field is rather related to the norm of the EM field.

Generally, the eigenvalue problem Eqs.3.23,3.24 is frequency dependent. Then, a true solution is obtained by repeatedly solving the eigenequation until the assumed frequency for the $\hat{R}$ gets coincident with the frequency of the eigenvalue obtained by solving the eigenequation. The frequency of the mode depends on the
spatial scale and usually the frequency dependence of the $\hat{R}$ can be neglected in the focused frequencies of the eigenmodes or eigenmodes are obtained per a frequency patch, within which the frequency dependence is negligible.

The hermiticity of the $\hat{R}$ is satisfied if all of the followings are satisfied.

$$
\begin{equation*}
\hat{\epsilon}^{\dagger}=\hat{\varepsilon}, \hat{\mu}^{\dagger}=\hat{\mu}, \hat{\zeta}=\hat{\xi}^{\dagger} \tag{3.27}
\end{equation*}
$$

The hermiticity is necessary for the eigenmode to be lossless. If the eigenequation is non-hermitian, an eigenvalue is generally complex valued. The complex $\omega$ means decay(or gain) of the EM field. Since the norm decays(increase) in time, it means that the energy leakage to outside or absorption by (gain from) a medium.

There is a case in which the EM tensor is not diagonal as in the Eq. (3.23). The appearance of the off diagonal elements means the magnet-optical(ME) coupling and they appear in materials with bi-anisotropy. However if the EM tensor in the Eq. (3.23) is diagonal, the eigenequation can be further simplified. Multiplying the inverse of the EM tensor $\operatorname{diag}\left\{\left(\varepsilon_{0} \varepsilon\right)^{-1},\left(\mu_{0} \mu\right)^{-1}\right\}$ from the left and further operating $\left(\begin{array}{cc}0 & \mathrm{i} \nabla \times \\ -\mathrm{i} \nabla \times & 0\end{array}\right)\binom{\vec{E}}{\vec{H}}=$ $\omega\left(\begin{array}{cc}\varepsilon_{0} \hat{\varepsilon} & 0 \\ 0 & \mu_{0} \hat{\mu}\end{array}\right)\binom{\vec{E}}{\vec{H}}$, we obtain two equivalent equations

$$
\begin{gather*}
\nabla \times \hat{\varepsilon}^{-1}(\boldsymbol{r}) \nabla \times \boldsymbol{H}(\boldsymbol{r})=\left(\frac{\omega}{c}\right)^{2} \hat{\mu} \boldsymbol{H}(\boldsymbol{r})  \tag{3.28}\\
\nabla \times \hat{\mu}^{-1}(\boldsymbol{r}) \nabla \times \boldsymbol{E}(\boldsymbol{r})=\left(\frac{\omega}{c}\right)^{2} \hat{\varepsilon} \boldsymbol{E}(\boldsymbol{r})  \tag{3.29}\\
\hat{L}_{H, E} \boldsymbol{f}(\boldsymbol{r})=\left(\frac{\omega}{c}\right)^{2} \hat{R}_{H, E} \boldsymbol{f}(\boldsymbol{r}) \tag{3.30}
\end{gather*}
$$

where the $\hat{L}_{H, E}=\vec{\nabla} \times\left\{\hat{\varepsilon}^{-1}, \hat{\mu}^{-1}\right\} \vec{\nabla} \times, \hat{R}_{H, E}=\{\hat{\mu}, \hat{\varepsilon}\}$ with the $c^{2}=1 / \varepsilon_{0} \mu_{0}$ are the diagonal version of the left $\hat{L}$ and the right $\hat{R}$ operators. If the solution is obtained for either $\vec{H}$ or $\vec{E}$, the other is obtained from the Maxwell equation Eq. (3.22).

In a system with transnational invariance, the momentum(wave vector) is conserved. As the name of photonic crystal implies, the dielectric constant is periodic in space there and the Maxwell equations are invariant under a discrete lattice translation.

$$
\begin{equation*}
\hat{\varepsilon}(\boldsymbol{r}+\boldsymbol{R})=\hat{\varepsilon}(\boldsymbol{r}), \hat{\mu}(\boldsymbol{r}+\boldsymbol{R})=\hat{\mu}(\boldsymbol{r}), \tag{3.31}
\end{equation*}
$$

where the $\vec{R}$ represents a lattice translation $\vec{R}=n_{1} \vec{a}_{1}+n_{2} \vec{a}_{2}+n_{3} \vec{a}_{3} \quad\left(n_{1}, n_{2}, n_{3} \in \mathbf{Z}\right)$
In this case, the reduced momentum(Bloch wave vector) defined within the Brillouin zone is a conserved quantity. The eigenstates are given by the Bloch states satisfying

$$
\begin{equation*}
\boldsymbol{E}(\boldsymbol{r}+\boldsymbol{R})=\mathrm{e}^{\mathrm{i} \boldsymbol{k} \cdot \boldsymbol{R}} \boldsymbol{E}(\boldsymbol{r}), \quad \boldsymbol{H}(\boldsymbol{r}+\boldsymbol{R})=\mathrm{e}^{\mathrm{i} \boldsymbol{k} \cdot \boldsymbol{R}} \boldsymbol{H}(\boldsymbol{r}) \tag{3.32}
\end{equation*}
$$

where the $\vec{k}$ is given as

$$
\begin{gather*}
\boldsymbol{k}=m_{1} \boldsymbol{b}_{1}+m_{2} \boldsymbol{b}_{2}+m_{3} \boldsymbol{b}_{3} \quad m_{1}, m_{2}, m_{3} \in \mathbf{Z}  \tag{3.33}\\
\boldsymbol{b}_{1}=\frac{2 \pi \boldsymbol{a}_{2} \times \boldsymbol{a}_{3}}{\boldsymbol{a}_{1} \times\left(\boldsymbol{a}_{2} \times \boldsymbol{a}_{3}\right)}, \boldsymbol{b}_{2}=\frac{2 \pi \boldsymbol{a}_{3} \times \boldsymbol{a}_{1}}{\boldsymbol{a}_{2} \cdot\left(\boldsymbol{a}_{3} \times \boldsymbol{a}_{1}\right)}, \boldsymbol{b}_{3}=\frac{2 \pi \boldsymbol{a}_{1} \times \boldsymbol{a}_{2}}{\boldsymbol{a}_{3} \cdot\left(\boldsymbol{a}_{1} \times \boldsymbol{a}_{2}\right)} \tag{3.34}
\end{gather*}
$$

Although the vector field of the EM field has three components, the constraint Eq. (3.18) reduce them to two components since the EM waves is a transverse wave. Generally in dielectric material, the relative permeability is almost $\mu_{r} \simeq 1$ (in frequencies higher than microwaves). Without notice, we will only consider the dielectric tensor $\hat{\varepsilon}$ regarding the permeability as $\hat{\mu}=\mu_{0} \hat{I}$. Under this condition, the eigenequation with respect to $\vec{H}$ is more convenient since the divergence of the right hand side is zero and we can expand it with transverse basis ${ }^{1}$.
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### 3.2.1 Symmetry considerations

The transformation of a vector field is given by

$$
\begin{equation*}
R \boldsymbol{f}(\boldsymbol{r})=\hat{R} \boldsymbol{f}\left(\hat{R}^{-1} r\right), \tag{3.35}
\end{equation*}
$$

where the $\hat{R}$ is a $3 \times 3$ matrix that rotates the position vector $\vec{r}$ by the $R$. In accordance, the transformation of an operator is given by

$$
\begin{equation*}
O \rightarrow R O R^{-1} . \tag{3.36}
\end{equation*}
$$

First, we consider the change of the left hand side of the eigenequation(Eq. (3.23)) under symmetrical transformations. The left hand side operator is invariant under a usual spatial rotation without inversion $\hat{R}(\nabla \times) \hat{R}^{-1}=$ $\nabla \times$. This is confirmed by examining the transformation of each component under the rotation. In the Maxwell theory of electromagnetism, the $\vec{E}$ field is taken as a vector(odd under inversion) field whereas the $\vec{H}$ field is taken as a pseudo vector field(even under inversion). The broken duality between the $\vec{E}$ and the $\vec{H}$ comes from the vanishing divergence of the magnetic flux $\vec{B}$, namely, the absence of the mono-pole magnet. This difference is more clearly understand by considering the vector potential, which is the essence of the EM field

$$
\begin{equation*}
\boldsymbol{E}(r, t)=\frac{\mathrm{d}}{\mathrm{~d} t} \boldsymbol{A}(r, t)-\nabla \phi(r, t), \quad B(r, t)=\nabla \times \boldsymbol{A}(r, t), \tag{3.37}
\end{equation*}
$$

and inversion of the vector potential results in

$$
\begin{gather*}
R_{I} \boldsymbol{E}(\boldsymbol{r})=-\frac{\mathrm{d}}{\mathrm{~d} t} \boldsymbol{A}(-\boldsymbol{r})-\nabla \phi(-\boldsymbol{r})=-\boldsymbol{E}(-\boldsymbol{r})  \tag{3.38}\\
R_{I} \boldsymbol{B}(\boldsymbol{r})=(-\nabla \times)(\boldsymbol{A}(-\boldsymbol{r}))=\boldsymbol{B}(\boldsymbol{r}) . \tag{3.39}
\end{gather*}
$$

To summarize, the EM field transforms under spatial inversion as

$$
\begin{equation*}
R_{I}\binom{\boldsymbol{E}(-\boldsymbol{r})}{\boldsymbol{H}(-\boldsymbol{r})}=\binom{-\boldsymbol{E}(\boldsymbol{r})}{\boldsymbol{H}(\boldsymbol{r})} . \tag{3.40}
\end{equation*}
$$

On the other hand, for spatial inversion, the rotation transforms as

$$
\begin{equation*}
R_{I}(\nabla \times) R_{I}^{-1}=-\nabla \times, \tag{3.41}
\end{equation*}
$$

since the rotation depends on the handedness of the spatial coordinate. As a consequence,

$$
\begin{align*}
R_{I}\left(\begin{array}{cc}
0 & \mathrm{i} \nabla \times \\
-\mathrm{i} \nabla \times & 0
\end{array}\right) R_{I}\binom{\boldsymbol{E}(\boldsymbol{r})}{\boldsymbol{H}(\boldsymbol{r})}= & R_{I}\left(\begin{array}{cc}
0 & \mathrm{i} \nabla \times \\
-\mathrm{i} \nabla \times & 0
\end{array}\right)\binom{-\boldsymbol{E}(-\boldsymbol{r})}{\boldsymbol{H}(-\boldsymbol{r})} \\
& =R_{I}\binom{-\mathrm{i}\left\{\nabla \times \boldsymbol{H}\left(\boldsymbol{r}^{\prime}\right)\right\}(-\boldsymbol{r})}{\mathrm{i}\left\{\nabla \times \boldsymbol{E}\left(\boldsymbol{r}^{\prime}\right)\right\}(-\boldsymbol{r})}=\binom{\mathrm{i} \nabla \times \boldsymbol{H}(\boldsymbol{r})}{-\mathrm{i} \nabla \times \boldsymbol{E}(\boldsymbol{r})}=\left(\begin{array}{cc}
0 & \mathrm{i} \nabla \times \\
-\mathrm{i} \nabla \times & 0
\end{array}\right)\binom{\boldsymbol{E}(\boldsymbol{r})}{\boldsymbol{H}(\boldsymbol{r})}, \tag{3.42}
\end{align*}
$$

the $\hat{L}$ is invariant under the spatial rotation.
Next, we examine the TRS. From Eqs. (3.21), the time reversal $T\{\vec{E}(\vec{r}, t), \vec{H}(\vec{r}, t)\}=\{\vec{E}(\vec{r},-t), \vec{H}(\vec{r},-t)\}$ is given by

$$
\begin{equation*}
T\binom{\boldsymbol{E}(\boldsymbol{r})}{\boldsymbol{H}(\boldsymbol{r})}=\binom{\boldsymbol{E}^{*}(\boldsymbol{r})}{-\boldsymbol{H}^{*}(\boldsymbol{r})} . \tag{3.43}
\end{equation*}
$$

Note that the minus sign in front of $\vec{H}^{*}[41]$. The sign flip for the $\vec{H}$ is necessary to keep the handedness ${ }^{2}$. As a consequence, the time reversal transformation of the $\hat{L}$ is

$$
\begin{align*}
& T\left(\begin{array}{cc}
0 & \mathrm{i} \nabla \times \\
-\mathrm{i} \nabla \times & 0
\end{array}\right) T\binom{\boldsymbol{E}}{\boldsymbol{H}}=T\left(\begin{array}{cc}
0 & \mathrm{i} \nabla \times \\
-\mathrm{i} \nabla \times & 0
\end{array}\right)\binom{\boldsymbol{E}^{*}}{-\boldsymbol{H}^{*}}= \\
& T\binom{-\mathrm{i} \nabla \times \boldsymbol{H}^{*}}{-\mathrm{i} \nabla \times \boldsymbol{E}^{*}}=\binom{\mathrm{i} \nabla \times \boldsymbol{H}}{-\mathrm{i} \nabla \times \boldsymbol{E}}=\left(\begin{array}{cc}
0 & \mathrm{i} \nabla \times \\
-\mathrm{i} \nabla \times & 0
\end{array}\right)\binom{\boldsymbol{E}}{\boldsymbol{H}}, \tag{3.44}
\end{align*}
$$

[^1]meaning it is invariant under $T$.
The transformation of the $\hat{R}$ under rotation $R$ is given by
\[

R\left($$
\begin{array}{cc}
\hat{\Omega}(\boldsymbol{r}) & 0  \tag{3.45}\\
0 & \hat{\mu}(\boldsymbol{r})
\end{array}
$$\right) R^{-1}=\left($$
\begin{array}{cc}
\hat{R} \hat{a}\left(\hat{R}^{-1} \boldsymbol{r}\right) \hat{R}^{-1} & 0 \\
0 & \hat{R} \hat{\mu}\left(\hat{R}^{-1} \boldsymbol{r}\right) \hat{R}^{-1}
\end{array}
$$\right)
\]

As for time reversal of the $\hat{R}$, it is invariant if the EM tensor is given by real valued quantities.
The invariance of the eigenequation under spatial inversion is more clearly seen from the Eq.(3.30), where the eigenvalue appears as the $\omega^{2}$. The invariance of the left hand side of the (3.30) under inversion is shown below

$$
\begin{equation*}
\left(R_{I} \nabla \times \hat{\varepsilon}^{-1} \nabla \times R_{I}\right)=\left(R_{I} \nabla \times R_{I}\right)\left(R_{I} \hat{\varepsilon}^{-1} R_{I}\right)\left(R_{I} \nabla \times R_{I}\right)=(-\nabla \times)\left(R_{I} \hat{\varepsilon}^{-1} R_{I}\right)(-\nabla \times) \tag{3.46}
\end{equation*}
$$



Figure 3.2: The polarization are classified into $\mathrm{TE}(+1)$ mode and $\mathrm{TM}(-1)$ mode according to the eigenvalue of $R_{M}\left(=C_{2 z} I\right)$.

The reduced equation in $2 D$ systems
If the EM tensor is independent of the $z$-coordinate, namely the system is uniform in the $z$ direction, the $z$-component of the momentum $k_{z}$ is a conserved quantity and we can take the elect magnetic field as $\{\vec{E}(\vec{r}), \vec{H}(\vec{r})\}=\left\{\mathrm{e}^{\mathrm{i} k_{z} z} \vec{E}(x, y) \mathrm{e}^{\mathrm{i} k_{z} z} \vec{H}(x, y)\right\}$. If we further restrict it to $k_{z}=0$, the entire equation is independent of $z$ and thus we obtain a two dimensional problem. The two dimensionality allows us to classify the solutions into transverse electric(TE) mode and transverse magnetic(TM) mode, which reduce vector fields into scalar fields. The two dimensionality always gives the mirror symmetry with respect to the 2 D plane $R_{M}:(x, y, z) \rightarrow$ $(x, y,-z)$. Since the mirror operation is decomposed as $R_{M} \rightarrow R_{I} C_{2 z}$, the left hand side operator is invariant under the mirror. The $\vec{E}$ field transforms as in usual mirror $\left(E_{x}, E_{y}, E_{z}\right) \rightarrow\left(E_{x}, E_{y},-E_{z}\right)$, where as the pseudo vector field $\vec{H}$ transforms as the $\pi$-rotation around the $z$-axis $\left(H_{x}, H_{y}, H_{z}\right) \rightarrow\left(-H_{x},-H_{y}, H_{z}\right)$. Since $R_{M}^{2}=1$, we can take the $\lambda$ as 1 or -1 . The $\lambda=+1$ means that $\vec{H}$ field is perpendicular to the 2D plane and the $\vec{E}$ field is completely included within the 2D plane and this solution is called as the TE-mode. The $\lambda=-1$ means(see Fig. 3.2), on the other hand, the $\vec{H}$ field is completely included within the 2D plane and the $\vec{E}$ field is perpendicular to the plane, and this is called as the TM-mode. Therefore, TE or TM mode decomposition gives us the scalar equation about the $z$-component ${ }^{3}$. If either field is obtained, the another(a 2 D vector field) is obtained from the Maxwell equation Eq. (3.22).

[^2]
### 3.2.2 Defining gauge invariant quantities in photonic band structures

Since the eigenvalue problem for the EM field is a generalized eigenvalue problem, the formalism for the Berry connection is slightly different from the case of the Schrödinger equation. Moreover, the frequency dependence of the eigenequation raises additional ambiguities. Due to the generalized eigenvalue problem, the inner product of the states are defined with the overlap as

$$
\begin{equation*}
\left(\left\{\boldsymbol{E}_{1}(\boldsymbol{r}), \boldsymbol{H}_{1}(\boldsymbol{r})\right\},\left\{\boldsymbol{E}_{2}, \boldsymbol{H}_{2}\right\}\right)=\int \mathrm{d} r^{3}\left\{\boldsymbol{E}_{1}^{*}(\boldsymbol{r}), \boldsymbol{H}_{1}^{*}(\boldsymbol{r})\right\} \cdot \hat{R}\binom{\boldsymbol{E}_{2}(\boldsymbol{r})}{\boldsymbol{H}_{2}(\boldsymbol{r})} \tag{3.47}
\end{equation*}
$$

The eigenstates of the generalized eigenvalue problem are orthogonalized under the inner product(Eq. 3.47). The norm of the EM field is not required to be normalized since it means the energy of the field, which is continuous, instead of the number of particles, which is discrete. However, normalization is essential for defining a gauge invariant quantity. Since the $\hat{R}$ is assumed to be positive definite, the square root $\hat{R}^{1 / 2}$ can be obtained and we can redefine the eigenstate as

$$
\begin{equation*}
\{\tilde{\boldsymbol{E}}, \tilde{\boldsymbol{H}}\}^{t}=\hat{R}^{1 / 2}\{\boldsymbol{E}, \boldsymbol{H}\}^{t}, \tag{3.48}
\end{equation*}
$$

and the inner product is instead given as

$$
\begin{equation*}
\left(\left\{\tilde{\boldsymbol{E}}_{1}, \tilde{\boldsymbol{H}}_{1}\right\},\left\{\tilde{\boldsymbol{E}}_{2}, \tilde{\boldsymbol{H}}_{2}\right\}\right)=\int \mathrm{d}^{3} r\left\{\tilde{\boldsymbol{E}}_{1}^{*}(\boldsymbol{r}), \tilde{\boldsymbol{H}}_{2}^{*}(\boldsymbol{r})\right\} \cdot\binom{\tilde{\boldsymbol{E}}_{2}(\boldsymbol{r})}{\tilde{\boldsymbol{H}}_{2}(\boldsymbol{r})} \tag{3.49}
\end{equation*}
$$

This definition is convenient for defining the Berry connection. The normalization is necessary for defining the Berry connection

$$
\begin{equation*}
\left\langle\tilde{u}_{n}(\boldsymbol{k}) \mid \tilde{u}_{n}(\boldsymbol{k})\right\rangle=\left(\left\{\tilde{\boldsymbol{E}}_{n}(\boldsymbol{k}), \tilde{\boldsymbol{H}}_{n}(\boldsymbol{k})\right\},\left\{\tilde{\boldsymbol{E}}_{n}(\boldsymbol{k}), \tilde{\boldsymbol{H}}_{n}(\boldsymbol{k})\right\}\right)=1 \tag{3.50}
\end{equation*}
$$

Then, the Berry connection in the eigenstates of the EM fields are given as

$$
\begin{equation*}
A_{n, \mu}(\boldsymbol{k})=\left\langle\tilde{u}_{n}(\boldsymbol{k})\right| \partial_{k_{\mu}}\left|\tilde{u}_{n}(\boldsymbol{k})\right\rangle \tag{3.51}
\end{equation*}
$$

where the $\mu$ represents the coordinate $\operatorname{index}(\mu=x, y, z)$. The $A_{n, \mu}(k)$ defined above is a pure imaginary quantity for the same reason as in the case of the Schrödinger equation. In general, the optical responce $\hat{R}$ is frequency dependent. Therefore with dispersion, the derivative $\partial_{k_{\mu}}$ includes the variation of the optical constant

$$
\partial_{\mu}\left|\tilde{u}_{n}(\boldsymbol{k})\right\rangle=\partial_{\mu} \hat{R}\left(\omega_{\boldsymbol{k}}\right)\left\{E_{n}(\boldsymbol{k}), H_{n}(\boldsymbol{k})\right\}^{t}=\quad\left(\partial_{\mu} \hat{R}\left(\omega_{\boldsymbol{k}}\right)\right)\left\{E_{n}(\boldsymbol{k}), H_{n}(\boldsymbol{k})\right\}^{t}+\hat{R}\left(\omega_{\boldsymbol{k}}\right)\left(\partial_{k_{\mu}}\left\{E_{n}(\boldsymbol{k}), H_{n}(\boldsymbol{k})\right\}^{t}\right) .
$$

Once the Berry connection is obtained, the Berry curvature and consequently the Chern number is obtained in the same as the Schrödinger equation. For the purpose of obtaining topological invariants such as the Chern number, since a continuous change does not abruptly varies the value, the frequency dependence of the $\hat{R}\left(\omega_{k}\right)$ can be reasonably neglected if the frequency dependence not so strong within the band. As mentioned before, the Chern number of the photonic bands is not related to any physical quantity but it predicts the number of edge modes in the gap regardless of specific shape of the boundary. Since EM filelds does not interact with external magnetic field in the vacuum, TRS for the EM fields is not broken just applying magnetic field. TRS breaking effect is caused by the use of a magnet optical material.

### 3.3 Topological edge modes of light in photonic crystals

In 2006, S. Raugh and F.D.M.Haldane suggested that the idea of the Haldane's 2D honeycomb lattice can also be realized in a photonic crystal $[16,17]$, which is a totally different system from an electron system and even not a quantum sort. This finding broke a stereotype that the quantum hall effect is unique to a quantum systems and demonstrated that it is universal in the systems having a gap. The key point to make a topologically nontrivial band structure in 2D system is the breaking of TRS and they proposed to use a gyro-electric material. In
the application of external magnetic field, the gyro-electric material is represented in the convenient coordinate as

$$
\hat{\varepsilon}=\left(\begin{array}{ccc}
\varepsilon & -\mathrm{i} \kappa & 0  \tag{3.53}\\
\mathrm{i} \kappa & \varepsilon & 0 \\
0 & 0 & \varepsilon_{z}
\end{array}\right)
$$

where the $\kappa$ cause a time-reversal breaking and the difference between $\varepsilon$ and $\varepsilon_{z}$ is the anisotropy due to application of magnetic field in the $z$ direction. The diagonalization of the tensor gives circularly polarized states as eigenvectors and gives different eigenvalues, that is, different refractive indices for opposite circular polarization meaning the Faraday effect. They focused on the photonic band structure of TE-mode of the 2D triangular photonic crystal. The photonic band structure has a clear dirac cone-like dispersion near $K$ or $K^{\prime}$ points between the 2 nd and 3rd TE-modes. This is simply explained from a point-group perspective and the separation of twodegeneracy points, namely lacking of mirror symmetry in the group of $k$. Also, the existence of degeneracy itself is explained from the both existence of spatial inversion and TRS. In the existence of both symmetries, the effective $2 \times 2$ matrix representing the degeneracy is given by only two pauli matrices. Therefore, under the both symmetries, the existence of degeneracy is topologically stable. By breaking the either of them, the degeneracy is eliminated. By breaking a spatial inversion symmetry, the degeneracy at $K$ or $K^{\prime}$ point dissolve and the dirac cones become massive. The breaking of inversion symmetry is realized by breaking the inversion symmetry of the inner-structure such as deformation of a circle into a triangle or modulating a dielectric constant to break the symmetry. On the other hand, the degeneracy can also be solved by breaking the time reversal symmetry, namely applying an external magnetic field to the gyro-electric material. This makes the same effect as the Haldane mass in the Haldane model. Then, the transition between topologically non-trivial and trivial band structure can be discussed parallelly to the Haldane's original lattice model.

Inspired by the suggestion, the M. Soljacic and J.D.Joannpolos group at MIT, who has a great experience on engineering of photonic systems, considered more realistic situation [18] and later, they actually observed the robust propagation of the chiral edge modes of light [19]. To break TRS of a photonic system, they used a gyro-magnetic material (YIG) instead of gyro-electric material since they noticed the TRS breaking effect is relatively large for TM-modes. The eigenequation for TM-modes with the gyro-magnetic material is written as

$$
\begin{equation*}
\nabla \times \hat{\mu} \times \vec{E}=\hat{\epsilon}\left(\frac{\omega}{c}\right)^{2} \vec{E} \tag{3.54}
\end{equation*}
$$

where the optical indices $\hat{\mu}, \hat{\varepsilon}$ with in the material is given by

$$
\hat{\mu}=\left(\begin{array}{ccc}
\mu & -\mathrm{i} \kappa & 0  \tag{3.55}\\
\mathrm{i} \kappa & \mu & 0 \\
0 & 0 & \mu_{z}
\end{array}\right), \quad \hat{\varepsilon}=\left(\begin{array}{ccc}
\varepsilon & 0 & 0 \\
0 & 0 & \varepsilon \\
0 & 0 & \varepsilon
\end{array}\right)
$$

They focused the TM-mode band structure of the 2D square lattice, which is known as the first discovery of the dirac cone with quadratic dispersion [42]. It is rarely found in electronic systems because of internal spin degree. For the square lattice with complete internal symmetry, the symmetry point with multiple irreducible representation lies on the inversion symmetric point, and then two dirac points pile up. As a consequence, the dispersion at degeneracy becomes quadratic. For fermionic system, the two band degeneracy becomes linear due to the Kramers degeneracy. The existence of the dirac-cone is not essential here and we can make the same argument just by placing the two degeneracy points on the same point in stead of different two points. Further, the quadratic dependence dramatically reduces the dispersion and the effect of TRS breaking is great compared to the case of the linear dispersion. As a consequence, it is great advantage to create a distinctive band cap favorable to an experiment. In their theoretical work [18], assuming YIG as a composing material, the yttrium compound is the most known magnetoptical materials, as a they obtained the gap as large as $\Delta \omega \simeq 0.05(2 \pi c / a)$ for the topological gap in the GHz frequency region with external magnetic field of 1600 gauss. To study the chiral edge modes of light as a consequence of non-zero Chern number, they set up the system surrounded by photonic crystal with a trivial gap in the same frequency region to prevent light from leaking outside. In addition to showing the chiral edge mode dispersion of light, they demonstrated its robust unidirectional propagation by FDTD simulation of the Maxwell equation. To test the robustness, they put an obstacle along the interface and the light indeed keeps going forward avoiding the obstacle like a dissipation less flow of a superfluid state.

After the theoretical work, they achieved an experimental observation of the chiral edge mode of EM waves. In their experiment [19], instead of arranging the cylinders with an infinite length, they used cylinder, and cladded over them by a copper board, which effectively behaves like a 2D system for a specific condition. The boundary was also made by copper cladding. They observed the chiral edge modes by putting two antennas for input and output ports and measured the transmittance. The large contrast of the transmittance between forward and backward propagation shows the unidirectionality of the chiral edge mode. Further, the tendency does not change when an obstacle made of copper is placed in the middle of two ports, demonstrating the robustness of the chiral edge modes.

The chiral edge modes of light in the vacuum termination was first studied by Ochiai and Onoda [43]. Unlike an electron in a solid, a light mode is not confined within a photonic crystal unless it lies lower than the light cone. In their study, the dispersion in the finite width system including leakage was dealt with the scattering matrix method for the layered structure [44,45].

Literally, a topologically non-trivial state is not a fine-tuned state. Transition from topologically trivial to non-trivial state is well shown by changing the radius of the internal cylinder as an example. The most simple trivial band is that of an array of isolated atoms. Because of the absence of tunneling effects in the system, the band is flat. When the eigenstates in the entire Brillouin zone are given by the closed set of localized orbitals, total of Chern numbers of those bands must vanish. In this case, the flat band is given by a single localized orbital of the isolated orbit, the Chern number is obviously zero. Fixing the magnetic field(Voigt's ratio), we consider to change th radius of the cylinder.

In the small radius limit of the internal cylinder, the photonic band structure is trivial. Increasing the radius, the trivial gap once closes and reopens getting topologically non-trivial. Increasing the radius of the cylinder, the transition occurs again. This is understood by converting the complementary region to filled region, namely at the large radius limit, the system get near uniform again and the band structure becomes trivial again.

Further sticking into the higher degeneracy by fine tuning the parameter and simultaneous gap opening with a TRS breaking effect, the photonic band gap with Chern number larger than two was achieved $[46,47]$. In general, a photonic band structure gets highly tangled going higher in the frequency and we have more opportunities to have a gap with greater chern numbers if a gap is found in the region.

In other aspects, the Berry curvature in the $k$-space is related with the vorticity of the wave function in the real space. The light with vortex is expect to be applied to the production of the orbital angular momentum beam.

## Metamaterial photonic topological insulator

The photonic chiral edge modes in the previous sections requires an external magnetic field to break TRS. The magnetic filed of 1600 gauss is hard for daily use. The Kane-Mele model [8] is two copies of the Haldane model with opposite spin polarization, each of which feels a magnetic field coming from the spin-orbit coupling with the other polarization. It has TRS and does not require an external magnetic field. A photonic analogue of the Kane-Mele model was proposed with the use of meta-material by Khanikaev et.al. [48], which also does not require an external magnetic field. The optical reaction from the meta material cause a bi-anisotropy, which in their set up, effectively given as

$$
\left(\begin{array}{cc}
0 & \mathrm{i} \nabla \times  \tag{3.56}\\
-\mathrm{i} \nabla \times & 0
\end{array}\right)\binom{\boldsymbol{E}}{\boldsymbol{H}}=\binom{\omega}{c}^{2}\left(\begin{array}{cc}
\hat{\varepsilon} & \hat{\xi} \\
\hat{\zeta}^{\dagger} & \hat{\mu}
\end{array}\right)\binom{\boldsymbol{E}}{\boldsymbol{H}},
$$

where from reciprocity $\hat{\zeta}=\hat{\xi}^{\dagger}$, and it is written as

$$
\hat{\xi}=\left(\begin{array}{ccc}
0 & \mathrm{i} \chi_{x y} & 0  \tag{3.57}\\
\mathrm{i} \chi_{y x} & 0 & 0 \\
0 & 0 & 0
\end{array}\right) .
$$

Most simply, those elements are given by an anti-symmetric form $\chi_{y x}=-\chi_{x y}$. Note that this equation is invariant under bosonic time reversal operation $T(\vec{E}, \vec{H})^{t} \rightarrow\left(\vec{E}^{*},-\vec{H}^{*}\right)^{t}$, since

$$
T\left(\begin{array}{cc}
0 & -\mathrm{i} \nabla \times  \tag{3.58}\\
\mathrm{i} \nabla \times & 0
\end{array}\right) T=\left(\begin{array}{cc}
0 & -\mathrm{i} \nabla \times \\
\mathrm{i} \nabla \times & 0
\end{array}\right), \quad T\left(\begin{array}{cc}
\hat{\epsilon} & \hat{\zeta} \\
\hat{\zeta}^{\dagger} & \hat{\mu}
\end{array}\right) T=\left(\begin{array}{cc}
\hat{\epsilon}^{*} & -\hat{\zeta}^{*} \\
-\left(\hat{\zeta}^{\dagger}\right)^{*} & \hat{\mu}^{*}
\end{array}\right)=\left(\begin{array}{cc}
\hat{\epsilon} & \hat{\zeta} \\
\hat{\zeta}^{\dagger} & \hat{\mu}
\end{array}\right),
$$

and specifically in this case, $\hat{\epsilon}^{*}=\hat{\epsilon}, \hat{\mu}^{*}=\hat{\mu},-\hat{\zeta}^{*}=\hat{\zeta}$. The Kane-Mele model is a spin-full 4-band model having a spin degeneracy in addition to a pseudo-spin degeneracy. To mimic the 4 -band model, the permeability $\hat{\mu}$ is set to equal $\hat{\varepsilon}$ and this is achievable with the use of meta-material. With $\hat{\mu}=\hat{\varepsilon}$, the TE-modes $\left(H_{z}\right.$ polarization) and $\mathrm{TM}-\operatorname{modes}\left(E_{z}\right.$ polarization) are completely degenerate if $\chi_{x y}=0$, if $\chi_{x y} \neq 0$, the TE or TM polarization is not conserved. We can take linear combination of TE and TM modes deliberately and the optical spin polarization $\psi_{ \pm}=E_{z} \pm H_{z}$ becomes eigenstates in the case of $\chi_{x y} \neq 0$ and its time-reversal is given by $T \psi_{ \pm}=\psi_{\mp}$. Such an effect as the term $\chi_{x y}$ is called as the optical activity, which is not uncommon in nature and seen in materials such as liquid crystals, though it is usually small $\left|\chi_{x y}\right| \ll 1$. In contrast, the large optical activity is achievable with the use of meta-materials [49] such as split-ring resonators [50-52], $\Omega$-particles [53] or metallic helices [54]. Due to the equivalence $\hat{\varepsilon}=\hat{\mu}$ and $\hat{\zeta}=\hat{\xi}^{\dagger}$, we can take the EM field as

$$
\boldsymbol{E}=\left(\begin{array}{c}
E_{x}  \tag{3.59}\\
E_{y} \\
E_{z}
\end{array}\right), \quad \boldsymbol{H}=\left(\begin{array}{c}
-E_{x} \\
-E_{y} \\
E_{z}
\end{array}\right)
$$

and $\boldsymbol{\psi}_{ \pm}=\boldsymbol{E} \pm \boldsymbol{H}$. Noting this, the right hand side of the eigenequation 3.56 reduces to

$$
\left(\begin{array}{cc}
\hat{\varepsilon} & \hat{\xi}  \tag{3.60}\\
\hat{\xi}^{\dagger} & \hat{\varepsilon}
\end{array}\right)\binom{\boldsymbol{E}}{ \pm \boldsymbol{H}} \rightarrow \hat{\tilde{\varepsilon}}_{ \pm}=\left(\begin{array}{ccc}
\varepsilon & - \pm \mathrm{i} \chi & 0 \\
\pm \mathrm{i} \chi & \varepsilon & 0 \\
0 & 0 & \varepsilon_{z}
\end{array}\right)
$$

As a consequence, in this specific case, the eigenequation for $\pm$ polarization reduces to

$$
\begin{equation*}
\nabla \times \hat{\tilde{\varepsilon}}_{ \pm}^{-1} \nabla \times \psi_{ \pm}=\left(\frac{\omega}{c}\right)^{2} \psi \tag{3.61}
\end{equation*}
$$

Therefore, the optical activity $\chi$ reduces the 4-band degeneracy to two spin $\pm$ degeneracies and creates the band gap with the same TRS breaking effect as in the gyrotropic materials with opposite directions for opposite polarizations. Of course, the topological non triviality does not require the strict equivalence $\hat{\varepsilon}=\hat{\mu}$, but it is the matter of degree. In practice, a difference inevitably arise between $\hat{\epsilon}$ and $\hat{\mu}$. The in-equivalence breaks the degeneracy between $\pm$-spin polarization, and the two bands are disconnected with the trivial Chern number. As a result, the band structure is trivial in reality and of course, the edge modes are disconnected. However, a tiny difference does not gives abrupt distraction and the smaller the equivalence is, the more distinctive the edge mode is, though it no more connects two bulk bands.

Let us further mention about the relation to the Kane-Mele model of electrons. The edge state protected by the TRS and $Z_{2}$ characterization of the topological band structure in the Kane-Mele model is essentially the consequence of fermionic time reversal operator satisfying $T_{F}^{2}=-1$, namely the Kramers degeneracy. However, the photonic spin-Hall system considered here is the bosonic system and follows the bosonic time reversal operator $T_{B}^{2}=1$. Thus, the corresponding $Z_{2}$ characterization is impossible.

## Photonic topological insulator with tellegene medium

In next, let us consider a magnet-electric coupling of the type The magnet-electric coupling of the type

$$
\hat{\xi}=\left(\begin{array}{ccc}
0 & \chi & 0  \tag{3.62}\\
-\chi & 0 & 0 \\
0 & 0 & 0
\end{array}\right)
$$

which is known as the Tellegene [55] type magnet-electric coupling. This breaks the bosonic TRS since in this case,

$$
T_{B}\left(\begin{array}{cc}
\hat{\varepsilon} & \hat{\xi}  \tag{3.63}\\
\hat{\xi}^{\dagger} & \hat{\mu}
\end{array}\right) T_{B}=\left(\begin{array}{cc}
\hat{\varepsilon} & -\hat{\xi} \\
-\hat{\xi}^{\dagger} & \hat{\mu}
\end{array}\right)
$$

On the other hand, as seen below, this form gives an invariance under a fermionic type time reversal operation, which is given by $T_{F}(\vec{E}, \vec{H})^{t}=\left(\vec{H}^{*},-\vec{E}^{*}\right)^{t}$, with a strict condition, the equivalence $\hat{\varepsilon}=\hat{\mu}$. Under the $T_{F}$, the right hand side of the eigenequation transforms as

$$
T_{F}^{-1}\left(-T_{F}\right)\left(\begin{array}{cc}
\hat{\varepsilon} & \hat{\xi}  \tag{3.64}\\
\hat{\xi}^{\dagger} & \hat{\mu}
\end{array}\right) T_{F}=\left(\begin{array}{cc}
\hat{\mu}^{*} & \hat{\xi} \\
\hat{\xi}^{\dagger} & \hat{\varepsilon}^{*}
\end{array}\right)
$$

Then if the equivalence $\hat{\varepsilon}=\hat{\mu}$ is assured, it is invariant under $T_{F}$. The left hand side is transformed as

$$
T_{F}^{-1}\left(\begin{array}{cc}
0 & -\mathrm{i} \nabla \times  \tag{3.65}\\
\mathrm{i} \nabla \times & 0
\end{array}\right) T_{F}=\left(\begin{array}{cc}
0 & \mathrm{i} \nabla \times \\
-\mathrm{i} \nabla \times & 0
\end{array}\right) .
$$

The $\pm$ sign difference in the left hand side means that the sector of the solution is moved to the opposite sector. 4

To return to the original sector, we have to take complex conjugate of both hands. Then, the transformation for the right hand side should be taken as

$$
T_{F}^{-1}\left(\begin{array}{cc}
\hat{\varepsilon} & \hat{\xi}  \tag{3.66}\\
\hat{\xi}^{\dagger} & \hat{\mu}
\end{array}\right) T_{F}=\left(\begin{array}{cc}
\hat{\mu}^{*} & \hat{\xi}^{*} \\
\left.\hat{\xi}^{\dagger}\right)^{*} & \hat{\varepsilon}^{*}
\end{array}\right),
$$

as a consequence, for the fermionic time reversal here, a system with complex tensor $\hat{\varepsilon}=\hat{\mu}$ can have TRS. However, the invariance for the $T_{F}$ is a more strict condition, that is, the equivalence $\hat{\varepsilon}=\hat{\mu}$ is never found in natural materials.

The above photonic topological insulator with fermionic TRS was proposed and studied by Ochiai [56]. A material having the Tellegene type magneto electric coupling is found in the multiferroic materials [57]. Also, a combination of piezo-magnetic and piezo-electric material is known to show the magnet-electric coupling [58,59]. Although, for the former, the EM tensor is determined as a material property, it is tenable for the later by changing the stacking ratio such as

$$
\begin{equation*}
\varepsilon_{\mathrm{eff}}=x \epsilon_{\mathrm{PE}}+(1-x) \varepsilon_{P M} \mu=x \mu_{\mathrm{PE}}+(1-x) \mu_{\mathrm{PM}} . \tag{3.67}
\end{equation*}
$$

Therefore, for achieving the equivalence $\hat{\epsilon}=\hat{\mu}$, the later is preferable. In addition, the magnet-electric coupling occurs in resonance. Then, the EM tensor is strongly frequency dependent. Since the resonance frequency is a material property, the scale of the structure should be tuned to meet the topological band gap to the resonance frequency. Since the edge mode considered here relies strongly on the existence of fermionic pseudo TRS, the cladding material of the edge also have to have the pseudo TRS. As an example, the EM tensor of the cladding material with fermionic TRS is given in the simple form,

$$
\begin{equation*}
\hat{\epsilon}=\hat{\mu}=\operatorname{diag}\{1,1,-1\} . \tag{3.68}
\end{equation*}
$$

As a result, the band gap characterized by non-trivial $Z_{2}$ index has the topological edge modes at interface with the unusual cladding with fermionic TRS, whereas it disappear for the cladding by perfect conductor.

## Photonic topological insulator with crystal line symmetry

Also, without resorting to the magnetoptical coupling, an all dielectric photonic topological insulator has been shown to be achievable. An all dielectric 2D photonic topological insulator, the band structure of which is characterized by the crystal-line symmetry instead of usual TRS was first proposed by Hu and Wu [60]. They considered usual 2D photonic crystal consisting of honeycomb array of cylinders and toke each hexagon as a cluster. By shrinking or extending the cluster size, the structure forms a Kekule pattern, which does not break the $C_{6}$ symmetry of the honeycomb lattice. Inducing the Kekule pattern partially brakes the transnational symmetry and broadens the size of the unit cell three times. When the unit cell is enlarged three-times, the original Brillouin zone is folded to the size of one-third and K and $\mathrm{K}^{\prime}$ points comes to the $\Gamma$ point. The two dirac cones are protected by the transnational symmetry for the honeycomb lattice and Induction of the Kekule pattern opens a gap at $\Gamma$ point. It is seen by examining the poyinting vector of the eigenfield that the field is isolated for the shrunken cluster, whereas it is itinerant for the extended cluster. As seen below, these two states can be topologically distinctive.

In the work by Wu and Hu , the 2D TM-mode band structure is considered. The $\Gamma$ point has the entire crystal symmetry of $C_{6 v}$. The irreducible representation of the two dirac cones at K and $\mathrm{K}^{\prime}$ points becomes two 2D representations of $E_{1}$ and $E_{2}$ for lower and upper two bands respectively. The expression of the $E_{1}$ for the

[^3]lower bands is $x, y$ and that of the $E_{2}$ or the higher bands is $x^{2}-y^{2}, x y$. Then the eigenfields for the lower two bands correspond to $p_{x}$ and $p_{y}$ orbitals in the condensed matter convention and the upper two bands correspond to $d_{x^{2}-y^{2}}$ and $d_{x y}$. The representation of the $C_{6}$ for the $p$-orbitals is given by
\[

D_{p}\left(C_{6}\right)\binom{p_{x}}{p_{y}}=\left($$
\begin{array}{cc}
\frac{1}{2} & -\frac{\sqrt{3}}{2}  \tag{3.69}\\
\frac{\sqrt{3}}{2} & \frac{1}{2}
\end{array}
$$\right)
\]

The combination $U=\left(D_{p}\left(C_{6}\right)+D_{P}\left(C_{6}^{2}\right)\right) / \sqrt{3}=-\mathrm{i} \sigma_{y}$ gives the $\pi / 2$ rotation and gives $U^{2}=-1$. On the other hand, the representation of the $C_{6}$ for the $d$-orbitals is given by

$$
D_{d}\left(C_{6}\right)\binom{d_{x^{2}-y^{2}}}{d_{x y}}=\left(\begin{array}{cc}
-\frac{1}{2} & -\frac{\sqrt{3}}{2}  \tag{3.70}\\
\frac{\sqrt{3}}{2} & -\frac{1}{2}
\end{array}\right)\binom{d_{x^{2}-y^{2}}}{d_{x y}}
$$

Then the combination $U=\left(D_{d}\left(C_{6}\right)-D_{d}\left(C_{6}^{2}\right)\right) / \sqrt{3}$ is associated with $\pi / 4$ rotation and again give $U^{2}=-1$. Since the system is TRS invariant, the system has the complex conjugate $K$ as a symmetric transformation. Further, by composing a pseudo time reversal operator in combination with $U$ as $T=U K$, it gives $T^{2}=-1$. Like this, the crystal line symmetry gives alternative to the spin degree of freedom to take a parallel argument to spin-full topological insulator [61]. The time reversal operator $T$ is diagonalized for each $p$ and $d$ by the pseudo spin polarized states

$$
\begin{equation*}
p_{ \pm}=\left(p_{x} \pm \mathrm{i} p_{y}\right) / \sqrt{2}, \quad d_{ \pm}=\left(d_{x^{2}-y^{2}} \pm \mathrm{i} d_{x y}\right) . \tag{3.71}
\end{equation*}
$$

Since the system is invariant under $T$, the polarization does not change in the system. As known from examination of the profile of the eigenfileds, the extended Kekule pattern causes the band-inversion at $\Gamma$ point, whereas the shrunken pattern does not. Therefore the band structure for the extended Kekule pattern is topologically non-trivial with the $Z_{2}$ classification under the pseudo TRS $T=K U$. As a consequence, the dispersion of the helical edge modes for the optical pseudo spin, namely bidirectional edge modes for opposite optical pseudo spins, appears in the gap in the case of the extended Kekule pattern.

The photonic helical edge states discussed here is different from that of electronic topological insulator in the sense that the notion of the Fermi level does not exist here. That is, unless a light is induced in the system, it remains to be empty or conversely, we can extract the preferable direction for the edge mode propagation by polarizing the pseudo spin of the light at will. Unlike the chiral edge mode in the TRS broken system, the back scattering of the edge mode is not reduced unless the optical pseudo spin is protected and it is known to be technically difficult to fully control the optical polarization in the structure. Note that these are also the case in the photonic topological insulator with magnet-optical couplings.

### 3.4 Topological photonics in other setups

## Evanescently coupled waveguides

In the case that the spatial contrast of refractive indices is not so large and the wave vector $k_{z}$ for the propagation direction is sufficiently large, we can apply the scalar field approximation, or so-called LP mode. [62]

$$
\begin{equation*}
\boldsymbol{E}(\boldsymbol{r})=E_{1}(\boldsymbol{r}) e_{1} \tag{3.72}
\end{equation*}
$$

We obtain the Helmholtz equation for a scalar field

$$
\begin{equation*}
\nabla^{2} \psi(x, y, z)+k_{0}^{2} n_{2} \psi(x, y, z)=0 \tag{3.73}
\end{equation*}
$$

The scalar field varies rapidly in the $z$ direction mostly as $\mathrm{e}^{\beta z}$ with $\beta$ being $\beta=n_{\text {eff }} k_{0}$. The, it is useful to adopt an envelope

$$
\begin{equation*}
\psi(x, y, z)=\phi(x, y, z) \mathrm{e}^{\mathrm{i} \beta z} \tag{3.74}
\end{equation*}
$$

By using this envelope, the Eq. (3.73) becomes

$$
\begin{equation*}
2 \mathrm{i} \beta \frac{\partial \phi}{\partial z}-\frac{\partial^{2}}{\partial^{2} z} \phi=\left(\nabla_{\perp}^{2}+k_{0}^{2}\left(n^{2}-n_{\mathrm{eff}}^{2}\right)\right) \phi \tag{3.75}
\end{equation*}
$$

Here the second term of the left hand side can be neglected for paraxial propagation modes $\partial^{2} / \partial^{2} z \phi=0$, which is called the Fresnel approximation. The paraxial equation has the same form as the two-dimensional Shrödinger equation by regarding the axis $z$ as the time axis.

Below, we consider on the numerical method. In a short interval of time $\Delta z$, if the system are sufficiently smooth in the $z$ direction, we can assume for the scalar field the form of

$$
\begin{equation*}
\phi(x, y, z)=A(x, y) \exp (\gamma z) . \tag{3.76}
\end{equation*}
$$

By substituting this equation into the governing equation Eq. (3.75) with the Fresnel approximation, we obtain

$$
\begin{gather*}
2 \mathrm{i} \beta \gamma A(x, y)=\nabla_{\perp}^{2} A(x, y)+k_{0}^{2}\left(n^{2}-n_{\mathrm{eff}}^{2}\right) A(x, y) \\
A \gamma=-\frac{\mathrm{i}}{2 \beta}\left\{\nabla_{\perp}^{2}+k_{0}^{2}\left(n^{2}-n_{\mathrm{eff}}^{2}\right)\right\} A \tag{3.77}
\end{gather*}
$$

Thus denoting $\chi=\frac{1}{2 \beta} k_{0}^{2}\left(n^{2}-n_{\text {eff }}^{2}\right)$, for a sufficiently short interval, we can write

$$
\begin{equation*}
\phi(x, y, z+\Delta z)=\exp \left(-\mathrm{i} \frac{\mathrm{i}}{2 \beta}\left(\nabla_{\perp}^{2}+k_{0}^{2}\left(n^{2}-n_{\mathrm{eff}}^{2}\right)\right) \Delta z\right) \phi(x, y, z) \tag{3.78}
\end{equation*}
$$

For sufficiently small $\Delta z$, we can decompose the exponent and represent the evolution as

$$
\begin{equation*}
\phi(x, y, z+\Delta z)=\exp \left(-\mathrm{i} \frac{\mathrm{i}}{2 \beta} \Delta z\right) \exp \left(-\mathrm{i} \frac{\mathrm{i}}{2 \beta} k_{0}^{2}\left(n^{2}-n_{\mathrm{eff}}^{2}\right) \Delta z\right) \phi(x, y, z) \tag{3.79}
\end{equation*}
$$

For the one-order higher precision, we can denote

$$
\begin{equation*}
\phi(x, y, z+\Delta z)=\exp \left(-\mathrm{i} \frac{\nabla_{\perp}^{2}}{4 \beta} \Delta z\right) \exp \left(-\mathrm{i} \frac{1}{2 \beta} k_{0}^{2}\left(n^{2}-n_{\mathrm{eff}}^{2}\right) \Delta z\right) \exp \left(-\mathrm{i} \frac{\nabla_{\perp}^{2}}{4 \beta} \Delta z\right) \phi(x, y, z) \tag{3.80}
\end{equation*}
$$

For this form, it is numerically efficient to use the basis being diagonal to the adjacent exponential. For $\nabla_{\perp}^{2}$, the plane wave is diagonal, however it is the real space basis for the middle exponential. That is, we have to transform between the real space and wave space basis sets, using a numerically sophisticated method such as Fast Fourier Transform(FFT).

## Topological photonics in the system of coupled ring resonators and network model

In this section, we review the studies in the system of coupled ring resonators, which is really suited to simulate the Harper-Hofstader Hamiltonian as demonstrated by Hafezi et al. [63]. The system is comprised of array of closed wave guides of rings, which is in resonance at wavelength $\lambda=n L$ with $n$ being refraction constant and $L$ circumference. A resonance mode in a closed waveguide tunnels into an adjacent waveguide at a contact point, which is simply represented by a scattering matrix. By interposing a link resonator between two equivalent waveguides, resonance modes in the entire array is unidirectional and as we will see below, it enables us to implement a synthetic gauge field.

## Transfer matrix formalism and coupled mode theory

First of all, we discuss the equivalence between the transfer matrix formalism and coupled mode theory for describing the physics of coupled resonators, following the discussion by Hafezi, et al. [64]. Let us begin with the simplest example, namely 'add-drop filter', which is the system of two modes coupled by a resonator (Fig. 3.3). Firstly in the coupled mode theory, it reads

$$
\begin{equation*}
\frac{\mathrm{d} E}{\mathrm{~d} t}=\left(-\kappa_{\mathrm{in}}-2 \kappa_{\mathrm{ex}}\right) E-\sqrt{2 \kappa_{\mathrm{ex}}} E_{\mathrm{in}} \mathrm{e}^{-\mathrm{i} \omega t} \tag{3.81}
\end{equation*}
$$

where $\kappa_{\mathrm{ex}}$ is the coupling rate to the attached waveguide, $\kappa_{\mathrm{in}}$ is decay rate into other neglected modes and $\omega$ is the detuning of the input field to resonance frequency. The output amplitude is related to the amplitude within


Figure 3.3: (a) Configuration of add-drop filter. (b) Comparison of two results for $\varepsilon-0.5$ and $\alpha^{\prime} L=0.05$.
the resonator by $E_{\text {out }}=\sqrt{2 \kappa_{\mathrm{ex}}} E$. For each part, only monochromatic mode is assumed. Solving the differential equation, we obtain

$$
\begin{equation*}
E=\frac{\sqrt{2 \kappa_{\mathrm{ex}} E_{\mathrm{in}}}}{\mathrm{i} \omega-\kappa_{\mathrm{in}}-2 \kappa_{\mathrm{ex}}} \tag{3.82}
\end{equation*}
$$

and transmission rate is

$$
\begin{equation*}
t=\frac{E_{\mathrm{out}}}{E_{\mathrm{in}}}=\frac{2 \kappa_{\mathrm{ex}}}{\mathrm{i} \omega-\kappa_{\mathrm{in}}-2 \kappa_{\mathrm{ex}}} . \tag{3.83}
\end{equation*}
$$

Next, we reconsider the problem from transfer matrix formalism. In this formalism, we take inputs from all channels and outputs to all channels as fundamental degrees of freedom and relates those by a unitary $S$ matrix, matrix element of which is given by a quantity such as transmission, reflection or scattering rate to different channels. In the case of Fig. 3.3, two outputs amplitudes and two input amplitude are related by the $S$ - matrix at the contact point as

$$
\binom{b}{d}=S_{\text {couple }}\binom{a}{c} \quad S_{\text {couple }}=\left(\begin{array}{ll}
t & r  \tag{3.84}\\
r & t
\end{array}\right),
$$

where $t$ and $r$ is transmission and reflection rate respectively. The relation $s_{11}=s_{22}$ is understood from symmetry and $s_{12}=s_{21}$ is from reciprocity. From unitarity, these coefficients satisfy

$$
\begin{align*}
|t|^{2}+|r|^{2} & =1  \tag{3.85}\\
t^{*} s+s^{*} t & =0 . \tag{3.86}
\end{align*}
$$

We know that $(a, b, c, d)=(1, r, 0, t)$ and $(a, b, c, d)=(0, t, 1, r)$ are solution. Then we obtain

$$
\binom{d}{c}=M\binom{a}{b}, \quad M_{\text {couple }}=\left(\begin{array}{cc}
1 / t\left(t^{2}-r^{2}\right) & r / t  \tag{3.87}\\
-r / t & 1 / t
\end{array}\right) .
$$

Within the resonator, amplitudes between two contact points are related as

$$
\binom{f}{e}=M_{\text {prop }}\binom{d}{c}, \quad M_{\text {prop }}=\left(\begin{array}{cc}
\mathrm{e}^{\mathrm{i} \beta L / 2-\alpha^{\prime} L / 2} & 0  \tag{3.88}\\
0 & \mathrm{e}^{-\mathrm{i} \beta L / 2-\alpha^{\prime} L / 2}
\end{array}\right),
$$

where $\beta=\frac{2 \pi n}{\lambda}$ with $n$ being refraction constant and $\lambda$ the vacuum wave length of the propagating mode, and $\alpha^{\prime}$ is an absorption constant. The amplitudes of two external modes are finally related by

$$
\begin{equation*}
\binom{g}{h}=M_{\text {couple }} M_{\text {prop }} M_{\text {couple }}\binom{a}{b}, \tag{3.89}
\end{equation*}
$$

and $g$ is regarded as 0 as we did previously. From the transfer matrix formalism, the situation similar to the couple mode theory is the limit $r \rightarrow \sqrt{1-\varepsilon^{2}}, t \rightarrow \mathrm{i} \varepsilon$ with $\varepsilon \ll 1$. We are only interested in the situation $\beta L=2 \pi m$, and we assume the quality of the waveguide is good enough $\alpha^{\prime} L \ll 1$. The input is only present at a in Fig. 3.3, and we can set $a=1, h=0$. Keeping the terms up to the first order in $\epsilon^{2}, \beta L, \alpha^{\prime} L$, we obtain the transmission rate

$$
\begin{equation*}
g=\frac{M_{11} M_{22}-M_{12} M_{21}}{M_{22}}=\frac{\varepsilon^{2}}{\mathrm{i} \beta L-\alpha^{\prime} L-\varepsilon^{2}} \tag{3.90}
\end{equation*}
$$

Now, if we substitute the coefficients by

$$
\begin{equation*}
\varepsilon^{2} \rightarrow \frac{4 \pi \kappa_{\mathrm{ex}}}{\Delta \omega}, \quad \alpha^{\prime} L \rightarrow \frac{2 \pi \kappa_{\mathrm{in}}}{\Delta \omega}, \quad \beta L \rightarrow 2 \pi \frac{\omega}{\Delta \omega}, \tag{3.91}
\end{equation*}
$$

the same result is obtained.

## Synthetic gauge field

Next, we compare the system of two ring resonators coupled thorough a middle off-resonant ring with the coupled mode theory of two resonators with tunneling phase. Again, let us begin with describing the transmittance and the reluctance in the coupled mode theory. We consider a tunneling with phase between resonators, and it reads

$$
\begin{equation*}
H_{r-r}=-J a_{2}^{\dagger} a_{1} \mathrm{e}^{-\mathrm{i} \phi}-J a_{1}^{\dagger} a_{2} \mathrm{e}^{-\mathrm{i} \phi} \tag{3.92}
\end{equation*}
$$

Other parts of the hamiltonian, such as contact between the port and resonator, are same as the previous problem. Then, the coupled mode equation reads

$$
\frac{\mathrm{d}}{\mathrm{~d} t}\binom{a_{1}}{a_{2}}=\left(\begin{array}{cc}
-\kappa_{\mathrm{in}}-\kappa_{\mathrm{ex}} & \mathrm{i} J \mathrm{e}^{\mathrm{i} \phi}  \tag{3.93}\\
\mathrm{i} J \mathrm{e}^{-\mathrm{i} \phi} & -\kappa_{\mathrm{in}}-\kappa_{\mathrm{ex}}
\end{array}\right)\binom{a_{1}}{a_{2}}-\sqrt{2 \kappa_{\mathrm{ex}}}\binom{E_{\mathrm{in}}}{0} .
$$

The output fields of resonators are given as $a_{2}^{\text {out }}=\sqrt{2 \kappa_{\mathrm{ex}} a_{2}}, a_{1}^{\text {out }}=1+\sqrt{2 \kappa_{\mathrm{ex}}} a_{1}$ respectively. Solving the equation, we obtain

$$
\begin{gather*}
r=\frac{\sqrt{2 \kappa_{\mathrm{ex}}} a_{2}}{E_{\mathrm{in}}}=-\frac{2 \mathrm{i}^{-\mathrm{i} \phi} J \kappa_{\mathrm{ex}}}{J^{2}+\left(\mathrm{i} \omega-\kappa_{\mathrm{in}}-\kappa_{\mathrm{ex}}\right)^{2}}  \tag{3.94}\\
t=1+\frac{\sqrt{2 \kappa_{\mathrm{ex}}} a_{1}}{E_{\mathrm{in}}}=1+\frac{2 \kappa_{\mathrm{ex}}\left(\mathrm{i} \omega-\kappa_{\mathrm{ex}}-\kappa_{\mathrm{in}}\right)}{J^{2}+\left(\mathrm{i} \omega-\kappa_{\mathrm{ex}}-\kappa_{\mathrm{in}}\right)^{2}} . \tag{3.95}
\end{gather*}
$$

In next, we consider the same problem from the transfer matrix formalism. However, if we align two rings with directional coupling, it circulates in the clockwise direction at one resonator, whereas it does in the counterclockwise direction at another resonator. To unify the circulation direction, we interpose a off-resonant ring between two resonators. Now we have to prepare two kinds of $S$-matrix for resonator-port denoted as $M_{1}$ and resonator-middle resonator denoted as $M_{2}$, and these are given by

$$
\begin{align*}
M_{1} & =\frac{1}{t_{1}}\left(\begin{array}{cc}
-r_{1}^{2}+t_{1}^{2} & r_{1} \\
-r_{1} & 1
\end{array}\right)  \tag{3.96}\\
M_{2} & =\frac{1}{t_{2}}\left(\begin{array}{cc}
-r_{2}^{2}+t_{2}^{2} & r_{2} \\
-r_{2} & 1
\end{array}\right) \tag{3.97}
\end{align*}
$$

Amplitude at contact points between port and ring are given as previous

$$
\begin{equation*}
\binom{d}{c}=M_{1}\binom{a}{b}, \quad\binom{l}{k}=M_{1}\binom{i}{j} . \tag{3.98}
\end{equation*}
$$

We assume that the length of the middle resonator is changed by $\eta$ so that it is off-resonant there. Further, we consider displacing it to make difference in the length between lower half and upper half by $x$. Then the
$S$ - matrix for the middle part is given by

$$
\begin{gather*}
\binom{h}{g}=M_{2} M_{p 2} M_{2}\binom{e}{f}  \tag{3.99}\\
M_{p 2}=\left(\begin{array}{cc}
\mathrm{e}^{\mathrm{i} \beta L / 2+\mathrm{i} \beta \eta / 2-2 \mathrm{i} \beta x-\alpha^{\prime} L / 2} & 0 \\
0 & \mathrm{e}^{-\mathrm{i} \beta L / 2-\mathrm{i} \beta \eta / 2-2 \mathrm{i} \beta x+\alpha^{\prime} L / 2}
\end{array}\right) . \tag{3.100}
\end{gather*}
$$

Keeping terms up to the second order in $\varepsilon_{i}^{2}, \beta L, \alpha^{\prime} L$ for each of numerator and denominator, the transmittance is given by

$$
\begin{equation*}
r=\frac{\operatorname{Det} M}{M_{22}}=\frac{2 \mathrm{e}^{-\mathrm{i} \beta x} \varepsilon_{1}^{2} \varepsilon_{2}^{2}}{2\left(2 \alpha^{\prime} L-2 \mathrm{i} \beta L+\varepsilon_{1}^{2}\right) \varepsilon_{2}^{2} \cos (\beta \eta)-\mathrm{i}\left(\left(2 \alpha L-2 \mathrm{i} \beta L+\varepsilon_{1}^{2}\right)^{2}+\varepsilon_{2}^{4}\right) \sin (\beta L)} \tag{3.101}
\end{equation*}
$$

By replacing the quantities,

$$
\begin{equation*}
\epsilon_{1}^{2} \rightarrow \frac{4 \pi \kappa_{\mathrm{ex}}}{\Delta \omega}, \epsilon_{2}^{2} \rightarrow \frac{4 \pi J}{\Delta \omega}, \alpha^{\prime} L \rightarrow \frac{2 \pi \kappa_{\mathrm{in}}}{\Delta \omega}, \beta L \rightarrow 2 \pi \frac{\omega}{\Delta \omega}, \beta x \rightarrow \phi \tag{3.102}
\end{equation*}
$$

it reads

$$
\begin{equation*}
r=\frac{2 \mathrm{e}^{-\mathrm{i} \phi} J \kappa_{\mathrm{ex}}}{2 J\left(\kappa_{\mathrm{ex}}+\kappa_{\mathrm{in}}-\mathrm{i} \omega\right) \cos (\beta \eta)-\mathrm{i}\left(J^{2}+\left(\kappa_{\mathrm{ex}}+\kappa_{\mathrm{in}}-\mathrm{i} \omega\right)^{2}\right) \sin (\beta \eta)} \tag{3.103}
\end{equation*}
$$

In the case of $\beta \eta=3 / 2 \pi$, it falls into the same as the Eq.(3.94), and in the case of $\beta \eta=\pi / 2$ the sign of tunneling coefficient is flipped. Here, the displacement $x$ effects as the tunneling phase. Then, if we arrange the resonators to form a two dimensional square lattice and increasing the displacement of the middle ring, it realize the Harper-Hofstader model with the synthetic gauge. However, note that since the tunneling phase $\mathrm{e}^{\mathrm{i} \beta x^{\prime}}$ depends on the beta it varies with the eigenfrequency $\omega$ for the same displacement $x^{\prime}$. Although there is no effect breaking TRS, if the propagation direction is preserved between the clockwise and counter-clockwise directions, TRS is broken for each sector as the spin polarized QHSE with propagating direction being the spin degree of freedom.

## Frequency band structure in the coupled resonator array

Since we have seen that the coupled resonator system is mapped to the corresponding tight-binding model, it is sufficient to study the tight-binding model and experimental results can be explained. On the other hand, there exists studies [65-67] that analyze the network model directly using the transfer matrix formalism and the Bloch theorem. A sequence of products of the $S$ matrices, which is unitary transformation between outputs and inputs, relates amplitudes at distant points and the Bloch theorem returns its amplitude to the original one.

## Chapter 4

## Numerical analysys of electromagnetic fields in photonic crystals

In this chapter, we describe the method for numerical analysis of EM fields. Since dielectric materials do not confine EM fields but only scatter them, the tight-binding approximation is not appropriate for the analysis. We have to deals with continuous fields directly. The EM field in a dielectric photonic crystal formed by sequential scatterings from dielectric scatters and thus it is suitable to use plane waves as expansion basis [68,69]. An advantage in the plane waves is that a transverse field is expanded by only two component of polarization. On the other hand, real space basis methods such as the finite element method [70-74] are often used for the numerical analysis of the EM field. The real space basis methods are suitable for the analysis of finite size structure that lacking the spatial periodicity and also real time evolution is usually done in a real space basis.

Further, the use of the real space basis is advantageous to the topological argument of the band structure, since it respects the periodicity of the Brillouin zone whereas the plane wave expansion does not for a finite number truncation. For the purpose of formulating the procedure to numerically evaluate topological invariants of the photonic band structures, we develop the method using a gaussian basis set to solve the Maxwell equations for EM waves in photonic crystals. The matrix element between gaussian functions for the vacuum or some simple analytic potentials is given analytically by working at simple algebraic manipulations. This is a great merit over other spatially localized basis. In addition, since the gaussian function is smooth, it is advantageous in dealing with some curved structures. For example in the real space grid, such a curved surfaces have to be made rectangular shaped. In the case of the finite element method, it is not good at dealing with spatial variation within a discretized element, and then it is required to generate a mesh that conforms the shape of the interface for each structure.

In this chapter, we first describe the gaussian basis expansion of continuous fields. Then, we focus on solving the Maxwell equation for EM waves in photonic crystals. Then, basis elements with gaussian type localization are introduced for the expansion of EM fields. Finally, we exhibit some typical result to test the validity of the method.

### 4.1 The gaussian basis expansion

To expand a continuous field, we put a set of gaussian functions

$$
\begin{equation*}
g_{( }(\boldsymbol{r})=p\left(\boldsymbol{r}-\boldsymbol{R}_{i}\right) \mathrm{e}^{-\alpha_{i}\left(\boldsymbol{r}-\boldsymbol{R}_{i}\right)^{2}} \tag{4.1}
\end{equation*}
$$

on points arranged uniformly in space(Fig. 4.1). Here the $\vec{R}_{i}$ represents the localized center, $\alpha_{i}$ specifies the localization length, which can be set differently for each basis, and the $p\left(\vec{r}-\vec{R}_{i}\right)$ represents a certain polynomial of $\left(x-x_{i}, y-y_{i}, z-z_{i}\right)$. Without notice, we set the $\alpha$ to be uniform over the entire gaussian bases. In a spatially periodic system, the basis element can be taken as

$$
\begin{equation*}
g_{i}(\boldsymbol{r})=\sum_{n} p\left(\boldsymbol{r}-\boldsymbol{R}_{n i}\right) \mathrm{e}^{-\alpha_{i}\left(\boldsymbol{r}-\boldsymbol{R}_{n i}\right)^{2}} \mathrm{e}^{\mathrm{i} \boldsymbol{k} \cdot \boldsymbol{R}_{n 0}} \tag{4.2}
\end{equation*}
$$



Figure 4.1: Reprinted from [75] with the permission of American Physical Society. (a) Each basis function with the gaussian localization factor is put on the grid point that divide the computational space uniformly. (b) A bloch states is composed of the set of gaussian functions with the same coefficient for corresponding locations within the unit cells and the Bloch wave factor $\mathrm{e}^{\mathrm{i} \vec{k} \cdot \vec{R}_{n}}$, where the $\vec{R}_{n}$ denotes a lattice(between unit cells) translation vector.
with $\vec{k}$ being the Bloch vector. We attempt to approximate a continuous field by the gaussian basis set

$$
\begin{equation*}
f(\boldsymbol{r})=\sum_{i} c_{i} g_{i}(\boldsymbol{r}) . \tag{4.3}
\end{equation*}
$$

By densely locating the gaussian basis set, an arbitrary continuous field can be restored by the gaussian basis set in the limit. However, the more rapidly the continuous field vary in space, the more densely the gaussian bases have to be located.

We assume an eigenvalue problem

$$
\begin{equation*}
\Theta f(\vec{r})=\lambda f(\vec{r}) . \tag{4.4}
\end{equation*}
$$

If we prepare a sufficient number of gaussian bases, we can expect that the action of the operator in the left hand side is closed withing the basis set, namely for an arbitrary element

$$
\begin{equation*}
\Theta g_{i}(\boldsymbol{r}) \approx \sum_{j} a_{j} g_{j}(\boldsymbol{r}) \tag{4.5}
\end{equation*}
$$

The expansion coefficients are obtained as follows. First we take the inner product $\int \mathrm{d}^{3} r g_{i}(r)$. with the Eq. (4.3)

$$
\begin{equation*}
\tilde{c}_{i}=\int \mathrm{d}^{3} r g_{i}(\boldsymbol{r}) f(\boldsymbol{r})=\int \mathrm{d}^{3} r g_{i}(r) \sum_{j} c_{j} g_{j}(\boldsymbol{r})=\sum_{j} o_{i j} c_{j} . \tag{4.6}
\end{equation*}
$$

Since for the gaussian basis set, the overlap between them is nonzero $\left\langle g_{i} \mid g_{j}\right\rangle \neq 0$, it includes redundant contributions. The coefficients $\left\{c_{i}\right\}$ are given by further solving the linear equation

$$
O\left(\begin{array}{c}
c_{1}  \tag{4.7}\\
c_{2} \\
\vdots \\
c_{N}
\end{array}\right)=\left(\begin{array}{cccc}
\left\langle g_{1} \mid g_{1}\right\rangle & \left\langle g_{1} \mid g_{2}\right\rangle & \cdots & \left.\left\langle g_{1} \mid g_{N}\right\rangle\right\rangle \\
\left\langle g_{2} \mid g_{1}\right\rangle & \left\langle g_{2} \mid g_{2}\right\rangle & \cdots & \left\langle g_{2} \mid g_{N}\right\rangle \\
\vdots & \vdots & \ddots & \vdots \\
\left\langle g_{N} \mid g_{1}\right\rangle & \left\langle g_{N} \mid g_{2}\right\rangle & \cdots & \left\langle g_{N} \mid g_{N}\right\rangle
\end{array}\right)\left(\begin{array}{c}
c_{1} \\
c_{2} \\
\vdots \\
c_{N}
\end{array}\right)=\left(\begin{array}{c}
\tilde{c}_{1} \\
\tilde{c}_{2} \\
\vdots \\
\tilde{c}_{N}
\end{array}\right) .
$$

Then the eigenvalue problem(Eq. 4.4) is expressed within the gaussian basis set as

$$
\begin{equation*}
\sum_{j} \Theta_{i j} c_{j}=\lambda \sum_{j} o_{i j} c_{j} . \tag{4.8}
\end{equation*}
$$

With the method devised by Fukui, Hatsugai and Suzuki [76], the Chern number of a gapped spectrum is computed from the eigenvectors of the Eq. 4.8, which is described in the appendix. The generalized eigenvalue problem 4.8 is solved with a fixed number of steps in the dense matrix computation or with an iterative algorithm in the sparse matrix computation [77].

### 4.2 Matrix expansion of the Maxwell equations with the gaussian basis set

In this section, we examine appropriate settings for the Gaussian basis sets to obtain correct results for empty lattice in 2D and 3D cases. Furthermore based on the settings in the empty lattice, we test some results of typical photonic crystals as examples.


Figure 4.2: Plot of the modified vector gaussian basis elements for each polarization. The $\vec{g}^{(1)} \vec{g}^{(3)}$ are divergence-free elements. The $\vec{g}^{(4)}$ is the longitudinal component. The color of vectors represents the intensity of the vector.

Usually, the spatial variation of EM tensors in photonic crystal is realized by setting materials with different optical constants. Then, they are constant within the same material. For the numerical integration to obtaine the matrix element, it is convenient to separate the optical constant within the material such as $\hat{\varepsilon}=\hat{I}+(\hat{\varepsilon}-\hat{I})$. Since we are using the gaussian functions, the integral for the first term is analytycally given and numerical integration for the second term is done only within the material.

### 4.2.1 2D problem

Because of TE-TM decomposition in the 2D case, we can use the scalar decomposition (4.1) for numerical diagonalization. For the scalar eigenequation, we use a simple gaussian basis function

$$
\begin{equation*}
g_{i k}(\boldsymbol{r})=\frac{1}{\sqrt{N}} \sum_{m} \mathrm{e}^{\mathrm{i} \boldsymbol{k} \cdot \boldsymbol{R}_{m}} \mathrm{e}^{-r_{i m}^{2} / \alpha^{2}} . \tag{4.9}
\end{equation*}
$$

There are a little differences in the procedure for $\vec{E}$ and $\vec{H}$ polarizations. For TE mode, the $\hat{\varepsilon}(\vec{r})$ appearing in the left hand side of the Eq.(3.30) varies in space, whereas the $\hat{\mu}$ in the right hand side is constant $(\mu=1)$. The gaussian expansion of the left hand side gives

$$
\begin{align*}
\left\langle g_{i k}\right| \hat{L}_{H}\left|g_{j k}\right\rangle=\left\langle g_{i k}\right| \nabla \times \hat{\epsilon}^{-1} \nabla \times\left|g_{j k}\right\rangle & =\left\langle\nabla \times g_{i k}\right| \hat{\epsilon}^{-1}\left|\nabla \times g_{j k}\right\rangle \\
& =\sum_{n} \mathrm{e}^{-\mathrm{i} \boldsymbol{k} \cdot \boldsymbol{R}_{n}} \int \mathrm{~d}^{2} r\left(-2 \alpha y_{i n}, 2 \alpha x_{i n}\right) \cdot \hat{\varepsilon}^{-1}(r)\binom{-2 \alpha y_{j}}{2 \alpha x_{j}} \tag{4.10}
\end{align*}
$$

Each basis function(Eq. 4.9) is cylindrically symmetric and they overlap each other between two points at a certain distance. These basis elements are configured on the grid points that divides the unit cell regularly (Fig.4.1). Later, we will show that the simple configuration of the basis elements gives sufficient accuracy, and there arises no requirement for further effort on the distribution of the grids, which is important in the finite element methods.

For this basis set, the integral of the overlap $R_{H, i j}(\boldsymbol{k})$ for the constant term (when $\hat{\mu}_{C}=\hat{1}$ ) is obtained as

$$
\begin{equation*}
R_{H, i j}^{\text {empty }}(\boldsymbol{k})=\sum_{m} \frac{\pi \alpha^{2}}{2} \mathrm{e}^{-\mathrm{i} \boldsymbol{k} \cdot \boldsymbol{R}_{m}} \mathrm{e}^{-\frac{m_{m}^{2}}{2 \alpha^{2}}}, \tag{4.11}
\end{equation*}
$$

where $\boldsymbol{r}_{m}^{\prime}=\boldsymbol{r}_{i}+\boldsymbol{R}_{m}-\boldsymbol{r}_{j}$. On the other hand, the matrix element $\hat{L}_{H, i j}(\boldsymbol{k})$ for the constant term (when $\hat{\varepsilon}_{c}^{-1}=\hat{1}$ ) is

$$
\begin{equation*}
\hat{L}_{H, i j}^{\mathrm{empty}}(\boldsymbol{k})=\sum_{m} \frac{\pi \alpha^{2}}{2} \mathrm{e}^{-\mathrm{i} \boldsymbol{k} \cdot \boldsymbol{R}_{m}} \mathrm{e}^{-\frac{r_{m}^{\prime 2}}{2 \alpha^{2}}} \frac{1}{\alpha^{2}}\left(2-\frac{r_{m}^{\prime 2}}{\alpha^{2}}\right) . \tag{4.12}
\end{equation*}
$$

For the empty lattice, all the matrix elements of Eq. (3.30) are given by using Eqs. (4.11) and (4.12). When some different structures are introduced, the additional work to obtain matrix elements is the numerical integration within the structures.

### 4.2.2 3D problem

For a 3D problem, it is in general impossible to decompose the EM fields into TE or TM modes, and we have to handle all components of the vector. A naive thought suggests us to use the scalar Gaussian functions [Eq. (4.9)] for each component of the vector as

$$
\begin{equation*}
\boldsymbol{\psi}_{k}(\boldsymbol{r})=\sum_{\lambda=1}^{3} \boldsymbol{e}_{\lambda} \sum_{i} c_{i k}^{\lambda} g_{i k}(\boldsymbol{r}) . \tag{4.13}
\end{equation*}
$$

Here, $\boldsymbol{e}_{\lambda}$ represents unit vectors in three orthogonal directions. This naively introduced basis set, however, will end in failure due to the following reason. In first, note that the divergence of the Eq. (3.28) vanishes because of $\nabla \cdot(\nabla \times f(r))=0$ for any vector field $f(r)$. Therefore, if the permeability is constant and isotropic, the solution of Eq. (3.28) satisfies the following constraint,

$$
\begin{equation*}
\nabla \cdot \boldsymbol{H}(\boldsymbol{r})=0 . \tag{4.14}
\end{equation*}
$$

On the other hand, the divergence of Eq. (4.13) is

$$
\begin{equation*}
\nabla \cdot \sum_{i, \lambda} e_{\lambda} c_{i k}^{\lambda} g_{i k}(\boldsymbol{r})=\sum_{i, \lambda}\left(-2 \alpha x_{\lambda}\right) c_{i k}^{\lambda} g_{i k}(\boldsymbol{r}), \tag{4.15}
\end{equation*}
$$

where the right-hand side remains except in the trivial case with $c_{i k}^{\lambda}=0$ for all combinations of $i$ and $\lambda$. Namely, expansion Eq. (4.13) does not satisfy constraint Eq.(4.14), and as a consequence, the spectrum of the eigenvalues includes unphysical spurious values. For each basis to satisfy constraint Eq. (4.14), we modify each basis by taking its rotation $\boldsymbol{g}_{i k}^{\lambda}(\boldsymbol{r})=\nabla \times \boldsymbol{e}_{\lambda} g_{i k}(\boldsymbol{r})=\sum_{\mu, \nu=1}^{3} \varepsilon_{\mu \lambda \nu}\left(-2 \alpha x_{\mu}\right) g_{i k}(\boldsymbol{r}) \boldsymbol{e}_{\nu}$, with $\varepsilon_{\lambda \mu \nu}$ being an anti-symmetric symbol $\left(\varepsilon_{123}=1\right)$. As a results, the modified bases for three components(Fig. 4.2) are

$$
\boldsymbol{g}_{i}^{(1)}(\vec{r})=\mathrm{e}^{-\alpha r_{i}^{2} / \alpha^{2}}\left(\begin{array}{c}
0  \tag{4.16}\\
-z \\
y
\end{array}\right), \quad \boldsymbol{g}_{i}^{(2)}(\vec{r})=\mathrm{e}^{-\alpha r_{i}^{2} / \alpha^{2}}\left(\begin{array}{c}
z \\
0 \\
-x
\end{array}\right), \quad \boldsymbol{g}_{i}^{(3)}(\vec{r})=\mathrm{e}^{-\alpha r_{i}^{2} / \alpha^{2}}\left(\begin{array}{c}
-y \\
x \\
0
\end{array}\right) .
$$

This is also obtained by choosing three independent bases of the lowest order from the polynomial in the Eq. (4.1) under the divergence-free condition. The modified basis element Eq. (4.2.2) is divergence-free, and satisfies the constraint [Eq. (4.14)]. We adopt these as basis elements and expand the solution using these basis elements as

$$
\begin{equation*}
\boldsymbol{\psi}_{k}(\boldsymbol{r})=\sum_{\lambda=1}^{3} \sum_{i} c_{i k}^{\lambda} \boldsymbol{g}_{i k}^{\lambda}(\boldsymbol{r}) . \tag{4.17}
\end{equation*}
$$

Again, we write down the integral values for this basis set in the following. The integrals for the constant term of the overlaps $R_{H, i z, j z}(\boldsymbol{k})$ and $R_{H, i x, j z}(\boldsymbol{k})$ are

$$
\begin{align*}
& R_{H, i z, j z}^{\text {empty }}(\boldsymbol{k})=\sum_{m} \sqrt{\left(\frac{\pi \alpha^{2}}{2}\right)^{3}} \mathrm{e}^{-\mathrm{i} \boldsymbol{k} \cdot \boldsymbol{R}_{m}} \mathrm{e}^{-\frac{\prime_{m}^{2}}{2 \alpha^{2}}} \times \frac{1}{\alpha^{2}}\left\{2-\frac{1}{\alpha^{2}}\left(x_{m}^{\prime}{ }^{2}+y_{m}^{\prime}{ }^{2}\right)\right\}  \tag{4.18}\\
& R_{H, i x, z}^{\mathrm{empty}}(\boldsymbol{k})=\sum_{m} \sqrt{\left(\frac{\pi \alpha^{2}}{2}\right)^{3}} \mathrm{e}^{-\mathrm{i} \boldsymbol{k} \cdot \boldsymbol{R}_{m}} \mathrm{e}^{-\frac{\prime_{m}^{2}}{2 \alpha^{2}}} \frac{1}{\alpha^{4}} x_{m}^{\prime} z_{m}^{\prime} \tag{4.19}
\end{align*}
$$

respectively. The integrals for the matrix elements $\hat{L}_{H, i z, j z}^{\mathrm{empty}}(\boldsymbol{k})$ and $\hat{L}_{H, i x, j z}^{\mathrm{empty}}(\boldsymbol{k})$ are

$$
\begin{align*}
& \hat{L}_{H, i z, j z}^{\mathrm{empty}}(\boldsymbol{k})=\sum_{m} \sqrt{\left(\frac{\pi \alpha^{2}}{2}\right)^{3}} \mathrm{e}^{-\mathrm{i} \boldsymbol{k} \cdot \boldsymbol{R}_{m}} \mathrm{e}^{-\frac{-m_{m}^{\prime 2}}{2 \alpha^{2}}} \frac{1}{\alpha^{4}}\left[\frac{1}{\alpha^{4}}\left(x_{m}^{\prime}{ }^{2}+y_{m}^{\prime}{ }^{2}\right)^{2}-\frac{9}{\alpha^{2}}\left(x_{m}^{\prime}{ }^{2}+y_{m}^{\prime}{ }^{2}\right)\right. \\
& \left.+\frac{z_{m}^{\prime 2}}{\alpha^{2}}\left\{\frac{1}{\alpha^{2}}\left(x_{m}^{\prime 2}+y_{m}^{\prime}{ }^{2}\right)-2\right\}+10\right]  \tag{4.20}\\
& \mathrm{E}_{H, i x, j z}^{\mathrm{empty}}(\boldsymbol{k})=\sum_{m} \sqrt{\left(\frac{\pi \alpha^{2}}{2}\right)^{3}} \mathrm{e}^{-\mathrm{i} \boldsymbol{k} \cdot \boldsymbol{R}_{m}} \mathrm{e}^{-\frac{r_{m}^{\prime} \alpha^{2}}{2 \alpha^{2}}} \frac{x_{m}^{\prime} z_{m}^{\prime}}{\alpha^{6}}\left(7-\frac{r_{m}^{\prime}{ }^{2}}{\alpha^{2}}\right) \tag{4.21}
\end{align*}
$$

respectively. Similarly, the integrals of the other components are obtained from the permutation $1 \rightarrow 2 \rightarrow 3$ and $x \rightarrow y \rightarrow z$. Also, the integrals are invariant against the simultaneous exchange of the position of the localization center and the direction of the polarization $\left(i \lambda^{\prime} \leftrightarrow j \lambda\right)$. Therefore, Eqs. (4.19)-(4.21) are sufficient for all matrix components of an isotropic bulk dielectric. Also for the modified basis elemnt for 3D problems, it is appropreate to to put grid points to divide the unit cell of the Bravais lattice with a regular spacing like Fig. 4.1.

However, if the both of $\hat{\varepsilon}$ and $\hat{\mu}$ vary, the basis functions of the Eq. 4.16 are insufficient since the vector field $\vec{H}(\vec{r})$ is no more divergence free. In this case, we have to add a longituidnal components. The fourth component for the longituidnal component is given in the gaussain form as

$$
\boldsymbol{g}_{i}^{(4)}(\boldsymbol{r})=\nabla \mathrm{e}^{-2 \alpha r_{i}^{2}}=\left(\begin{array}{c}
-2 \alpha x_{i}  \tag{4.22}\\
-2 \alpha y_{i} \\
-2 \alpha z_{i}
\end{array}\right) \mathrm{e}^{-\alpha r_{i}^{2}}
$$

After the numerical diagonalization, the spectrum of eigenvalue includes one third of zero values since the degree of freedom of the EM field is still two since $\vec{\nabla} \cdot \overrightarrow{D, B}=0$. In the case of the EM coupling(existence of non zero $\xi$ in Eq. 3.24), the longitudinal component(Eq. 4.22) is also required since we have to take both of $\vec{E}$ and $\vec{H}$. The matrix element of the $\hat{L}$ for the longituidnal component vanishes since the rotation of the longituidinal basis vanishes and we have to only consider the overlap for the longitudinal basis. Those matrix elements are put off to the appendix.

For axial structures that is formed by stretching an isotropic structure in directions, an anistropic gaussian function stretched to the same directions is sutiable. We list matrix elements for a more general anisotropic gaussian functions and matrix elements between them in the appendix.

### 4.2.3 Test of the method

## Empty lattice

For empty lattice, all matrix elements are analytycally obtained. Although a plane wave diagonalize the eigenequation in the empty lattice, it is not trivial for spatially localized basis set. The test in the empty lattice is meaningfull to optimize the basis function in longer wavelength.

2D bases
Let us begin with the 2D empty lattice, in which the scalar gaussian basis is used. In Fig. 4.3, the results of eigenvalues obtained by diagonalization with several gaussian parameteres ( $\alpha=1, \alpha=0.63$ ) are compared with the solution $\omega=|\vec{k}|$ in the empty triangular lattices. The correctness of the result in longer wavelength depends on the amount of the overlap between gaussian bases. To reproduce slowly varying(longer wavelengths) fields, the amount of the overlap should be taken sufficiently large. The FWHM of the gaussian basis function is $1.7 d$ for $\alpha=d$ and FWHM is $d$ for $\alpha=0.63 d$, with $d$ being the interspacing between adjacent gaussain bases. The requirement for the overlap is minimum in the triangular lattice since the lattice structure has the highest filling ratio. Even if an overlap amount is satisfactory in the triangular lattice, it could not be in the square lattice. From experience, the overlap factor $\alpha=1$ ( $\mathrm{FWHM}=1.7 d$ ) is sufficient for 2 D isotropic lattice(square and triangular). The results with $\alpha=d$ is shown by broken lines in Fig. 4.3, and results with smaller overlap $\alpha=0.63 d$ (dotted lines) are compared in lower frequencies. In the case of smaller overap, the obtained line is diverted from the solution in $k \rightarrow 0$, which means difficulity in reproducing a constant field with smaller
(a)

(b)


Figure 4.3: (a) The empty bands obtained by the 2D gaussian expansion and the solution $\omega=c|\vec{k}|$ (solid lines). In frequencies lower than $\omega=0.8$, results with $\alpha=d$ and $\alpha=0.63 d$ are compared with the solution. The obtained line for the $\alpha=0.63 d$ is diverted from the solution line in $\omega \rightarrow 0$. The empty bands of $n_{x}=8$ and $n_{x}=5$ with the $\alpha$ of both being 1 are also compared in higher frequencies. In higher frequencies $\omega>2.4$, the lines of $n_{x}=5$ do not lie on the solutoin line. (b) The configuration of gaussian bases for the triangular lattice.


Figure 4.4: Eigenvalue spectrum of the overlap matrix of the gaussian basis sets with periodic boundary condition $(k=0)$, plotted in the ascending order. (a)The result of the scalar gaussian basis set in the 2D triangular lattice with $n_{x}=8$ and $\alpha=d$. The ratio $\lambda_{\max } / \lambda_{\text {min }}$ is $1.2 \times 10^{3}$. (b)The result of the vector gaussian basis set in the 3D fcc lattice with $n_{x}=8$ and $\alpha=d$. The ratio $\lambda_{\max } / \lambda_{\min }$ is $1.2 \times 10^{10}$.


Figure 4.5: (a) The empty bands obtained by the 3D gaussian expansion and the solution $\omega=c|\vec{k}|$ (solid lines). In frequencies lower than $\omega=0.8$, results with $\alpha=d$ and $\alpha=0.63 d$ are compared with the solution. The lowest band for the obtained results do not reach to the origin $(\omega=0, k=0)$. The obtained bands for the $\alpha=0.63 d$ do not lie on the solution line in $\omega \rightarrow 0$. The empty bands of $n_{x}=8$ are also compared in higher frequencies. (b) The configuration of gaussian bases $\left(n_{x}=8\right)$ for the FCC lattice.
overlaps. Althoug the overlap between gaussian basis at any two points is not stritically zero, we truncate the matrix element at cetertain distance in practice. The slow decay of the gaussian function leads to increase of the band length in the matrix. The band length is well represented by the eigenvalue of the overlap matrix $\lambda_{\text {max }} / \lambda_{\text {min }}$. The smaller the ratio between maximum and minimum eigenvalue of the overlap matrix is, the shorter the band length of the matrix is and a basis set with a smaller ratio $\lambda_{\max } / \lambda_{\min }$ behaves better in matrix computations. The spectrum of the eigenvalue for several localization factors $\alpha$ are shown in Fig. 4.4. The correctness in higher frequencies(shorter wavelengths), on the other hand, depends on the density of the basis functions. From experience the $n_{x}=8$, for which $n_{x}^{2}=64$ bases in total are required, satisfactory within the frequency region of the Fig. 4.3. hIn Fig. 4.3, the results with fewer basis functions $\left(n_{x}=5\right)$ are compared with that of $n_{x}=8$, where the $\alpha$ is fixed to $d$. In higher frequencies $\omega \approx 2.8$, it is seen that the result for $n_{x}=5$ (green line) is shifted from the solution, which means insufficiency in number of gaussian bases for those wavelenghts. 3D bases
In the three-dimensional case, we have to use the 3D gaussian basis elements(Eqs. 4.16). The 3D basis is more unstable than the scalar basis since it is obtained by taking derivative of the gaussian function one time. Also, since the 3D basis (Eqs. 4.16) is odd in parity, it is orthogonal to a constant field, that is,

$$
\int \mathrm{d}^{3} r g^{(1)}(r) \cdot e_{0}=0
$$

where $\vec{e}_{0}$ is a constant vector directed to arbitrary direction. As a consequence, it can not reproduce the constant field $(k=0$ state $)$, as seen at the frequency $\omega=0$ in Fig. 4.5. Because of the multiplication by $x, y$ or $z$, the basis elements $\vec{g}^{(i)}$ s have learger overlaps with the same $\alpha$. From experience, at least $n_{x}=8$ gaussian bases per direction are required for the 3D problem and it requires $3 \times n_{x}^{3}=1536$ bases in total. In Fig. 4.5, the empty bands of fcc lattice obtained by the gaussian basis expansion with $\alpha=d$ and $\alpha=0.63 d$ are compared with the solution $\omega=|\vec{k}|$. In the figure, the lowest band for the gaussian expansion does not extend to the original $\operatorname{point}(\omega=0, k=0)$ for the reason mentioned above. In lower frequencies(less tha $\omega=0.8$ ), the difference


Figure 4.6: (a)Configuration of dielctric cylinders. Dielectric constatnt is set to $\varepsilon=8.9$, and radius of the cylinder is set to $r=0.378$, which is same as in Dobson's study [72]. (b) Calculated band structure of TE mode(blue line) and TM mode(red line) in the photonic crystal. The computation is performed using $64(8 \times 8)$ bases with $\alpha=d$. (c),(d) Convergence of eigenvalues at $\Gamma$ or $M$ point against number of bases in one direction $n_{x}$. The localization factor $\alpha$ is set to $d(d$ is interspacing between gaussian bases).
for $\alpha=0.63 d$ is more prominent than the scalar basis. For frequencies higher than 0.8 , we compared the results of $n_{x}=8$ only, since we found it is difficult to truncate the overlap between gaussian bases for $n_{x}$ less than 8 . Within the frequencies plotted in the Fig. 4.5, it seems that the gaussian expansion with $n_{x}=8$ and $\alpha=d$ well reproduce the solution $\omega=|k|$.

## Test for photonic crystals

## 2D dielectric photonic crystal

First, we choose the array of dielectric columns arranged on square lattice as a sample system for the 2D Gaussain basis set. We assume the radius of the column to be $0.378 a$ with $a$ lattice length, and dielectric constant $\varepsilon=8.9(\varepsilon=1.0)$ in cloumns (in air) [72]. The structure of the dielectric material, where the numerical integral is performed, is plottede in the Fig. 4.6(a). There is little difference in the numerical integral between TE mode and TM mode. For TE mode(the electric field is perpendicular to the cylinder), numerical integral is required for obtaining the $\hat{L}_{H}$,

$$
\hat{L}_{H, i j}=\int_{\boldsymbol{r} \in V} \mathrm{~d}^{2} r\left(\partial_{y},-\partial_{x}\right) g_{i}(\boldsymbol{r}) \cdot(\varepsilon(\boldsymbol{r})-1) \hat{I},\binom{\partial_{y}}{-\partial_{x}} g_{j}(\boldsymbol{r})
$$



Figure 4.7: (a) The 3 -dimmensional scaffold rod structure with width of rod being $0.74 a$ and permittivity $\varepsilon 13.0$ and (b) Calculated band structure, which is obtained by using 1,536 bases with $\alpha=d$.
where the integral is perfomed only within the dielectric material(denoted as $V$ ). On the other hand for TM mode(the electric field is parallel to the cylinder), numerical integral is required for the $\hat{R}_{E}$

$$
\begin{equation*}
\hat{R}_{E, i j}=\int_{\boldsymbol{r} \in V} \mathrm{~d}^{2} r g_{i}(\boldsymbol{r})(\varepsilon(\boldsymbol{r})-1) g_{j}(\boldsymbol{r}) . \tag{4.24}
\end{equation*}
$$

As for finnes of the numerical integral, the integral mesh of $\alpha / 5$ is sufficient for gaussian bases because the result converges and does not change for finner integral meshes. The plot of strcuture in the Fig. 4.6a consists of points on which the numerical integral is actually perfomed for gaussian bases with $\alpha=d, n_{x}=8$. The computed dispersion for TE modes (blue lines) and TM modes (red lines) are shown in Fig. 4.6b. The computation is perfomed by using $64(8 \times 8)$ scalar Gaussina bases with localization factor $\alpha=64.0$ (as in the broken line in the Fig. 4.3).

In Fig. 4.6c,d, convergence of eigenvalues at $\Gamma$ or $M$ point against the number of bases in one direction $n_{x}$, on which the fineness of the computation depends, is shown. These figures indicate that most eigenvalues that are $\omega<0.6$ converge till $n_{x}=8$. From these figures we can observe that lower eigenvalues converge faster, representing that EM fields with shorter wavelengths require more $n_{x}$. Also, TE modes dispersion have better convergence than TM modes. For TM modes, discontinuitie occurs in all of the electric vector at straigh interface while for TE mode, it is only for tangental component at cylindrical interface and this difference between TE and TM modes seems to be the cause of slow convergence for TM modes. The results seem to be consistent with those obtained by Dobson [72], except the degenerated 3rd and 4th bands of TE mode around $\Gamma$ point. Also, it does not seem to much the result of Dobson(Fig. 4.6(c)) by increasing $n_{x}$.
3D photonic crystals
Next, we choose a simple scaffold structure, namely a 3-dimmensional square rod structure analyzed by Sözüer and Haus [78], for the test of 3D Gaussian basis set. We assumed the width of the rod as $0.26 a$ and permittivity $\varepsilon$ as 13.0 , which is the same setting as that structure in the study of Dobson et.al.. [74]. The dispersion calculated by using 1,536 bases with $512\left(8^{3}\right)$ grid points and 3 bases on each point for differnt directions and the localization factor $\alpha=55.8$ is shown in Fig. 4.7a. As known, the photonic band structure has a complete band gap between the 5th band and 6th band. In this case of inhomogeneous permittivity also, as in homogeneous systems, the lowest eigenstate at $\Gamma$ point cannot be restored by the vector Gaussian basis expansion. However except the point, the entire profile of the band structure is consisten with that of the previous works. In Fig.4.7b,c convergence of eigenvalues at $\Gamma$ or $M$ point against the finnnes $n_{x}$ is shown. For this vector Gaussian basis set, eigenvalues does not converge monotonically, which is different to the scalar Gaussian basis set. Most eigenvalues lower than the gap frequency convege till $n_{x}=8$.

### 4.3 Conclusion

In this chapter, we developed the gaussian expansion method for the Maxwell equations for numerical evaluation of topological invariants of photonic bands. In practical diagonalization by a finite number of bases, the eigenequation for Bloch states are periodic in the wavenumber only when the continuous fields are expanded by a spatially localized basis set. We can numerically evaluate topological invariants directory from eigenvectors obtained in a spatially localized basis set, while in the case of plane waves it is required that maximally localized wannier orbitals are obtained and the eigenvectors are given by the wannier orbitals. However for photonic band structures, it is not always easy to find a so called composite bands that are separated by the gap with vanishing Chern number from above and below, in specific for topologically non-trivial photonic band structures. Since the gaussian basis is smooth, it is good at dealing with curved surfaces and it is advantageous to the finite element method in that it does not require a particular mesh for each structure. This property is also advantageous in a problem we will deal with in the Chapter 7, where we will consider structural deformation and Chern numbers for it. In the problem, use of the gaussian expansion method is indispensable since the structural deformation requires different mesh alignments in the finite element method and it makes difficult to take the inner product between eigenstates of different structures. Further, the method also can be applied to other continuous systems such as elastic materials.

## Chapter 5

## Topological photonic band structures in 3D uniaxial chiral structures


#### Abstract

In this chapter, we consider the way for finding topologically protected photonic edge modes in dielectric (nonmagnetic) photonic crystals, just by breaking the spatial inversion symmetry of the structure. The 1st Chern number is defined a band structure on the 2D parameter space. However, for a fully 2D system, existence of TRS must lead to vanishment of the Chern number and topologically non-trivial band structure requires a TRS breaking effect such as use of a magnetic material in the photonic crystal. On the other hand, in a 3D system, the Bloch wave vector has three components and then one component remains. We can consider to fix one of them, say $k_{3}$, and obtain a 2D slice $\left(k_{1}-k_{2}\right)$ of the Brillouin zone. We call the Chern number on the 2D slice as the section Chern number $C_{n, 12}\left(k_{3}\right)$, which is function of $k_{3}$. The section Chern number can have a non-zero value by breaking either of the time-reversal or spatial inversion symmetry. The price of this is the requirement of the fixed momentum in one direction.

The non-zero section Chern number occurs when the 3D band structure have a isolated degeneracy point called Weyl point. Although the Weyl point in the photonic band structure is realized in the double gyroid photonic crystal with spatial inversion breaking modulation in the structure [79,80], the structure is complicated and fabrication is only realized in cm scale by drilling a dielectric material. Since the wavelength scale of the photonic band structure depends on the length scale of the photonic crystal structure, the Weyl point related effect in a shorter wave scale requires a structure in a finer scale. The structure is much simplified by discarding the isotropy of the structure. The uni-axially chiral structure serves a topologically non-trivial band structure in the 2D slice for the fixed momentum in the axial direction.

In the first section, we describe a photonic band structure of a photonic crystal formed by shaving helical holes on a honeycomb array in a dielectric material and properties of edge modes propagation there. Without twist, the structure is uniform in the axial direction and nodal lines extends in the structure because of the inversion symmetry. By deforming the columns into helices, the inversion symmetry is broken and the nodal lines of degeneracy reduce to nodal points. In the later section, we describe a photonic band structure of chiral woodpile photonic crystals. The chiral woodpile structures has a lot of similar properties to the array of dielectric helices. The woodpile structure has already been fabricated in the laboratory in a few tenths of $\mu \mathrm{m}$. The light propagation reflecting the topological edge modes is further studied.


### 5.1 Weyl points and section Chern number in 3D crystals

## Section Chern number

The first Chern number is topological invariant defined to the wavefunctions in the 2-dimensional Brillouin zone. For $d$-dimensional parameter space, the section Chern number in the ${ }_{d} C_{2}$ slice of the Brillouin zone is given as a function of the rest parameters [38]. As before, the berry connection and curvature is given as

$$
\begin{align*}
A_{n, i} & =\left\langle\psi_{n}\right| \partial_{i}\left|\psi_{n}\right\rangle  \tag{5.1}\\
B_{n, i j} & =\partial_{i} A_{j}-\partial_{j} A_{i} . \tag{5.2}
\end{align*}
$$

In a 3D system, the wave vector consists of three components, $k_{1}, k_{2}$, and $k_{3}$, and the section Chern number is defined by two of them, as a function of the remaining one. If we fix $k_{3}$, the section Chern number $C_{n, 12}\left(k_{3}\right)$ is defined as

$$
\begin{align*}
C_{n, 12}\left(k_{3}\right) & =\frac{1}{2 \pi \mathrm{i}} \int \mathrm{~d} k_{1} \mathrm{~d} k_{2} B_{n, 12}(\boldsymbol{k}), \\
B_{n, 12}(\boldsymbol{k}) & =\partial_{k_{1}} A_{n, 2}(\boldsymbol{k})-\partial_{k_{2}} A_{n, 1}(\boldsymbol{k}),  \tag{5.3}\\
A_{n, i}(\boldsymbol{k}) & =\left\langle\psi_{n}(\boldsymbol{k})\right| \partial_{k_{i}}\left|\psi_{n}(\boldsymbol{k})\right\rangle .
\end{align*}
$$

As mentioned in a previous section, (spin-less)TRS relates the Berry curvature between at $\vec{k}$ and $-\vec{k}$. In a TRS system, the complex conjugate of an eigenstate is also an eigenstate $\mathcal{T}\left|\psi_{n}(\vec{k})\right\rangle=\left|\psi_{n}(\vec{k})\right\rangle^{*}=\left|\psi_{n}(-\vec{k})\right\rangle$. Then, the berry connection is related as $A_{i, n}(-\vec{k})=\left\langle\psi_{n}(-\vec{k})\right|-\partial_{i}\left|\psi_{n}(-\vec{k})\right\rangle=\left\langle\psi_{n}(\vec{k})\right|-\partial_{i}\left|\psi_{n}(\vec{k})\right\rangle^{*}=A_{n, i}(\vec{k})$, since $\left\langle\psi_{n}(\vec{k})\right| \partial_{i}\left|\psi_{n}(\vec{k})\right\rangle=1$ and $\operatorname{Im}\left[\left\langle\psi_{n}(\vec{k})\right| \partial_{i}\left|\psi_{n}(\vec{k})\right\rangle\right] \in \mathbf{I}$. Then the berry curvature is related as $\vec{B}_{n}(-\vec{k})=-\vec{B}_{n}(\vec{k})$, since $\vec{\nabla}_{k} \times \vec{A}_{n}(-\vec{k})=-\vec{\nabla}_{-k} \times \vec{A}(-\vec{k})=-\vec{B}(\vec{k})$. Then, if the parameter space is fully two-dimensional, that is if the $-\vec{k}$ is also included in the integral, the contributions from them cancel each other and the Chern number must vanish. On the other hand, for a 2D slice in the 3D Brillouin zone, time reversal point $-\vec{k}$ is not included in the slice including the $\vec{k}$ except the slice of $k_{3}=0, \pi$. However, if the system is invariant under spatial inversion, the spatial inversion of an eigenstate $R_{I} \psi_{n, k}(\vec{r})=\psi_{n, k}(-\vec{r})=\psi_{n,-k}(\vec{r})$ is also an eigenstate. Then, the berry connection is related as $A_{n, i}(-\vec{k})=\left\langle\psi_{n}(-k)\right| \partial_{i}\left|\psi_{n}(-k)\right\rangle=-\left\langle\psi_{n}(\vec{k})\right| \partial_{k_{i}}\left|\psi_{n}(\vec{k})\right\rangle=-A_{n, i}(\vec{k})$, and the Berry curvature is related as $\vec{B}_{n}(-\vec{k})=-\vec{\nabla}_{-k} \times \vec{A}_{n}(-\vec{k})=\vec{B}_{n}(\vec{k})$. Then the combination of the TRS and spatial inversion relates $\vec{B}_{n}(\vec{k})=-\vec{B}_{n}(-\vec{k})=-\vec{B}_{n}(\vec{k})$ and the berry curvature vanishes at any point in the 3D Brillouin zone. Therefore, the section Chern number can have a finite value by breaking either of the TRS or spatial inversion symmetry. Therefore, by focusing of a three-dimensional structure without spatial inversion symmetry, we can find topologically protected edge mode propagation with a (non-magnetic)dielectric photonic crystal.

## Weyl point

In a TRS system, the section Chern number in the inversion invariant slice ( $k_{3}=0, \pi$ ) must vanish because of the cancellation of the berry curvature between $\vec{k}$ and $-\vec{k}$ points. The section Chern number is well-defined if the band structure in the slice is gapped. Varying the $k_{3}$, the change of the section Chern number into a non-zero value is caused after the gap closes and reopens, that is quantum transition with varying $k_{3}$. This means, viewed in the 3D Brillouin zone, that the degeneracy lies as a nodal point. The nodal point in the 3D point is called as a Weyl point.

When the slice passes through a single Weyl point, the change in the section Chern number is either of $\pm 1$, and this difference of Weyl point is ascribed to the topological charge. Since the surface integral $\int_{k_{3}=k^{*}+\delta} \mathrm{d} k_{1} \mathrm{~d} k_{2}-\int_{k_{3}=k^{*}-\delta} \mathrm{d} k_{1} \mathrm{~d} k_{2}$, where the slice $k_{3}=k^{*}$ include the single Weyl point is continuously deformed into the surface integral on a sphere, the integral is quantized according to the Weyl point charge as $2 \pi \mathrm{i} C$. The existence of certain symmetry in the system gives notice other Weyl points on the start of $k$, and according to the type of symmetrical operation, the Weyl point charge is found. If two points are related by a rotation $\vec{k} \rightarrow R \vec{k}$, the Berry connection at $\vec{k}$ and $R \vec{k}$ are also related as $\vec{A}(\vec{k}) \rightarrow R \vec{A}\left(R^{-1} \vec{k}\right)$ and since the value of the curvature is independent of the choice of the coordinate, it is also related as $\vec{B}(\vec{k}) \rightarrow R \vec{B}\left(R^{-1} \vec{k}\right)$ Then, the surface integrals on tiny spheres surrounding the Weyl points at $\vec{k}^{*}$ and $R \vec{k}^{*}$ are related as

$$
\int_{S^{2}\left(\boldsymbol{R} \boldsymbol{k}^{*}\right)} \mathrm{d} k^{3} \boldsymbol{B}(\boldsymbol{k}) \cdot \boldsymbol{n}(\boldsymbol{k})=\operatorname{det}|R| \int_{S^{2}\left(\boldsymbol{k}^{*}\right)} \mathrm{d} k^{3} \boldsymbol{B}(\boldsymbol{k}) \cdot \boldsymbol{n}(\boldsymbol{k}),
$$

and the topological charge is same (different) if the rotation does (not) include spatial inversion $\operatorname{det}|R|=1(-1)$. TRS also gives notice the Weyl point at $-\vec{k}^{*}$. In this case, the relation of the topological charges is different from the case of spatial rotation since time reversal operation relates berry curvature as $\vec{B}\left(-\vec{k}^{*}\right)=\vec{B}\left(\vec{k}^{*}\right)$, whereas $\vec{B}\left(-\vec{k}^{*}\right)=-\vec{B}\left(\vec{k}^{*}\right)$ in the case of spatial inversion. Then, two Weyl points related by the TRS has a same Weyl point charge.

As known as the no-go theorem [81], the Weyl point in the periodic system must exist as a pair with the opposite chiralities. This can be simply explained by the section Chern number. Since the section Chern number is periodic in $k_{3}$, if the section Chern number changes from the original value, it must change with the opposite value until returning to the periodic point, meaning the existence of the Weyl point with the opposite charge.

Further for the TRS case, the section Chern number is zero at both of $k_{3}=0$ and $k_{3}=\pi$. Then if the section Chern number changes from zero, it must return to zero again until $k_{3}=\pi$. Further, the TRS guarantees the existence of Weyl point at the inversion point $-\vec{k}$ with the same topological charge. Therefore, the Weyl points appear as a set of four points in a TRS system. In addition, for a system with TRS, chirality of the structure is necessary for the following reason. First, TRS gives additional Weyl point at $-\vec{k}^{*}$ with the same topological charge. A mirror plane gives other two Weyl points with the opposite charge, and in this configure, both planes perpendicular and parallel to the mirror plane must include two Weyl points with the opposite charge at the same time and then the section Chern number can not change. Therefore, chirality in addition to just breaking spatial inversion symmetry is required. For example, a uniform stacking of two-dimensionally inversion broken structure brakes inversion symmetry but not chiral and the section Chern number is always zero.

Since Weyl points must exist as a pair with the opposite chiralities, the existence of Weyl point is topologically stable. It does not disappear with an arbitrary modulation of the system, though it moves in the Brillouin zone. The topological stability of the Weyl point is also seen from the two-band degeneracy. As denoted by Berry [37], an hermitian $2 \times 2$ matrix is given by the three Pauli matrices and three real coefficients

$$
H_{2 \times 2}=R_{x} \sigma_{x}+R_{y} \sigma_{y}+R_{z} \sigma_{z}=\left(\begin{array}{cc}
R_{z} & R_{x}-\mathrm{i} R_{y} \\
R_{x}+\mathrm{i} R_{y} & -R_{z}
\end{array}\right) \quad \boldsymbol{R} \in \mathbf{R}^{3} .
$$

In general for a band structure, the values of the coefficients change with the change of the wave vector $\vec{k}$. The wave vector is related to the parameter space $\vec{R}$ by the hamiltonian as $f_{H}(\vec{k})=\vec{R}(\vec{k})$. The eigenvalue of the hamiltonian is given by

$$
\varepsilon= \pm \sqrt{R_{x}^{2}+R_{y}^{2}+R_{z}^{2}}
$$

Then the Weyl point in the Brillouin zone $\vec{k} *$ is identified as the point satisfying $f_{H}\left(\vec{k}^{*}\right)=\overrightarrow{0} \in \vec{R}$. In general, the map $f_{H}$ of the three-dimensional Brillouin zone to the parameter space is a three dimensional object. A continuous modulation of the system deforms the object in the $\vec{R}$ space. If the 3D object includes the origin in the $\vec{R}$ space, the Weyl point(the inverse mapping of the origin) remains until the origin goes out of the 3D object by the modulation and thus the Weyl point in the 3D Brillouin zone is topologically stable. Although the mapping of the 3D Brillouin zone in the $\vec{R}$ space is in general a 3D object, existence of a certain symmetry restricts the mapping in a confined space in the $\vec{R}$ space. For example, invariance under the combination of time reversal and spatial inversion restricts the $2 \times 2$ hamiltonian to the real valued hamiltonian and it vanishes the $R_{y}$. The mapping under the symmetry is restricted to the $2 \mathrm{D} R_{x}-R_{z}$ plane. In this case, co-dimension of the mapping is one, and then if it includes the origin, the node extends as a line in the 3D Brillouin zone.

### 5.2 The dielectric photonic crystal of twisted columns arranged on honeycomb lattice

### 5.2.1 physical system

## Honeycomb array of air hole columns

Then, we consider to realize Weyl points in photonic crystals. Our strategy is to begin with a inversion symmetric structure and find a degeneracy line. Then, by adding an inversion breaking modulation we dissolve the degeneracy line into a degeneracy point. In order to observe chiral edge modes appearing as the bulk-edge correspondence to the finite section Chern number $C_{n}\left(k_{3}\right)$, it is required to have a clear gap on the entire twodimensional slice for a fixed $k_{3}$. Since a clear gap is required only on a 2D slice of $k_{3}$, it is appropriate to start with a two-dimensional system having pseudo-gap, a frequency region filled with only a few bands, and then to apply appropriate three-dimensional modifications to the structure.

We begin with a photonic crystal of hollow columns aligned on the honeycomb lattice as depicted in Fig. 5.1(a). We set the dielectric constant of the background medium to be $\varepsilon=20$. The lattice constant of the triangular lattice is taken to be $a=1$ for simplicity. The radius of the hollow cylinder is taken as $r=\sqrt{3} / 6$, which is maximum radius that does not overlap between cylinders on honeycomb lattice. The band structure obtained by solving the 2D eigenequation is shown in Fig 5.1(b), where TE(TM) modes are shown by the


Figure 5.1: Reprinted from [75] with the permission of American Physical Society. (a) A schematic of the photonic crystal consisting of the array of hollow cylinders on honeycomb lattice. The structure has sub-lattice degree of freedom A, B on the cylinders. The dielectric constant in the back ground material is set to $\varepsilon=20$ and it is set to $\varepsilon=1$ within the cylinder. The basic translation vectors forms a triangular lattice and the lattice constant is taken as $a=1$. The radius of the cylinder is set to $\sqrt{3} / 6$, which is the maximum radius for which the cylinders do not overlap. (b) The photonic band structure obtained by solving the 2D eigenequation for both of TE(solid line) and TM(broken line) modes. The degeneracy point(noted by the red circle) is distinctive in the frequency region enclosed by blue lines
solid(broken) lines. The band structure of this system has some similarity to that of the triangular lattice, which consists of dielectric columns [82]. The resemblance is obvious noticing the complementary region of the hollow honeycomb lattice composes a triangular lattice. In spite of this resemblance, we prefer to use the hollow honeycomb lattice in Fig. 5.1(a), since it has the sub-lattice structure of the honeycomb lattice and we will make use of this degree of freedom in the following discussion. Without three-dimensional modulation, the second and third TE modes of the hollow honeycomb lattice form 2D Dirac cones at K and K ' points, and TM modes do not mask these TE Dirac cones.

Owing to spatial inversion symmetry of the hollow honeycomb lattice, these TE Dirac cones are actually line degeneracies extending in the $k_{3}$ direction (Fig. 5.2). The photonic band structure in the Fig. 5.2 is obtained by solving the 3D eigenequation and note that there exist lines with almost flat band dispersion, as frequently found on a line such as the H-L line. Those modes correspond to guided mode, which propagates along the axial direction and strongly confined within the dielectric region. To break the line degeneracy into Weyl points, spatial inversion symmetry should be broken and we reshape each hollow cylinders into a hollow helix. Owing to the sub-lattice degrees of freedom, we can modulate columns differently on sub-lattices A and B of the honeycomb lattice.

## Weyl points and change in section Chern number

First, let us consider to apply the same twist on the both hollows at sub-lattices A and B (Fig. 5.3). By reshaping columns into helices, spatial inversion symmetry is broken and the line degeneracy is lifted except K or K ' point, which means emergence of the Weyl points. This reduction of degeneracy is explained in terms of the point group symmetry as followings. Without the twist, the system has $D_{6 h}$ symmetry, and the group of $k$ is $C_{3 v}$ on the line parallel to the $k_{3}$ axis passing through K or $\mathrm{K}^{\prime}$ points and specifically it is $D_{3 h}$ for K and K ' points. Since both of $C_{3 v}$ and $D_{3 h}$ contain two-dimensional representations, twofold degeneracy is allowed on the whole line, which supports the line degeneracy without twist. Then, with the twist, the reflection symmetry with respect to a plane including the $z$ axis is broken and the group of $k$ on the line parallel to the $k_{z}$ axis passing through $K$ and $K^{\prime}$ points reduces to $C_{3}$, except $K$ and $K^{\prime}$ points. This implies the degeneracy dissolves except $K$ and $\mathrm{K}^{\prime}$ points since $C_{3}$ does not contain any multidimensional representation. For K and K ' points, however, the group of $k$ changes from $D_{3 h}$ to $D_{3}$. By the compatibility relation, 2D representations of $D_{3 h}$ are connected to


Figure 5.2: (a)Photonic band structure of the honeycomb cylindrical holes(Fig. 5.1(a)). The 2D dirac point is placed on the K point around the frequency $\omega \approx 0.4$. The degeneracy extends as a line in the 3D Brillouin zone as denoted by the red circle. (b) The nodal lines in the 3D Brillouin zone.

2D representations of $D_{3}$, and thus, the degeneracies at K and $\mathrm{K}^{\prime}$ points survive even with the twist ${ }^{1}$.
The surviving degeneracy are two Weyl points with the same chirality since these points are related by twofold rotation around the $z$ axis. Then, the section Chern number $C_{n}\left(k_{3}\right)$ changes by $\pm 2$ when $k_{3}$ crosses $k_{3}=0$, because of two Weyl points on the $k_{3}=0$ plane [Figs. 5.3(b) and 5.3(c)]. Also,the same argument applies for the $k_{3}=\pi$ plane, but the Weyl points on the $k_{3}=\pi$ plane can not be observed, since the bands on which we focus merge into the other bands in increasing $k_{3}$ from 0 to $\pi$.

Next, we consider to change the twist of helix only for the one on the sub-lattice B [Fig. 5.4(a)]. With this modification, the twofold rotational symmetry around the $z$ axis and the axis perpendicular to $z$ axis no more exist and there is no reason for the two Weyl points are confined within the $k_{z}=0$ plane. However, the Weyl points found in Fig. 5.3(c) do not simply disappear because Weyl points are topologically stable object and only disappear by annihilating as a pair of Weyl points with opposite chiralities [81] ${ }^{2}$. Our numerical calculation shows that the Weyl points move to $\pm k_{z}$ directions as we increase the difference of the twists between sublattices. When one of the Weyl points moves in $+k_{z}$ direction, the other one moves in $-k_{z}$ direction due to TRS. In this case, the dispersion is gapped on the $k_{z}=0$ plane, and we have $C_{n}(0)=0$, which is consistent with the statement of the previous section. The section Chern number changes for large enough $k_{z}$ as expected from the existence of the Weyl points. We can regard the non-zero $k_{z}$ in the inversion broken structure as a TRS breaking effect in the 2D slice. Also, the broken $\pi$-rotational symmetry can be regarded as a inversion breaking effect in the 2D effect. Then, the transition at the finite $k_{3}$ can be regarded as the topological transition in the Haldane's honeycomb model for non-zero $M$.

## Edge modes

In order to investigate edge modes, we perform calculations using the gaussian basis elements on the truncated geometry in the $\vec{a}_{1}$ direction [see Fig. $5.5(\mathrm{~b})$ for the definition of $\vec{a}_{1}$ ] with finite width (eight unit cells in specific). At the interface, we place a material with a smaller dielectric constant in order to prevent the light from leaking to outside. The cladding is necessary because the momentum/frequency region we are focusing on lies above the light cone (for the same dielectric constant with the hollow region), which means that the light leaks out of the system.

In Figs. 5.5 and 5.6, the dispersion relations of the finite width system are compared with the bulk dispersions projected on the surface for several values of $k_{3}$. We find several bands apart from the bulk contribution,
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Figure 5.3: Reprinted from [75] with the permission of American Physical Society. (a)A schematic of the hollow shapes. The same twists are applied to sub-lattice A and B . The radius of the helix is taken as $h_{r}=0.05$. (b) The value of the section Chern number as a function of the $k_{3}$. At $k_{3}=0$, the value changes by two due to two Weyl points at K and K' points. (c) Photonic band structures in the 2D slices at values of $k_{3}$ indicated by the green points in the Fig. (b).


Figure 5.4: Reprinted from [75] with the permission of American Physical Society. (a)A schematic of the hollow shapes in the photonic crystal. The different twists are applied to sub-lattice A and B. The radius of the helix $h_{r}$ is set to $h_{r}=0.05$ for the sub-lattice A and to $h_{r}=0.03$ for the sub-lattice B. (b) The value of the section Chern number as a function of the $k_{3}$. The Chern number changes twist by one each. (c) Photonic band structures in the 2 D slices at values of $k_{3}$ indicated by the green points in the Fig. (b).


Figure 5.5: Reprinted from [75] with the permission of American Physical Society. (a)Photonic band dispersion in the cylindrical geometry of the structure of Fig. 5.3 plotted to $k_{2}$ for several values of $k_{3}$. The red(green) color on the line, which is determined from the moment of the eigenmode described in the main text, indicates the eigenmode is localized at the left(right) edge. (b)The cylindrical geometry of the structure, where the results in Fig. (a) are obtained. In the geometry, the system is periodic in the $\vec{a}_{2}$ direction but truncated with the finite width( 8 unit cells) in the $\vec{a}_{1}$ direction. The region colored by yellow is filled with a perfect metal, which prevent the light leaking outside. The left(right) side image shows the intensity of the eigenfield of the mode indicated by the red(green) point in the Fig. (a). The bottom images show the intensity profiles of the eigenmode in the vertical intersection indicated by the line in the above figures(top images).


Figure 5.6: Reprinted from [75] with the permission of American Physical Society. (a)Photonic band dispersion of the structure of Fig. 5.4 (different $h_{r}$ for sub-lattice A and B) plotted to $k_{2}$ for several values of $k_{3}$ in the same geometry as the Fig. 5.5.


Figure 5.7: Two types of woodpile structures as examples. (a) The woodpile structure with fcc translational symmetry, which has 3D full gap in its band structure. (b) A Chiral woodpile structure stacked with $\pi / 3$ in-plane rotation. For $n>2, \pi / n$-rotational stacking forms a chiral structure.
which signals appearance of edge modes. In fact, it is confirmed that the non-bulk bands are localized at the interfaces by examining the eigenvector for each mode. From eigenvectors obtained, we can also examine on which side, left or right, each mode localizes. In Figs. 5.5 and 5.6, the red color on the line corresponds to the states on the left edge, while the green color on the line to the states on the right edge. The color spectrum is determined by the moment of the eigenfield $\left\langle r_{1}\right\rangle_{H_{n, k}}=\int \mathrm{d}^{3} r r_{1} \vec{H}_{n, k}^{2}(\boldsymbol{r})$. As we change $k_{z}$, the way that the edge modes connect bulk bands changes in accordance with the change of the sum $\sum_{n=1}^{9} C_{n}\left(k_{z}\right)$, which confirms the bulk-edge correspondence. Also, the same argument also applies to gaps other than the 9th gap with nonzero total section Chern number. When the fixed momentum is conserved for $k_{z}$ with $\sum_{n=1}^{i} C_{n}\left(k_{z}\right)$ being nonzero, the wave propagates unidirectionally along the interface.

As discussed in the following chapter, this photonic crystal is similar to evanescently coupled twisted waveguides on honeycomb lattice studied by Rechtsman et al. [83]. In the system of evanescently coupled waveguides, the guide wave is described by the paraxial equation, where the $z$ axis, the propagation direction of a waveguide mode, is regarded as the temporal. Then, the twist of a waveguide becomes a temporal periodic modulation for waveguide modes and the appearance of the chiral edge modes is attributed to the Floquet topological band structure. However, we related the unidirectional propagation of them to the finite value of section Chern numbers.

There might exist some waveguide modes near the frequency of the Weyl point and it could lead to coupling between edge modes and wave guide modes. In such a case, it is possible to avoid the mixing between the edge modes and the waveguide modes by shifting the relative positions of them in the frequency. The relative shift can be achieved by changing the pitch of the helix since the dispersion of wave guide modes is easily affected by the periodic length in the $z$ direction, whereas that of TE-like modes is not so much.

### 5.3 Chiral woodpile photonic crystals

### 5.3.1 Circular dichroism of the chiral woodpile photonic crystal

The woodpile photonic crystal is constructed by simply stacking layers consisting of arranged rods. Because of its simple process, the woodpile structure is broadly adopted as a 3D photonic crystal. Despite its simplicity, the woodpile structure shows various functionality according to the ways of stacking. Perhaps, what rises in one's mind hearing a woodpile photonic crystal may be the woodpile structure with translational symmetry of fcc lattice Fig. 5.7. This structure is famous for its photonic band structure having three-dimensional band gap.

On the other hand, by stacking the layers with in-plane rotation, the structure becomes chiral, that is, stacking with $\pi / n$ in-plane rotation and with $-\pi / n$ in-plane rotation are not identical. Several spiral structures made were reported to show circular dichroism for light along with its axial direction [84-86]. The circular dichroism in chiral woodpile structure for light along with the stacking direction was also reported [87, 88]. The explanation for this effect is given by considering the potential felt by circularly polarized light [89]. To be specific, we assume the woodpile is rotated in the anti-clockwise direction the stacking. The light propagating in the $+z$ direction with anti-clockwise circular polarization is effectively in resonance at wave length equal


Figure 5.8: Reprinted from [88] with the permission of AIP Publishing. (a) The schematic of the $\pi / 3$-rotational chiral woodpile structure studied by Takahashi et.al., which consists of 16 layers (excerpted from [88]).(b) Comparison of transmittance of both circular polarization obtained from FDTD simulation. Two wavelength region $1.25 \mu \mathrm{~m}<\lambda<1.75 \mu \mathrm{~m}$ and $2.0 \mu \mathrm{~m}<\lambda<3.0 \mu \mathrm{~m}$ show clear circular dichroism. (c)Top view of the $\pi / 3-$ rotational chiral woodpile photonic crystal. Rotation angles after unit layer translation are different between the clockwise and anti-clockwise circular polarization. (d) Dispersion relation written for both circular polarization separately and the right figure is transmittance plot to the frequency.
to the thickness of six layers. This is because the rod rotates by $\pi / 6$ with the propagation of the single layer and then the light of anti-clockwise circulation with wavelength equal to the thickness of six layers feels the effective 1D periodic potential Fig. 5.8.

On the other hand, the light with clockwise circular polarization gets in resonance at wave length equal to the thickness of three-layers, since for the clockwise circulation the single layer translation rotates the rod by $-2 \pi / 3$ Fig. 5.8. At resonant wave length, the circularly polarized light gets reflected by the Bragg reflection. Then, at prohibited wavelength for one circular polarization, only the another circular polarization can go through the structure and thus it causes the circular dichroism.

## Fabrication of the structure

Each layer is made of dielectric materials such as GaAs. The array of rods, is formed by electron beam lithograpy and dry and wet etching. Then, the processed layers are stacked on a GaAs substrate one by one along the guiding post confirming each step by SEM image [90]. In current technology, the structure can be fabricated in scale of a few tenth of micro meters. In the study of the circular dichroism, The structure of this scale corresponds to near infra-red frequency for relevant effects. Also to avoid collapse, the thickness of the layer should be sufficiently thick.

## Experimental measurement

Circular dichroism is studied by measuring the transmittance of each circularly polarized light along the stacking axis to varying frequency. For transmittance spectrum, a super continuum laser is used as a light source and it is induced through a broad band wave-plate and an objective lens with a relatively small numerical aperture in order that it behaves as a plane wave through the sample with finite thickness. Then the transmittance is


Figure 5.9: Reprinted from [88] with the permission of AIP Publishing. (a) Scanning electron micro-graph (SEM) image of the fabricated 3D chiral photonic crystal. 16 layers are stacked using three posts as a guide. (b) Top view of the structure. The crossing points arranged in a triangle lattice are aligned along the helical axes.
measured using a monochromator and photo-detector and taking the ratio of output power to input. For more detailed measures, a frequency tunable monochromatic laser is used and sweeped through the interested region and polarization or ellipticity of transmitted light is measured by using a quarter wave-plate and linear polarizer. Also correction to transmission thorough the substrate is required. For a truncated structure, the bulk band dispersion in the direction parallel to the surface is obtained by measuring the transmittance varying the direction of inducing light to the sample. If the thickness of the sample is taken sufficiently largely, only light belonging to the bulk mode is transmitted since edge modes parallel to the surface cannot enter into bulk and edge modes along the propagating direction is localized at the perimeter of the sample.

### 5.3.2 Band strcutures of the chiral woodpile photonic crystals



Figure 5.10: (a)A schematic of the $\pi / 3$ chiral woodpile structure. Three independent layers are distinguished by colors(red, blue and green). (b) The unit cell of the periodic structure. (c)A top view of the structure. (d) The photonic band structure. The lowest three bands are made distinct with color. The Weyl points in the lowest three bands are enclosed by circles.

As obvious from Takahashi's explanation [88], it is the screw symmetry of the structure that is essential for the circular dichroism. On the other hand, the screw symmetry always accompanies Weyl points in its


Figure 5.11: (a) Two dimensional photonic band structures on several $k_{z}$ slices. The lowest three bands are distinguished by blue colors. The light cone are indicated by the broken line. (b) The section Chern number of the total of the lowest two bands as a function of $k_{z}$.
band structure. For lines parallel to the screw axis and that are invariant under the rotation part of the screw transformation, the fractional translation is also allowed. Due to the fractional translation, the dispersion curve on the line is folded and it necessarily produces crossing points. More detailed discussion is given in the later7.1. Getting off the line, the crossing is solved and the degeneracy is a Weyl point in the 3D Brillouin zone. Therefore, chiral woodpile structures having a screw symmetry is expected to accompany the Weyl point in its band structure.

## The $\pi / 3$ chiral woodpile photonic crystal

First, we take the $\pi / 3$ chiral woodpile photonic crystal as studied in the subsection of circular dichroism(the schematic is shown in Fig. 5.10). The topview of the structue(crossing points between rods) forms a triangular lattice. We assume the width of each rod to be 130 nm , inter-spacing between adjacent rods(the lattice constant) to be $a=500 \mathrm{~nm}$ and the thickness of each layer to be $500 / 3 \mathrm{~nm}$. In this thickness of the rod, the unit length in the stacking direction equals to the lattice length in the in-plane direction. Also, we assume the refractive index to be that of GaAs, $n=3.4$.

The bulk photonic band structure for the setup is shown in Fig. 5.10 (d). The most prominent Weyl point here is found between the 2 nd and 3 rd bands at the $K$ point. Since the lines parallel to the staking axis(the $z-$ axis) passing through the $K, K^{\prime}$ or $\Gamma$ point have the $a / 3$ fractional translation symmetry in the stacking direction, dispersion curves along those lines are folded into $1 / 3$. Then, each of them has one Weyl point between the 2nd and 3rd bands and another Weyl point between the 1 st and 2 nd bands. Since the structure has the same point group symmetry as that of the helical honeycomb photonic crystal, those Weyl are explained by the group theory and conversely, the Weyl points in the helical photonic crystal are also explained by the screw symmetry.

If we can fix the $k_{z}$ from incidence through sample propagation, we can focus on the 2 D slice of the fixed $k_{z}$ and photonic band structures on $k_{z}$ slices are shown in Fig 5.11. Since Weyl points lies at $K$ and $K^{\prime}$ points, two Dirac cones appear in the $k_{z}=0$ slice. With the increas of $k_{z}$, the Dirac cones dissolve and the section Chern number of the gap is nonzero(Fig. 5.10(b)). The sum of the section Chern numbers $C\left(k_{z}\right)$ below the energy gap between the second and third bands changes from -1 to +1 at $k_{z}=0$. The sudden change by +2 indicates two Weyl points with +1 charge at the $K$ and $K^{\prime}$ point. When the spatial symmetry is reduced by modifying the rod width in one of the three semiconductor layers, the two Weyl points are separated in the opposite $k_{z}$ directions and $C\left(k_{z}\right)$ gradually changes one by one as a function of $k_{z}$, as in the previous case of the honeycomb
array of spirals with different twists between sublattices. Note that the Weyl point must appear as a pair with $\pm 1$ respective topological charges. In the present case, the other two Weyl points with -1 charge exist at the A point(on the line passing the $\Gamma$ point). Since the A point is invariant under $\pi$ rotation around the $z$-axis, two Weyl points pile up there and dispersion around it is quadratic. Then, the degeneracy points contributes by two to the section Chern number. Though Weyl points inevitably arise because of the screw symmetry, the section Chern number can be zero. In the present case, the dispersion curve on the line passing $\Gamma$ and A points is opposite from that on the line passing $K$ and $H$ points, in the way that the 1 st and $2 \mathrm{nd}(2 \mathrm{nd}$ and 3 rd ) bands cross at the $\Gamma(\mathrm{A})$ point while they cross at the $\mathrm{H}(\mathrm{K})$ point. When those crossing occur at the same time in $k_{z}$, the section Chern number can not change from zero [91].

Due to the TRS, the slice dispersion at $-k_{z}$ is given by rotating the dispersion at $k_{z}$ by $\pi$ around $z$. The band gap in the $k_{z}$ slice is largest at about $k_{z} \simeq=2 \pi / 3$. This seems to be relevant to the resonant wave length of the circular dichroism. In addition, most part of the topological gap comes below the light cone, meaning the edge mode is bounded at interface without any artificial coatings.


Figure 5.12: (a)Photonic band structure for fixed $k_{z}=2 \pi / 3$ in the finite width geometry. The color of lines represents the intensity momentum of the eigenmode in the $a_{1}$ direction $\int \mathrm{d}^{3} r a_{1} \mid \vec{H}\left(\left.\vec{r}\right|^{2}\right.$. The dotted lines in the figure represents the light cone.)(b) The finite width geometry of Fig. (a). 10 times repetition of rod structures are taken, two unit cells are taken for air region for both sides and the vanishing boundary condition is taken. (c) The intensity profile $\left(|\vec{H}(\vec{r})|^{2}\right)$ of the edge mode at $k_{2}=2 \pi / 3(4 \pi / 3)$, which is represented by the red(green) point in the Fig. (a). (d) The decay profile of the edge modes of Fig. (c), which is given by contracting intensity as $f\left(a_{1}\right)=\int \mathrm{d} r_{2} \mathrm{~d} r_{3}|\vec{H}(\vec{r})|^{2}$. The profile of $k_{2}=2 \pi / 3\left(k_{2}=4 \pi / 3\right)$ is fitted by the red line, $f\left(a_{1}\right)=c \exp \left(-(a / 14)(x-(b / 14))\right.$ with $c=1.92 \times 10^{-2}\left(1.92 \times 10^{-2}\right), a=3.42(-3.44)$ and $b=2(11)$.

## Edge mode

In next, we examine the edge mode in the topologically non-trivial gap. To examine edge modes, we set finite width system of 9 unit cells in the $\vec{a}_{1}$ direction(Fig. $\left.5.12(\mathrm{~b})\right)$ with termination by air(empty) regions of $2(3)$ unit cells for the left(right) side. The boundary of the computational space is terminate by the vanishing boundary condition. In the $\vec{a}_{2}$ direction, the system is periodic and eigenfrequency spectrum is plotted to $k_{2}$. In Fig. 5.12(a), the frequency dispersion for $k_{z}=2 \pi / 3$ is shown. Compared to the corresponding result in the Fig. 5.11, edge modes are seen in the bulk gap. The color of the lines represents which side of the system the edge mode is localized at, which is determined by the momentum of the intensity profile of the eigenstate in the $\vec{a}_{1}$ direction. The red(green) color means that the edge mode is localized at the left(right) edge.

The gap around $\omega a / 2 \pi c \approx 0.4$ has the Chern number of +1 (Fig. 5.11). The edge modes appearing in the gap reflects the Chern number since the propagation direction of a wave packet(gradient of the dispersion) along interfaces is the counter-clockwise direction. Because of the TRS, the result in the $-k_{z}$ is given by inverting the result of $k_{z}$ with respect to the $k_{2}$. Then the propagation direction of a wave packet is the clockwise direction in accordance with the Chern number. Propagation reflecting the edge modes of this property is well described
by a result of finite difference time domain(FDTD) simulation in the following.
Since edge modes are formed in the region below the light cone, it is confined at interface without any coating. Eigenmodes with color(red or green) in the Fig. 5.12(a) above the light cone extend in the air region. Whether topological edge modes come below the light cone or not depends on the type of termination.

Decay profiles of edge modes at $k_{2}=2 \pi / 3,4 \pi / 3$ are shown in the Fig. 5.12(d). Because of the symmetry under the rotation by $\pi$ around $z$, the result is symmetric with respect to $\pm k_{2}$. The decay profile is fitted to an exponential. The exponential is fitted in the region of the woodpile structure(discarding the air region) and the function is obtained by the Levenberg-Marquardt algorithm implemented in gnuplot [92]. However, the decay profile is not a smooth exponential function but has bumps. The bump reflects the woodpile structure. Eigenmodes tend to be localized in the dielectric region. The location of bumps in the Fig. 5.12 corresponds to the location of the red rods in the Fig. 5.12. Also, the intensity is stronger at interfaces.


Figure 5.13: The setup for the FDTD simulation. (a)The entire configuration of the setup. A lump of the $\Pi / 3$ chiral woodpile photonic crystal is put in $\operatorname{air}(v a c u u m)$. (The rectangular light source is shown by a yellow box. Incident light is generated with TE-polarization and the normalized frequency of $\omega a / 2 \pi c=0.341$.(b)A front view of the configuration seen from the side of light source. The depth of the rods is taken to be 167 nm , the width to be 160 nm and the inter-spacing between rods is taken to be 500 nm .(c) A top view of the configuration.)

## FDTD simulation

Finally, we examine the effect of the edge modes by the FDTD simulation. In one way, the effect of edge modes would be confirmed by an incidence of a pulse wave with the frequency of the corresponding gap and examining the spatial profile of the transmitted wave. Transmitted waves mostly have the wave number $k_{y}>$ 0 (Fig. 5.13(a)). If we choose the frequency of the incident wave to the frequency of the gap , the transmittance profile in the upper part is expected to be strong in the right side edge(Fig. $5.13(\mathrm{a})$,(b)) since waves propagating in the above direction mostly have the wave number of $k_{z}>0$. On the other hand, the transmittance profile in the lower part is expected to be strong in the left side edge from the section Chern number(Fig. 5.11(b)) and the transmittance profile in the middle part is expected to be balanced between both sides.

In the simulation, we consider to induce a monochromatic light from a rectangular light source in front of the sample with the frequency center of the $\operatorname{gap}(\omega=0.341)^{3}$ with the TE polarization(Fig. 5.13). Electric fields after reaching an equilibrium are shown in Figs. 5.14 and 5.15. Electric fields on the $y$ slices are shown in Fig. 5.14. In the left side(Figs. 5.14(b),(d)) the amplitudes are stronger in the bottom part while in the right side(Figs. 5.14(c),(e)), they are stronger in the top. Moreover, electric fields on the $z$ slices are shown in Fig. 5.15. In the top(Figs. 5.15(b)) the wave is directed to the right direction, while in the bottom(Figs. 5.14(c)), the wave is directed to the left. The obtained results are consistent with the expectation from the section Chern number and dispersion of edge modes.

[^5]

Figure 5.14: (a) Slices in both sides are shown by the colored planes with green and red for the right side and left side respectively. (b),(d) An amplitude profile in the left side(shown by the red plane in Fig. (a)) at a certain instant for $E_{z}$ and $E_{x}$ respectively.(c),(e) An amplitude profile in the right side(shown by the green plane in Fig. (a)) at a certain instant for $E_{z}$ and $E_{x}$ respectively.


Figure 5.15: (a) Slices in top and bottoms are shown by the colored planes with purple and yellow for the top and bottom side respectively. (b)An amplitude profile in the top of the sample(shown by the purple plane in Fig. (a)) at a certain instant for $E_{z}$.(c)An amplitude profile in the bottom(shown by the yellow plane in Fig. (a)) at a certain instant for $E_{z}$.

### 5.4 Conclusion

In this chapter, the photonic crystal consisting of honeycomb array of helix-shaped holes in the dielectric material is analyzed. The edge modes along the spiral at surface of the photonic crystal are related to the section Chern number given in the 2D surface perpendicular to the uni-axis as the bulk-edge correspondence. The occurrences of the non-zero section Chern number is attributed to Weyl points lying in the $k_{z}=0$ (time reversal invariant) plane. Also we examined similar phenomena occurring in the chiral woodpile photonic crystal, which has a similar structural symmetry as the array of helices.

The chiral woodpile photonic crystal is already fabricated in tens of micrometers, which are suitable for integration to the currently existing electrical/optical systems. In the very same sample, circular dichroism has already been observed. Then, the studied topological edge modes also will be experimentally observed.

## Chapter 6

## Analogy between temporal and spatial modulation

In the former part of this chapter, our interest is placed on the similarities between temporal periodic modulation and spatial periodic modulation. Under periodic temporal modulation $H_{\text {ext }}(t+T)=H_{\text {ext }}(t)$, the energy of the system is no more conserved quantity. However the periodicity in the temporal modulation guarantees the conservation of the quasi-energy, which is the analog of the quasi-momentum(Bloch momentum) in spatial periodicity, and the steady states are given by the Floquet states satisfying $|\psi(t+T)\rangle=\mathrm{e}^{-\mathrm{i} \omega T}|\psi(t)\rangle$.

Oka and Aoki [93] showed that a strong laser field with circular polarization on graphene opens a gap in the dirac cone dispersion and induce topologically non-trivial band structure for the quasi energy dispersion of the floquet mode. This is the first proposal of the floquet topological insulator. Further, the floquet state in the model is studied in the effective hamiltonian method by Kitagawa et al. and the phase pattern for the "one photon assisted" hoppings is shown to be same as the phase pattern of the next nearest hoppings in the alternate fluxes of Haldane's honeycomb lattice. As described in the Sec. 3.4, the paraxial equation for the evanescently coupled wave guides takes the same form as the Shrodinger equation of a discrete lattice with the spatial coordinate in the propagation direction being the temporal coordinate instead. Rechtsman et al. made an honeycomb array of spiral wave guides( [83]), and the paraxial equation in this case takes the same form as the system of graphene under circularly polarized laser field considered by Oka and Aoki. On the other hand, the honeycomb array of the helical dielectric waveguides almost has a same structure as the uniaxial chiral photonic crystal described in the previous chapter(5.2.1), where the localized propagation modes are ascribed to the existence of Weyl points in the three-dimensional band structure. This fact urges us to consider about the similarity between the temporal and the spatial modulation. We compare the two view points and relate the one side of the result to the other side. Also, we will show a simple tight-biding model of a stacked honeycomb lattice with slight modulation in the stacking are also mapped to the Haldane's honeycomb model and effectively to the Oka and Aoki's system, meaning the effect of spatial modulation can be regarded as a temporal modulation.

Though, the paraxial equation of the honeycomb array of evanescently coupled spiral waveguides are mapped to the Floquet topological insulator in one way, the derivation of the paraxial equation includes several simplifications, which are uncertain in the curved waveguide, and might be different from purely temporary varying systems. In the later part of this section, we consider floquet modes in purely time varying photonic crystals. The results are almost expectable without analysis. Further actual implementation seems to be unreasonable for photonic systems since delay of temporal modulation in space is comparable with dynamic scale of photonic modes. However, the same argument is applicable to other continuous classical systems such as elastic systems and it can be advantage since mapping of paraxial equation to the Schrodinger equation is unique to the optical wave guide and retardation can be negligible in elastic systems.

This chapter is structured as follows. In the first section, we begin with describing two approaches for Floquet mode analysis. One way is the wave expansion method, that is, expansion of the Hilbert space to the Sambe space [94] and the other way is the effective hamiltonian method. In the next section, we describe the Floquet topological insulator and show the paraxial equation in the honeycomb array of evanescently coupled spiral wave guides are mapped to the Oka and Aoki's graphene system. Further, we compare the floquet
mode analysis to the evanescently coupled wave guides to the three dimensional band structure analysis of the uniaxially anisotropic chiral photonic crystal. In the third section, we take a simple tight binding model of a stacked honeycomb lattice with modulation in the stacking direction and relate the effective hamiltonian in perturbation to the Haldane's honeycomb model. In the fourth section, we consider floquet modes in time varying photonic crystals. First, we describe the procedure for obtaining the Floquet modes in photonic crystals. Then we analyze, the floquet band structure and topological edge modes induced by time varying effects.

### 6.1 Wave expansion and effective hamiltonian methods for temporally varying systems

## Wave expansion method(Floquet modes expansion)

When a time varying hamiltonian is periodic in time with period $T$

$$
\begin{equation*}
\hat{H}(t+T)=\hat{H}(t), \tag{6.1}
\end{equation*}
$$

similarly to the spatially periodic case, the eigenstates are given by floquet modes satisfying,

$$
\begin{equation*}
\left|\Psi_{\omega}(t+T)\right\rangle=\mathrm{e}^{-\mathrm{i} \omega T}\left|\Psi_{\omega}(t)\right\rangle . \tag{6.2}
\end{equation*}
$$

Here, $\omega$ is the quasi frequency(eigenvalue) and it spans between $0 \leq \omega<\Omega \quad(\Omega=2 \pi / T)$. It is appropreate, as in the case of the Bloch state, to denote the floquet mode $\mid \Psi_{\omega}(t)$ as

$$
\begin{equation*}
\left|\Psi_{\omega}(t)\right\rangle=\mathrm{e}^{-\mathrm{i} \omega t}\left|\psi_{\omega}(t)\right\rangle, \tag{6.3}
\end{equation*}
$$

where $\left|\psi_{\omega}(t)\right\rangle$ is a temporally periodic state

$$
\begin{equation*}
\left|\psi_{\omega}(t+T)\right\rangle=\left|\psi_{\omega}(t)\right\rangle . \tag{6.4}
\end{equation*}
$$

By substituting the floquet mode into the time dependent Schrodinger equation, we obtaine the floquet mode equation

$$
\begin{gather*}
\hat{H}(t)\left|\Psi_{\omega}(t)\right\rangle=\mathrm{i} \hbar \frac{\partial}{\partial t}\left|\Psi_{\omega}(t)\right\rangle=\hbar \omega\left|\Psi_{\omega}(t)\right\rangle+\mathrm{i} \hbar \mathrm{e}^{\mathrm{i} \omega t} \frac{\partial}{\partial t}\left|\psi_{\omega}(t)\right\rangle \\
\hat{H}\left|\psi_{\omega}(t)\right\rangle=\left(\hbar \omega+\mathrm{i} \hbar \frac{\partial}{\partial t}\right)\left|\psi_{\omega}(t)\right\rangle . \tag{6.5}
\end{gather*}
$$

One of the choices for expanding the floquet mode is the planewave expansion $[94,95]$

$$
\begin{equation*}
\left|\Psi_{\omega}(t)\right\rangle=\mathrm{e}^{-\mathrm{i} \omega t} \sum_{m}\left|\psi_{m}(t)\right\rangle=\sum_{m, i} c_{m, i} \mathrm{e}^{-\mathrm{i}(\omega+m \Omega) t}\left|\phi_{i}\right\rangle . \tag{6.6}
\end{equation*}
$$

Also we take a fourier transformation of $\hat{H}(t)$

$$
\begin{equation*}
\hat{H}(t)=\mathrm{e}^{-\mathrm{i} m \Omega t} \hat{H}_{m} . \tag{6.7}
\end{equation*}
$$

By taking the inner product from the both hands of the Eq. (6.5),

$$
\begin{gather*}
\left.\sum_{m, j} c_{m, j}\left\langle\left\langle\phi_{i} \mathrm{e}^{\mathrm{i}\left(\omega+\Omega_{n}\right) t}\right| \hat{H} \mid \phi_{j} \mathrm{e}^{-\mathrm{i}\left(\omega+\Omega_{m}\right) t}\right\rangle\right\rangle=\sum_{m, j} c_{m, j} \hbar(\omega+m \Omega)\left\langle\left\langle\phi_{i} \mathrm{e}^{\mathrm{i}\left(\omega+\Omega_{n}\right) t} \mid \phi_{j} \mathrm{e}^{-\mathrm{i}\left(\omega+\Omega_{m}\right) t}\right\rangle\right\rangle \\
\sum_{m, j} c_{m, j}\left\langle\phi_{i}\right| H_{n-m}\left|\phi_{j}\right\rangle=\hbar(\omega+m \Omega) \delta_{n m} \delta_{i j} \tag{6.8}
\end{gather*}
$$

Here, we donote the total inner product as $\langle\langle\phi(t) \mid \psi(t)\rangle\rangle=\int_{0}^{T} \mathrm{~d} t\langle\phi \mid \psi\rangle=\int_{0}^{T} \mathrm{~d} t \int \mathrm{~d}^{3} r \phi^{*}(\boldsymbol{r}, t) \psi(\boldsymbol{r}, t)$, and spatial inner product only as $\langle\phi \mid \psi\rangle$.

Thus the floquet mode equation for planewave expansion sattisfies

$$
\begin{equation*}
\sum_{m, j}\left\langle\phi_{i}\right| \hat{H}_{n-m}\left|\phi_{j}\right\rangle c_{m, j}=\hbar(\omega+m \Omega) c_{n, i} \tag{6.10}
\end{equation*}
$$

By diagonalizing the entire matrix, we obtain a quasi energy as an eigenvalue and floquet mode correspoinding to it. Note that the fourier transformed hamiltonian in the left hand side of the eigenequation is invariant against translation, and thus the spectrum of eigenvalue appears as periodic pattern. Thus all the information falls into the limited range of width $\Omega$.

## Effective hamiltonian approach

Using the evolution operator $\hat{U}\left(t, t_{0}\right)$, time evolution of the state $|\Psi(t)\rangle$ is written as

$$
\begin{equation*}
|\Psi(t)\rangle=\hat{U}\left(t, t_{0}\right)\left|\Psi\left(t_{0}\right)\right\rangle . \tag{6.11}
\end{equation*}
$$

The evolution operator sattisfies the Schrodinger equation

$$
\begin{equation*}
\mathrm{i} \hbar \frac{\partial}{\partial t} \hat{U}\left(t, t_{0}\right)=\hat{H}(t) \hat{U}\left(t, t_{0}\right) \tag{6.12}
\end{equation*}
$$

and it is given using the time dependent periodic hamiltonian $\hat{H}(t)$ as

$$
\begin{equation*}
\hat{U}(t)=\mathcal{T} \exp \left[-\frac{\mathrm{i}}{\hbar} \int_{0}^{t} \mathrm{~d} t^{\prime} \hat{H}(t)\right], \tag{6.13}
\end{equation*}
$$

where $\mathcal{T}$ means taking the $T$-ordered product. Obviously, if the $\hat{H}(t)$ is always herimitian, the $\hat{U}\left(t, t_{0}\right)$ is unitary. It sattisfies the fundamental relations for an evolution operator

$$
\begin{equation*}
\hat{U}(t, t)=\hat{1}, \quad \hat{U}\left(t_{2}, t_{1}\right) \hat{U}\left(t_{1}, t_{0}\right)=\hat{U}\left(t_{2}, t_{0}\right) . \tag{6.14}
\end{equation*}
$$

For the temporaly periodic hamiltonian $\hat{H}(t+T)=\hat{H}(t)$, the evolution eperator sattisfies the relations

$$
\begin{equation*}
\hat{U}(t+T, T)=\hat{U}(t, 0), \quad \hat{U}(t+T, 0)=\hat{U}(t, 0) \hat{U}(T, 0) . \tag{6.15}
\end{equation*}
$$

Using these relations, we obtain

$$
\begin{equation*}
\hat{U}(n T, 0)=[\hat{U}(T, 0)]^{n}, \tag{6.16}
\end{equation*}
$$

with the $n$ being an integer. In a long time scale $t=n t+\delta t, n t \gg \delta t$, the time evolution is well given by the $\hat{U}^{n}(T)$. The effective hamiltonian is introduced as a static hamiltonian giving the $U(T)$

$$
\begin{equation*}
U(T, 0)=\mathcal{T} \exp \left[-\frac{\mathrm{i}}{\hbar} \int_{0}^{T} \mathrm{~d} t^{\prime} \hat{H}\left(t^{\prime}\right)\right] \equiv \exp \left(-\frac{\mathrm{i}}{\hbar} H_{\mathrm{eff}} T\right) . \tag{6.17}
\end{equation*}
$$

### 6.2 The floquet topological insulator in evanescently coupled twisted wave guides

A temporary periodic modulation can introduce a TRS breaking effect even if an instantaneous hamiltonian has TRS at any time. As first shown by Oka and Aoki in 2009 [93], application of an intense laser field with circular polarization to a two-dimensional dirac electron system cause a TRS breaking effect and opens a gap in the Dirac cone dispersion. The effective TRS breaking is caused by the circular polarization. The gap does not open in the case of linear polarization ${ }^{1}$. In the laser field, an electron interacts mainly with the electric field of the laser and the magnetic field is negligible. The electric field appears as the vector potential satisfying $\partial / \partial t \boldsymbol{A}(t)=\boldsymbol{E}(t)$. The hamiltonian for a two dimensional mass less dirac electron becomes

$$
\begin{equation*}
\mathcal{H}=\tau v\left(k_{x}+A_{x}\right) \sigma_{x}+v\left(k_{y}+A_{y}\right) \sigma_{y} . \tag{6.18}
\end{equation*}
$$

[^6]Here, $\sigma$ are pauli matrices, $v$ is a velocity of the Dirac particle and $\tau$ is its chirality. In the hamiltonian, the vector potential appears as

$$
\left(\begin{array}{cc}
0 & A \tau \mathrm{e}^{-\mathrm{i} \tau \Omega t}  \tag{6.19}\\
A \tau \mathrm{e}^{\mathrm{i} \tau \Omega t} & 0
\end{array}\right) .
$$

The velocity $v$ can be incorporated into the intensity $A^{2}$. Thus, we set it as $v=1$. The vector potential varies in time as

$$
\begin{equation*}
\left(A_{x}(t), A_{y}(t)\right)=(A \cos (\Omega t), A \sin (\Omega t)) \tag{6.20}
\end{equation*}
$$

Below we derive the floquet mode by the wave expansion method. The time invariant part of the hamiltonian is

$$
\hat{H}_{m m}=\left(\begin{array}{cc}
0 & k_{x}-\mathrm{i} k_{y}  \tag{6.21}\\
k_{x}+\mathrm{i} k_{y} & 0
\end{array}\right),
$$

and non-zero time dependent parts for $\tau=1$ and $\tau=-1$ are

$$
\hat{H}_{m, m+1}=\left(\begin{array}{cc}
0 & A  \tag{6.22}\\
0 & 0
\end{array}\right), \quad \hat{H}_{m, m-1}=\left(\begin{array}{cc}
0 & 0 \\
A & 0
\end{array}\right),
$$

and

$$
\hat{H}_{m, m+1}=\left(\begin{array}{cc}
0 & 0  \tag{6.23}\\
-A & 0
\end{array}\right), \quad \hat{H}_{m, m-1}=\left(\begin{array}{cc}
0 & -A \\
0 & 0
\end{array}\right),
$$

respectively. The floquet mode band structure is obtained by the diagonalizing the equation (6.10). Since the induced field is monochromatic in this case, the entire matrix $\hat{H}$ is the tridiagonal matrix of the $2 \times 2$ block matrix $\hat{H}_{m, m \pm 1}$. In the numerical diagonalization, the matrix have to be truncated at certain $m$. The results of diagonalization are shown in Fig. 6.1. The dispersion is characterized by the ratio $A / \Omega$.


Figure 6.1: Dispersion along the intersection $k_{y}=0$. The values are from left $A / \Omega=0,0.2,0.8$ respectively.

The graphene also has two dirac cone dispersions at K and K ' points in the Brillouin zone with the opposite chiralities. Since application of the intense laser field with circular polarization into the graphene opens gap in the dirac cones with the effective TRS breaking effect, the floquet band structure is topologically non-trivial. It is the first proposal of the floquet topological insulator [93]. Kitagawa et al. showed that the effective hamiltonian of the floquet topological insulator of the honeycomb model is same as that of the Haldane's honeycomb model [96]. In the tight-binding model, the vector potential is introduced by the Pierls approximation. Taking the $1 / \Omega$ expansion to the first order [96], the effective hamiltonian reads

$$
\begin{equation*}
H_{\mathrm{eff}} \simeq H_{0}+\frac{\left[H_{-1}, H_{1}\right]}{\Omega}+O\left(1 / \Omega^{2}\right), \tag{6.24}
\end{equation*}
$$

and it becomes further near the K or $\mathrm{K}^{\prime}$ point

$$
\begin{equation*}
H_{\mathrm{eff}} \simeq v\left(\sigma_{y} k_{x}-\sigma_{x} k_{y} \tau_{z}\right) \pm \frac{v^{2} A^{2}}{\Omega} \sigma_{z} \tau_{z}+O\left(1 / \Omega^{2}\right) . \tag{6.25}
\end{equation*}
$$

[^7]Here the $A$ is proportional to the laser intensity and $H_{n}$ is the $n$-th fourier coefficient of the time-dependent hamiltonian. The modification of the hamiltonian with respect to the static case is the second term in the Eq. (6.25). This term comes from the sum of two second order processes, the one $H_{1} \frac{1}{\omega-(\omega+\Omega)} H_{-1}$ where electron absorbs a photon and then emits a photon, and another $H_{-1} \frac{1}{\omega-(\omega-\Omega)} H_{1}$ where electron emits a photon and absorbs a photon. These processes forms the one-photon assisted next nearest hoppings with the same phase pattern with the Haldane's honeycomb model.

If time dependence of the hamiltonian can be taken to be symmetric with respect to an arbitrary time $t_{0}$, $\hat{T} \hat{H}\left(-t+t_{0}\right) \hat{T}^{-1}=\hat{H}\left(t+t_{0}\right)$, it is time-reversal symmetric in the level of the effective static hamiltonian [97]. Though emergence of a topologically non-trivial band structure is expected when a band degeneracy is solved by a TRS breaking effect, in certain cases, existence of a combinational symmetry with a spatial rotation can protect the degeneracy [98].

### 6.2.1 Floquet topological insulator in the evanescently coupled wave guides

As mentioned in the chapter 4, the paraxial equation for the two-dimensional array of wave guides takes the same form as the two-dimensional Schrodinger equation regarding the propagation coordinate as the temporal coordinate

$$
\begin{equation*}
\mathrm{i} \nabla_{z} \psi(x, y, z)=\left\{-\frac{1}{2 k_{0}} \nabla_{\perp}^{2}-k_{0} \frac{\delta n}{n_{0}}\right\} \psi(x, y, z) \tag{6.26}
\end{equation*}
$$

Here the $\psi(x, y, z)$ is the envelope function and the actual electric field is given by $\vec{E}(x, y, z)=\vec{e}_{x} \mathrm{e}^{\mathrm{i} k_{0} z} \psi(x, y, z)$. The frequency of the electric field is given by $\omega=c k_{0} / n$, where the $n$ is the refractive index of the background medium. The $\delta n(x, y, z)$ is the local difference of the refractive index from the background one and plays the role of the external potential in the Schrodinger equation. As shown in the Chapter 4, if we make the honeycomb pattern of the different spot of $\delta n$, the band structure resembling to that of graphene appears.

Then the deformation of a straight waveguide into a curved wave guide means an explicit temporal modulation of the Schrodinger equation. Rechtsmann et al. considered to twist each of waveguides of the honeycomb array to form a helix, and they found it cause the same effect as the circularly polarized laser field. This can be well seen by taking a reference coordinate where the $x-y$ slice plane is invariant

$$
\begin{equation*}
\left(x^{\prime}, y^{\prime}, z^{\prime}\right)=(x+R \cos (\Omega z), y+R \sin (\Omega z), z) \tag{6.27}
\end{equation*}
$$

where the $R$ is the radius of the helix and the $\Omega=2 \pi / L$ and the $L$ is the pitch of the helix in the unit twist. In the reference coordinate, the paraxial equation becomes

$$
\begin{equation*}
\mathrm{i} \partial_{z^{\prime}} \psi\left(x^{\prime}, y^{\prime}, z^{\prime}\right)=\left\{-\frac{1}{2 k_{0}}\left(\nabla_{\perp}+\mathrm{i} \vec{A}\left(z^{\prime}\right)\right)^{2}-\frac{k_{0} R^{2} \Omega^{2}}{2}-\frac{k_{0} \delta n\left(x^{\prime}, y^{\prime}\right)}{n_{0}}\right\} \psi\left(x^{\prime}, y^{\prime}, z^{\prime}\right), \tag{6.28}
\end{equation*}
$$

where the $\vec{A}(z)=,k_{0} R \Omega(\sin (\Omega z),-\cos (\Omega z))$ is equivalent to the vector potential in the circularly polarized laser field. Then, it is obvious that the deformation of the straight waveguide into the helix opens a gap in the dirac cone dispersion in the honeycomb array of the waveguides and the band structure becomes topologically non-trivial.

### 6.2.2 Stacked honeycomb model and Haldane's honeycomb model

In the previous section, we discussed the equivalence between the floquet topological insulator of the honeycomb lattice under ac magnetic field and the evanescently coupled twisted wave guides and also mention that the coupled twisted wave guides are essentially same situation as pseudo two dimensional chiral photonic crystal discussed in the sec. 5.2.1.

In this section, we attempt to mimic the pseudo two dimensional chiral photonic crystal by a simple tightbinding model and derive the effective TRS breaking effect for finite $k_{z}$. According to the hollow location, we take a honeycomb lattice as a two dimensional basis and stack it in the $z$-direction. Within the plane, we assume only the nearest neighbor coupling $t_{1}$ and also assume the vertical hopping $t_{2}$ in the stacking direction. To introduce the effect of twisting, we distinguish the each of three layers and displace the second and third layers in the direction of the nearest neighbor link to form the $2 \pi / 3$ screw symmetry. As a result, we take the
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Figure 6.2: The tight-binding model of the stacked honeycomb lattice with the twisting displacement.(a) The links of the nearest neighbor hopping $t_{1}$, the vertical hopping $t_{2}$ and the oblique hopping $t_{3}$ are shown. The second and third layers are displaced in the direction of the bold arrow.(b) The upper right figure shows the direction of the displacement for each layer. The bottom figure shows the relative displacement between adjacent layers. It is chosen to be the direction of the nearest neighbor link.
additional oblique link $t_{3}$ between the closest points in the adjacent layers. Separating the effect of the twist, we write the tight-binding hamiltonian

$$
\begin{align*}
\mathcal{H} & =\mathcal{H}_{0}+\mathcal{H}^{\prime} \\
\mathcal{H}_{0} & =\sum_{\langle i, j\rangle} \sum_{k} t_{1} c_{\bullet, i, k}^{\dagger} c_{\circ, j, k}+\sum_{\mathrm{o}, \bullet} \sum_{i} \sum_{k} c_{\sigma, i, k+1}^{\dagger} c_{\sigma, i, k}+\text { h.c. }  \tag{6.29}\\
\mathcal{H}^{\prime} & =\sum_{i, k}\left[-t_{3} c_{\bullet, i+\mu(k), k+1}^{\dagger} c_{\circ, i, k}+t_{3} c_{\circ, i-\mu(k), k+1}^{\dagger} c_{\bullet, i, k}\right]+h . c .
\end{align*}
$$

where the $\vec{\mu}(k)$ is defined for each layer according to the displacement as

$$
\begin{equation*}
\vec{\mu}(1)=(0,0), \quad \vec{\mu}(2)=(-1,0), \quad \vec{\mu}(3)=(0,-1) \tag{6.30}
\end{equation*}
$$

in the basis vector of the triangular lattice. Note that the sign difference in the hopping terms of $\mathcal{H}^{\prime}$. This is because the oblique link in the ascending direction $\circ \rightarrow \bullet$ gets closer while the link $\circ \rightarrow \bullet$ goes away(Fig. 6.2). Without the perturbation $\mathcal{H}^{\prime}$, they are just three copies of the honeycomb lattice and different only by the energy shifts due to kinetic energy in the $z$-direction given by $2 t_{2} \cos \left(k_{z}+2 \pi i / 3\right)(i=0,1,2)$. Taking the $t_{2}$ as the minus value, in $k_{z}=0$, the lowest two bands are separated from the other four bands and the double degeneracy(Dirac cone dispersion) occurs at K or $\mathrm{K}^{\prime}$ point. we consider to solve the degeneracy with the perturbation $\mathcal{H}^{\prime}$ for $k_{z} \neq 0$.

Without the perturbation, the eigenstates are also eigenstates of the $p_{z}$. It is convenient to take the basis states as

$$
\begin{equation*}
\left|\psi_{\sigma, i}^{\alpha}\right\rangle=\sum_{k} \mathrm{e}^{\mathrm{i} k_{z} k}\left\{c_{\sigma, i, 0+3 k}^{\dagger}+\omega_{\alpha} \mathrm{e}^{\mathrm{i} k_{z} / 3} c_{\sigma, i, 1+3 k}^{\dagger}+\omega_{\alpha}^{2} \mathrm{e}^{\mathrm{i} 2 k_{z} / 3} c_{\sigma, i, 2+3 k}^{\dagger}\right\}|0\rangle, \quad \alpha=0,1,2 \tag{6.31}
\end{equation*}
$$

where the $\omega_{\alpha}$ is the cubic root and the $k$ is the unit cell index in the $z$-direction. The first order perturbation for the lowest two bands $\left\langle\psi^{0}\right| \mathcal{H}^{\prime}\left|\psi^{0}\right\rangle$ just adds the $t_{1}$ and does not solve the double degeneracy. Then next, we consider the second order perturbation for the lowest two bands

$$
\begin{equation*}
\mathcal{H}_{\mathrm{eff}}=\sum_{\sigma} \sum_{\alpha=1,2} \frac{\mathcal{H}^{\prime}\left|\psi_{\sigma}^{\alpha}\right\rangle\left\langle\psi_{\sigma}^{\alpha}\right| \mathcal{H}^{\prime}}{E_{0}-E_{i}} \tag{6.32}
\end{equation*}
$$

Since the matrix element intervenes one intermediate state, the oblique hopping takes place twice and does not change the sub-lattice in the end. The total pass is classified to two types. One is the round trip type, which ends in the initial position and it just gives a constant diagonal term. The phase of the intermediate state is irrelevant since $\omega_{\alpha} \omega_{\alpha}^{*}=1$. The other type moves it to the next adjacent layer and the next nearest in-plane position. This type accompanies the phase factor in the $z$ - direction as $\mathrm{e}^{\mathrm{i} \pm 2 k_{z} / 3}$ due to two layers hopping. The type of link is determined by specifying the start layer and the end layer since only one link is allowed between adjacent layers. Then, there are six terms for each sub-lattice and they correspond to the six in-plane next nearest hopping. They are different in the phase factor and the strength is given by $\tilde{t}=-t_{2}^{2}\left(\frac{1}{E_{0}-E_{1}}+\frac{1}{E_{0}-E_{2}}\right) \simeq-\frac{2 t_{2}^{2}}{3 t_{3}}$ The phase factor is determined as shown in the Fig. 6.3. The phase factor is same for each three directions related by the $2 \pi / 3$ rotation and the two are opposite in the sign and the pattern is opposite for the sub-lattice. Then, the tight-binding model of the stacked honeycomb lattice is effectively mapped the Haldane's honeycomb model. The effective magnetic flux here is induced by the Bloch phase factor in the $z$ direction.

This result is quite predictable. As in the work by Kitagawa et al., the effective hamiltonian of the floquet topological insulator of the honeycomb lattice is mapped to the Haldane's honeycomb lattice. In addition, the twisted pseudo dimensional chiral photonic crystal is mapped to the honeycomb floquet topological insulator as the evanescently coupled twisted waveguides. Then it is natural to expect that a pseudo two dimensional system with the spatial modulation in the stacking direction is related to the two dimensional chern insulator such as the Haldane's honeycomb model.

### 6.3 The Floquet mode in a time varying photonic crystal

In this section, we consider the Floquet modes of EM waves in time varying photonic crystals. Though the Floquet modes expansion is almost same as before, the procedure is a little bit different because of the formal
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Figure 6.3: (a) All of the 12 terms contributing to the effective hamiltonian, which consist of two sequential oblique hopping, are listed. (b) The effective hopping links between next nearest in-plane points with the phase factors due to the oblique hopping, the pattern of which is same as that in the Haldane's honeycomb lattice.
deference between the Maxwell equations and the Schrödinger equation. In Maxwell equations for EM waves, the time evolution is given by

$$
\left(\begin{array}{cc}
0 & \nabla \times  \tag{6.33}\\
-\nabla \times & 0
\end{array}\right)\binom{\boldsymbol{E}}{\boldsymbol{H}}=\frac{\partial}{\partial t}\left(\begin{array}{cc}
\hat{\varepsilon} & 0 \\
0 & \hat{\mu}
\end{array}\right)\binom{\boldsymbol{E}}{\boldsymbol{H} .}
$$

Since the permittivity $\hat{\varepsilon}(\boldsymbol{t})$ and the permeability $\hat{\mu}(\boldsymbol{t})$ play the same role as the external potential in the Schrödinger equation, if they do not vary in time, the system is invariant to time translation and a solution is given by harmonic modes

$$
\begin{equation*}
\binom{\boldsymbol{E}(t)}{\boldsymbol{H}(t)}=\mathrm{e}^{-\mathrm{i} \omega t}\binom{\boldsymbol{E}}{\boldsymbol{H}} \tag{6.34}
\end{equation*}
$$

Thus, the equation is reduced to

$$
\left(\begin{array}{cc}
0 & \mathrm{i} \nabla \times  \tag{6.35}\\
-\mathrm{i} \nabla \times & 0
\end{array}\right)\binom{\boldsymbol{E}}{\boldsymbol{H}}=\omega\left(\begin{array}{cc}
\hat{\varepsilon} & 0 \\
0 & \hat{\mu}
\end{array}\right)\binom{\boldsymbol{E}}{\boldsymbol{H}}
$$

In this form, the equation is further simplified to the equation with respect to either $\boldsymbol{E}$ or $\boldsymbol{H}$,

$$
\nabla \times \varepsilon^{-1} \nabla \times \boldsymbol{H}=\omega^{2} \mu \boldsymbol{H}
$$

If the system varies periodically in time $\{\hat{\varepsilon}(t+T), \hat{\mu}(t+T)\}=\{\hat{\varepsilon}(t), \hat{\mu}(t)\}$, the system is invariant under the time translation with the period $T$ and the solutions are given by floquet modes, which satisfies

$$
\begin{equation*}
\binom{\boldsymbol{E}(t+T)}{\boldsymbol{H}(t+T)}=\mathrm{e}^{-\mathrm{i} \omega T}\binom{\boldsymbol{E}(t)}{\boldsymbol{H}(t)} \tag{6.36}
\end{equation*}
$$

As before, the general form of the floquet modes is given by

$$
\begin{equation*}
\boldsymbol{\Psi}_{\omega}(t)=\mathrm{e}^{-\mathrm{i} \omega t} \boldsymbol{\psi}(t), \quad \psi(t+T)=\boldsymbol{\psi}(t) \tag{6.37}
\end{equation*}
$$

where the $\vec{\psi}(t)$ has two component of the electric and magnetic fields. We expand the time periodic part with plane waves of period $2 \pi m / T$

$$
\begin{equation*}
\boldsymbol{\Psi}(t)=\sum_{m} \mathrm{e}^{-\mathrm{i}\left(\Omega_{m}+\omega\right) t} \boldsymbol{\psi}_{m} \quad \Omega_{m}=\frac{2 \pi m}{T} \tag{6.38}
\end{equation*}
$$

By substituting the Eq. (6.38) into Eq. (6.33) it becomes,

$$
\begin{aligned}
& \sum_{m}\left(\begin{array}{cc}
0 & \mathrm{i} \nabla \times \\
-\mathrm{i} \nabla \times & 0
\end{array}\right)\binom{\boldsymbol{E}_{\boldsymbol{m}}}{\boldsymbol{H}_{\boldsymbol{m}}} \mathrm{e}^{-\mathrm{i} \Omega_{m} t}=\sum_{m}\left(\omega+\Omega_{m}\right)\left(\begin{array}{cc}
\hat{\varepsilon}(t) & 0 \\
0 & \hat{\mu}(t)
\end{array}\right)\binom{\boldsymbol{E}_{m}}{\boldsymbol{H}_{m}} \mathrm{e}^{-\mathrm{i} \Omega_{m} t} \\
&+\mathrm{i} \sum_{m}\left(\begin{array}{cc}
\frac{\partial}{\partial t} \hat{\varepsilon}(t) & 0 \\
0 & \frac{\partial}{\partial t} \hat{\mu}(t)
\end{array}\right)\binom{\boldsymbol{E}_{m}}{\boldsymbol{H}_{m}} \mathrm{e}^{-\mathrm{i} \Omega_{m} t}
\end{aligned}
$$

Since $\left[\hat{\varepsilon}(t) \mathrm{e}^{-\mathrm{i} \Omega_{m} t}\right]_{t=t_{0}}^{t=t_{0}+T}=0$,

$$
\begin{equation*}
\int \mathrm{d} t\left(\frac{\partial}{\partial t} \hat{\varepsilon}\right) \mathrm{e}^{\mathrm{i} \Omega_{m} t}=-\mathrm{i} \Omega_{m} \int \mathrm{~d} t \hat{\varepsilon} \mathrm{e}^{\mathrm{i} \Omega_{m} t}=-\mathrm{i} \Omega_{m} \hat{\varepsilon}_{m} \tag{6.39}
\end{equation*}
$$

Multiplying the both hands by $\mathrm{e}^{\mathrm{i} \Omega_{n} t}$ and integrating $\int_{0}^{T} \mathrm{~d} T$, we obtain

$$
\left(\begin{array}{cc}
0 & \mathrm{i} \nabla \times \\
-\mathrm{i} \nabla \times & 0
\end{array}\right)\binom{\boldsymbol{E}_{n}}{\boldsymbol{H}_{n}}=\sum_{m}\left(\omega+\Omega_{n}\right)\left(\begin{array}{cc}
\hat{\varepsilon}_{n-m} & 0 \\
0 & \hat{\mu}_{n-m}
\end{array}\right)\binom{\boldsymbol{E}_{m}}{\boldsymbol{H}_{m}},
$$

where $\left\{\hat{\varepsilon}_{n}, \hat{\mu}_{n}\right\}=\frac{1}{T} \int \mathrm{~d} t \mathrm{e}^{\mathrm{i} \Omega_{n} t}\{\hat{\varepsilon}(t), \hat{\mu}(t)\}$. The right hand of the equation consists of multiple frequency components, while the left hand side consists of single frequency component. Then the coefficients in the one hand side can not be divided simultaneously as in the expansion of the Schrödinger equation and thus the eigenequation does not reduce to the equation for single $(\boldsymbol{E}$ or $\boldsymbol{H})$. Also, the eigenequation is translationally invariant with respect to the suffix $n$, and then those components must be same $\left\{\boldsymbol{E}_{n+1}, \boldsymbol{H}_{n+1}\right\}=\left\{\boldsymbol{E}_{n}, \boldsymbol{H}_{n}\right\}$. This means that if $\omega$ is the eigenvalue, $\omega \rightarrow \omega+\Omega_{k}$ is also included in the eigenspectrum, that is, $\omega$ is periodic with the period $\Omega=2 \pi / T$, since the $\omega$ is quasi energy. To set the equation into the form of a general eigenvalue problem, we denote the equation as

$$
\sum_{m}\left(\begin{array}{cc}
-\Omega_{n} \hat{\varepsilon}_{n-m} & \delta_{n, m} \mathrm{i} \nabla \times  \tag{6.40}\\
-\delta_{n m} \mathrm{i} \nabla \times & -\Omega_{n} \hat{\mu}_{n-m}
\end{array}\right)\binom{\boldsymbol{E}_{m}}{\boldsymbol{H}_{m}}=\omega \sum_{m}\left(\begin{array}{cc}
\hat{\varepsilon}_{n-m} & 0 \\
0 & \hat{\mu}_{n-m}
\end{array}\right)\binom{\boldsymbol{E}_{m}}{\boldsymbol{H}_{m}} .
$$

## Photonic floquet mode in gaussian expansion

In next, we consider to solve the eigenequation(Eq. 6.40) numerically using a hybrid gaussian basis set, which is localized in space and extends as a wave in the temporal direction ${ }^{3}$. We focus on 2-dimensional systems, where the EM modes are given by TE or TM modes. The TE mode, in a time invariant system, is expanded by gaussian bases as

$$
\begin{equation*}
\boldsymbol{E}(\boldsymbol{r})=\sum_{i}\left\{c_{i}^{(2)} \boldsymbol{g}_{i}^{(2)}(\boldsymbol{r})+c_{i}^{(3)} \boldsymbol{g}_{i}^{(3)}(\boldsymbol{r})\right\}, H_{z}(\boldsymbol{r})=\sum_{i} c_{i}^{(3)} g_{1}^{(3)}(\boldsymbol{r}) \tag{6.41}
\end{equation*}
$$

where, $\boldsymbol{g}_{i}^{(1)}(\boldsymbol{r}), \boldsymbol{g}_{i}^{(2)}(\boldsymbol{r}) g_{i}^{(3)}(\boldsymbol{r})$ are gaussian bases

$$
\begin{equation*}
\boldsymbol{g}_{i}^{(1)}(\boldsymbol{r})=\binom{-\left(y-y_{i}\right)}{\left(x-x_{i}\right)} \mathrm{e}^{-\alpha\left(\boldsymbol{r}-\boldsymbol{R}_{i}\right)^{2}}, \boldsymbol{g}_{i}^{(2)}(\boldsymbol{r})=\binom{\left(x-x_{i}\right)}{\left(y-y_{i}\right)} \mathrm{e}^{-\alpha\left(\boldsymbol{r}-\boldsymbol{R}_{i}\right)^{2}}, g_{i}^{(3)}(\boldsymbol{r})=\mathrm{e}^{-\alpha\left(\boldsymbol{r}-\boldsymbol{R}_{i}\right)^{2}}, \tag{6.42}
\end{equation*}
$$

and the time dependence is given by the plane waves of period $T$,

$$
\begin{equation*}
\boldsymbol{g}_{i, m}^{(1)}(\boldsymbol{r}, t)=\mathrm{e}^{-\mathrm{i} \Omega_{m} t} \boldsymbol{g}_{i}^{(1)}(\boldsymbol{r}), \quad \boldsymbol{g}_{i, m}^{(2)}(\boldsymbol{r}, t)=\mathrm{e}^{-\mathrm{i} \Omega_{m} t} \boldsymbol{g}_{i}^{(2)}(\boldsymbol{r}), \quad g_{i, m}^{(3)}(\boldsymbol{r}, t)=\mathrm{e}^{-\mathrm{i} \Omega_{m} t} g_{i}^{(3)}(\boldsymbol{r}) \tag{6.43}
\end{equation*}
$$

[^8]Referring to Eq.(6.40), we obtain the matrix eigenequation for gaussian bases as a generalized eigenvalue problem

$$
\begin{equation*}
\sum_{m} \hat{L}_{n, m} \boldsymbol{c}_{m}=\omega \sum_{m} \hat{R}_{n, m} \boldsymbol{c}_{m}, \tag{6.45}
\end{equation*}
$$

where the $\vec{c}_{m}$ is the coefficient vector for a harmonic component

$$
\boldsymbol{c}=\left(\begin{array}{c}
\boldsymbol{c}_{1}  \tag{6.46}\\
\boldsymbol{c}_{2} \\
\vdots \\
\boldsymbol{c}_{m} \\
\vdots
\end{array}\right), \quad \boldsymbol{c}_{m}=\left(\begin{array}{c}
\vdots \\
c_{m, i j}^{(1)} \\
c_{m, i j}^{(2)} \\
c_{m, i j}^{(3)} \\
\vdots
\end{array}\right) .
$$

The $\hat{L}_{n, m}$ denotes the block matrix in the left hand side of Eq. (6.40)

$$
\hat{L}_{n, m}=\left(\begin{array}{ccc}
-\Omega_{n} \hat{\varepsilon}_{n-m, i j}^{(11)} & -\Omega_{n} \hat{\varepsilon}_{n-m, i j}^{(12)} & -\mathrm{i} \delta_{n, m}(\nabla \times)_{i j}^{(13)}  \tag{6.47}\\
-\Omega_{n} \hat{\varepsilon}_{n-m, i j}^{(21)} & -\Omega_{n} \hat{\varepsilon}_{n-m, i j}^{2(2)} & 0 \\
\mathrm{i} \delta_{n, m}(\nabla \times)_{i j}^{(11)} & 0 & -\Omega_{n} \hat{\varepsilon}_{n-m, i j}
\end{array}\right),
$$

and the $\hat{R}_{n, m}$ denotes the block matrix in the right hand side of Eq. (6.40)

$$
\hat{R}_{n, m}=\left(\begin{array}{ccc}
\hat{\varepsilon}_{n-m, i j}^{(11)} & \hat{\varepsilon}_{n-m, i j}^{(12)} & 0  \tag{6.48}\\
\hat{\varepsilon}_{n-m, i j}^{(21)} & \hat{\varepsilon}_{n-m, i j}^{(22)} & 0 \\
0 & 0 & \hat{\mu}_{n-m, i j}
\end{array}\right)
$$

The matrix elements for rotation is

$$
\begin{equation*}
(\nabla \times)_{i j}^{(a b)}=\int \mathrm{d}^{3} r \boldsymbol{g}_{i}^{(a)}(\boldsymbol{r}) \cdot \nabla \times \boldsymbol{g}_{j}^{(b)}(\boldsymbol{r}) \tag{6.49}
\end{equation*}
$$

The rotation of the gaussian bases $\boldsymbol{g}_{i}^{(2)}$ is zero. Thus, the non zero elements are only $(\nabla \times)_{i j}^{(13)}$ and $(\nabla \times)_{i j}^{(31)}$.

$$
\begin{equation*}
(\nabla \times)_{i j}^{(13)}=\int \mathrm{d}^{3} r \boldsymbol{g}_{i}^{(1)}(\boldsymbol{r}) \cdot \nabla \times \boldsymbol{g}_{j}^{(3)}(\boldsymbol{r})=\sqrt{\frac{\pi}{2 \alpha}} \mathrm{e}^{-\alpha r_{i j}^{2}}\left(1-\frac{\alpha}{2} r_{i j}^{2}\right) \tag{6.50}
\end{equation*}
$$

Further, $(\nabla \times)_{i j}^{(31)}=(\nabla \times)_{j i}^{13}=(\nabla \times)_{i j}^{(13)}$. The overlap $\hat{\varepsilon}_{m, i j}^{(a b)}\left(\hat{\mu}_{m, i j}^{(a b)}\right)$ is given by

$$
\begin{equation*}
\hat{\varepsilon}_{m, i j}^{(a b)}=\int \mathrm{d}^{3} r \boldsymbol{g}_{i}^{(a)}(\boldsymbol{r}) \cdot \hat{\varepsilon}_{m}(\boldsymbol{r}) \boldsymbol{g}_{j}^{(b)}(\boldsymbol{r}) . \tag{6.51}
\end{equation*}
$$

The fourier component of the potential $\hat{\varepsilon}_{m}(\boldsymbol{r})$ is obtained by fourier transforming the time variation of the potential for each position

$$
\begin{equation*}
\hat{\varepsilon}_{m}(\boldsymbol{r})=\int_{0}^{T} \mathrm{~d} t \mathrm{e}^{\mathrm{i} \Omega t} \hat{\varepsilon}(\boldsymbol{r}, t) . \tag{6.52}
\end{equation*}
$$

The matrix elements for uniform potentials $\{\hat{\varepsilon}, \hat{\mu}\}=\left\{\varepsilon_{0}, \mu_{0}\right\}$ non zero matrix elements are given by

$$
\begin{equation*}
\hat{\varepsilon}_{0, i j}^{(11)}=\hat{\varepsilon}_{0, i j}^{(22)}=\left(\frac{\pi}{2 \alpha}\right) \frac{1}{4 \alpha}\left(2-\alpha r_{i j}^{2}\right) \mathrm{e}^{-\alpha r_{i j}^{2}}, \quad \hat{\mu}_{0, i j}^{(33)}=\frac{\pi}{2 \alpha} \mathrm{e}^{-\alpha r_{i j}^{2}} . \tag{6.53}
\end{equation*}
$$

Without truncation, the eigenvalue in the eigenequaion(Eq. 6.40) is periodic with the period $2 \pi / T$ and it is the quasi energy. In the actual computation, the floquet component are truncated in a finite number of waves as plane waves truncation for Bloch states. This truncation is allowed since usually the fourier components of the potential converge to zero for higher frequency components. Using the method described above, we solve the Floquet mode equation(Eq. 6.40). First, let us consider to solve the eigenequation Eq. (6.40) for a static photonic crystal, for which we can get the eigenspectrum by the usual static eigenequation.


Figure 6.4: Comparison of obtained results by solving the stationary eigenequation(a) and the floquet mode eigenequation. In the floquet mode expansion the range of quasi energy spans between $0<\omega a / 2 \pi c \leq 1$.

We consider a steady photonic crystal consisting of the square array of dielectric cylinders, with lattice constant $a=1$, the radius of the cylinder $r=0.15$ and the periodic length is set to $T=1$. The obtained result is shown in figure Fig.6.4(b). As you can see, the figure is too messy to obtain any information. The graph is the repetition of same curves in the frequency axis. This is because reduction of the eigenfrequency to quasi frequency(floquet spectrum) discard the difference of the value with periodicity $\Omega_{m}$ and all the frequency bands are collected within a window (reduced zone). On the other hand, in a static and frequency conserving system, only modes having the same frequency as the injected waves excite in the system. Even if a system is under periodic temporal modulation, the fourier spectrum of the potential converge to zero in higher frequencies, the mode having frequencies quite apart from the injected waves does not seem to excite. Thus we can neglect those modes apart from the frequency of injecting waves and select only a few modes [99].

First, we choose a few of relevant modes $\left\{\left|\boldsymbol{\psi}_{1}^{0}(\boldsymbol{k})\right\rangle,\left|\psi_{2}^{0}(\boldsymbol{k})\right\rangle, \cdots,\left|\boldsymbol{\psi}_{n}^{0}(\boldsymbol{k})\right\rangle\right\rangle$ from the solution of the static system, regarding the time modulation being perturbation. From the static solutions we compose the floquet modes as

$$
\begin{equation*}
\left|\psi_{i}^{m}(\boldsymbol{k})\right\rangle=\mathrm{e}^{-\mathrm{i} \Omega_{m} t}\left|\psi_{i}^{0}(\boldsymbol{k})\right\rangle=\sum_{i} c_{i, a}^{m} \mathrm{e}^{-\mathrm{i} \Omega_{m} t}\left|\boldsymbol{g}_{i}^{(a)}(\boldsymbol{k})\right\rangle . \tag{6.54}
\end{equation*}
$$

Using these bases, we obtain reduced(projected) matrix as

$$
\begin{equation*}
\left.\left.\tilde{A}=\left\{\left|\psi_{1}\right\rangle, \psi_{2}\right\rangle \ldots,\left|\psi_{m}\right\rangle\right\}^{\dagger} A\left\{\left|\psi_{1}\right\rangle, \psi_{2}\right\rangle \ldots,\left|\psi_{m}\right\rangle\right\} . \tag{6.55}
\end{equation*}
$$

Projecting the matrix in the Eq. (6.45), we can obtained Floquet mode solution coupled among selected modes by the dynamical effect. The validity is confirmed most simply by comparing the numerical solution in the 1D photonic crystal moving in one direction at constant speed with the analytic solution. The uniform motion of the dielectric structure cause the Doppler shift in the opposite amount for light propagating in the opposite direction.

## Floquet band structure in moving photonic crystals

We consider to move the dielectric structure in space. This movement can be achieved by producing the spatial profile of the dielectric constant by inducing stimulating lights from both sides to arise a standing wave with large intensity on non-linear optical materials, and giving frequency difference between them [100]. A permanent frequency difference between two stimulating sources causes uniform motion and an oscillating frequency difference cause a oscillation of the spatial profile of the dielectric constant. Further if the frequency
oscillating of the sources are tuned to be different by $\pi / 2$ in phase, the motion may become circulation of the profile around each central point.

Though both of the straight oscillation and circular motion induce the Floquet band structure, the former does not break the effective time-reversal symmetry, whereas the later does. In Fig. 6.6 we compare the results of the two types of motion of the spatial profile of the dielectric constant. The set up for the steady state is same as in the case of Fig. 6.4. Without temporal modulation, the TM mode band structure degenerate between the 2 nd and $3 \mathrm{rd} \operatorname{bands}(\omega a / 2 \pi c \approx 0.6)$ at M point. We induce a temporal modulation with period $T=6.0$ and amplitude $r_{h}=0.06 a$. In the case of circular motion, the degeneracy dissolves, whereas it remain closes in the case of the straight oscillation(Fig. 6.6). Further, we computed the Chern number in the gap and find that it takes -1 for the circular motion in the clockwise direction, whereas the value is converse in the case of counter-clockwise circulation. Note that computation of Chern number in this case requires an additional care because the eigenvector is given on the bases of projected modes. The selected bands are chosen by seeing the intensity decay of the fourier component. Since it sufficiently decays at the 2 nd coefficient(see Fig. 6.7), it is reasonable to choose bands within the range of $\omega \approx 0.2$.

The Floquet mode band structure becomes topologically non trivial in the case of circular temporal modulation while it remains trivial in the case of the straight oscillation. Whether the Floquet band structure becomes topologically non-trivial or not depends on whether the temporal modulation is time-reversal symmetric with respect to an arbitrary point in time or not. The spatial profile of the first fourier component for the circular motion is shown in Fig. 6.7. It has the imaginary component, whereas the imaginary component vanishes for the straight oscillation.

Finally, the floquet mode dispersion for the clockwise circulating motion in a finite width system is analyzed. The system is periodic in the $y$ direction, and 8 unit cells are taken in the $x$ direction. First the steady eigenmodes are obtained by the static mode analysis in the geometry. Selected modes for the floquet mode analysis are chosen from the eigenmodes in the geometry. The result is shown in the Fig. 6.8. The edge mode in the topologically non-trivial gap is indicated by the red line. The edge mode profiles at two points are also shown in the Fig. 6.8 and we can see the edge modes agree unidirectional along the edge in the clockwise direction. This is the consequence of the bulk-edge correspondence according to the Chern number in the gap $v=-1$, and also it is consistent with the clockwise circulation of the dielectric constant profile.


Figure 6.5: Motion of the spatial profile of the dielectric constant given by the frequency difference between stimulating sources. If the phase difference is $\pi / 2$, each periodic profile circulates around each central point. If the phases are met, the spatial profile simply oscillates in one direction.

### 6.4 Conclusion

In this chapter, we first discussed similarity between the uni-axially chiral photonic crystal and the evanescently coupled twisted waveguides, where the edge modes are ascribed to the topological Floquet band structure. Those results are physically equivalent and the difference in the interpretation occurs according to which of, the wavenumber in the propagation direction or the frequency is taken as a spectrum. Subsequently, we attempted to form a photonic topological Floquet band structure in a truly time-varying 2D photonic crystal. Straighforward diagonalization of the Floquet mode hamiltonian in a continuous space produce a messy spectrum, from which
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Figure 6.6: Steady photonic band structure of TM mode. The degeneracy between the 2nd and 3rd band is indicated by the circle. (b) The Floquet band structure for the circular motion of the spatial profile of the dielectric constant. The degeneracy is solved by the circular motion and the gap is distinctive by the two straight lines. (c) Floquet band structure in the case of the straight oscillation. The gap remains close(indicated by the circle) for the motion.
(a)

(b)

$$
\varepsilon_{0}(\vec{r})
$$



Figure 6.7: (a) Convergence of the fourier coefficients for the circular motion for different values of radius $r=0.05 a, 0.1 a, 0.15 a$. The intensity is determined by the total value $\int \mathrm{d} r^{2} f_{m}^{2}(\vec{r})$. The spectrum sufficiently decays at $m=2$. (b) The spatial profile of the dielectric constant for fourier components of $m=0,1$. The $m=0$ component is the time average of the spatial profile and it extends in the radius of $r+r_{h}$ meaning it skirts outside. The $m=1$ component has the real and imaginary component, reflecting the TRS breaking motion.


Figure 6.8: Floquet mode dispersion in the finite width system. The chiral edge mode dispersion is seen in the topologically non-trivial gap with Chern number -1 . The green(orange) point indicates the eigenmode corresponding the upper(lower) right figure of the mode profile of the edge mode.
we can learn almost nothing. However most lines in the spectrum do not repulse at crossing points and thus, most of spectrum are irrelevant of an incident light. Because of this, it is validated to select bands that potentially couple to the incident light from the spectrum in the static case. Then by solving the eigenequation including the time-varying effect, we obtain a clear Floquet band diagram. This study is unique in that the effect of temporal modulation is considered for continuous states which are not strongly bounded around a certain point, while in many cases topological Floquet band structures are obtained for sufficiently localized states with large band gaps from bands above and below.

The time-varying potential may be implemented by nonlinear effect and external driving fields. For example, two same wave propagation in the opposite directions forms a standing wave, and then displacing the frequency for either wave moves the standing wave profile. Then oscillating modulation of the frequency difference cause oscillation of the standing wave. Further, a pair of counter propagating waves form a 2 D standing wave pattern and oscillating modulation of the frequency differences for two directions but with phase difference of $\pi / 2$ would cause circular motion of the 2D standing wave pattern. This modulation has already been achieved in several systems. However, photonic systems do not seem to accommodate this since even if such a modulation is caused by a light, the fastest signal in universe, the photonic motion itself is of course comparable and this cause latency in the spatial modulating pattern and expected effect could not be achieved. Because of this, a system such as an elastic system is a rather preferable candidate. Since the Floquet modes depend on the way of temporal variation, we can switch the direction of chiral edge modes at will.

## Chapter 7

## Structual deformation and the band structure in synthetic space

### 7.1 Structural deformation in woodpile photonic crystals

In this chapter, we consider to allow certain structural deformation and relate the new degree of freedom to extra dimensions. Specifically, we consider the chiral woodpile photonic crystal, which is constructed by stacking layers of rods with in-plane rotation. The woodpile structure is broadly used as 3D photonic crystal due to its fabrication easiness and structural flexibility. As discussed in a previous section, the woodpile structure shows various functionalities according to the way of the stacking. The Woodpile photonic crystal with the fcc translational symmetry is famous to show an omnidirectional band gap. On the other hand, the chiral woodpile photonic crystal is known for showing circular dichroism for light propagating in the stacking direction or for Weyl points in the band structure due to its screw rotational symmetry as described in a previous section.

In principle, a periodic woodpile structure is realized by repeatedly stacking $n$ distinguishable layers in the same order. Two layers are distinctive if a material property such as the dielectric constant, shape of the rod, direction of the rod or relative position is different. Among them, the relative position of the layers are easily varied without changing the size of the unit cell or preparing multiple kinds of materials. Since we can always retake a crossing points of two layers as an original point, the structural degree of freedom for the relative positions is $n-2$. Then, we have $n-2$ parameters for the deformation by slide. Further, each parameter is periodic since the displacement equal to the inter-spacing between rods is identical to the original structure. Only in the case of $n=2$ or $n=3$, the inter-spacing between rods becomes equals to the lattice constant of the structure. Although the $\pi / 4$ chiral structure has the transnational symmetry of the square lattice, the interspersing are different between even and odd layers. In the case of the $\pi / 3$ chiral woodpile structure, it has


Figure 7.1: Structural deformation of the $\pi / 3$ chiral woodpile structure. The crossing point between the 2 nd layer(shown by green) and the 3 rd layer(shown by Blue) is taken as the origin. Deformation is caused by sliding the 1st layer(shown by red) in the direction depicted by the yellow arrow in the left figure. Seen from top, it forms a triangular lattice at $d=0$, and a kagome lattice at $d=0.5$. Then, it returns to the original structure at $d=1$.
three distinguishable layers and then, the structural deformation degree of freedom by the displacement is one. The deformation is parametrized by $d$ as the displacement of the first layer in a direction(See Fig. 7.1). Without deformation $(d=0)$, it forms the triangular lattice seen from top, and it forms kagome lattice at $d=1 / 2$, It finally returns to the original triangular lattice at $d=1$. The eigenspectrum for each deformation parameter forms a certain dispersion curve as a momentum degree of freedom. Thus, it is plausible to introduce the deformation parameter $d$ as an extra dimension in the momentum space.

We consider the dielectric (GaAs, the refractive constant $n=3.4$ ) $\pi / 3$ chiral woodpile photonic crystal formed by stacking layers consisting of array of rods with unit length spacing $(a=1)$. We set the width of each rod as $130 / 500$ and the thickness as $1 / 3$. The Bravais lattice of the structure forms the equi-length hexagonal lattice. Without the deformation $(d=0)$, it is same as that taken in a previous section, and it has two Weyl points with the same chirality in the $k_{z}=0$ plane and other two Weyl points with the opposite chirality in the $k_{z}=\pi$ plane. A symmetric consideration of the structure gives a reason for the Weyl points. The $\pi / 3$ chiral woodpile structure $(d=0)$ is invariant under the combination of $\pi / 3(-2 / 3 \pi)$ rotation around the stacking $(z)$ axis and $1 / 3$ fractional rotation along the $z$ axis, that is, the screw symmetry.

As explained by Young et.al. in their work [101], a nonsymmorphic symmetry gives rise to Weyl points in the band structure. The nonsymmorphic symmetry is the invariance under the combination of a rotation(including inversion) and a fractional translation. In the Brillouin zone, the points on the line parallel to $k_{z}$ passing on the $\Gamma$, K or $\mathrm{K}^{\prime}$ point is invariant under the $\pi / 3(-2 / 3 \pi)$ rotation around the $z$ axis. As a consequence, there is additional $1 / 3$ translational invariance on those lines and the reduced Brillouin zone is folded into $1 / 3$ of the original region. This $1 / 3$ folding causes at least two crossing points(at $k_{z}=0$ and $\pi$ in a mirror symmetric case), forming a Weyl point in the Brillouin zone. Therefore in this structure, the bands should be considered per the bundle of three bands.

With the deformation $(d \neq 0)$, the structure loses the $\pi / 2$-rotational symmetry but recovers it at $d=1 / 2$. Since any two level hermitian system has three parameters at most, one of the four parameters $\left(k_{1}, k_{2}, k_{3}, d\right)$ is redundant and the degeneracy forms a loop in the 4D parameter space. Further in this structure with the deformation, we can make use of a symmetry to reduce the variation. The structure with the deformation $-d$ is given by the $\pi / 2$ rotation of the structure with the deformation $d$. Thus, the eigenequation is invariant under $\left(k_{1}, k_{2}, k_{3}, d\right) \rightarrow\left(-k_{1},-k_{2}, k_{3},-d\right)$. and we can find out the entire trace of the degeneracy point while the $d$ is changed just by examining the region $0 \leq d \leq 1 / 2$. Further, we can find out the trace of the degeneracy points from these facts. TRS relates the Weyl point at $\boldsymbol{k}$ to $-\boldsymbol{k}$ with the same chirality. Without the displacement, the structure further has the $\pi$-rotational symmetry around the $z$-axis and the combination of these transformations confines makes the dispersion along the line passing on the $\mathrm{K}, \mathrm{K}^{\prime}$ or $\Gamma$ point mirror symmetric with respect to $k_{z}=0$. In this case, the weyl points(crossing points after the $1 / 3$ folding) arise in the $k_{z}=0$ or $k_{z}=\pi$ plane. With a finite $d$, the $\pi$-rotational symmetry is broken and the Weyl points are no more confined within the plane.

Starting from the Weyl point between the second and third bands at $K$ point, the $d$ moves the Weyl point out of the $k_{z}=0$ plane, to $+k_{z}$ specifically in this configuration. Increasing the displacement, it moves toward $k_{z}=\pi$ and returns to the K point at $d=1 / 2$. While this, the Weyl point at the $\mathrm{K}^{\prime}$ point for $d=0$ moves toward $k_{z}=-\pi$ due to time reversal symmetry. Since the trace during $1 / 2 \leq d \leq 1$ is known from the trace during $1 / 2 \geq d \geq 0$ and $\pi$-rotation around the $z$ - axis, the Weyl point at the K point moves toward $k_{z}=-\pi$ for $d \geq 1 / 2$ and it returns at $d=1$. Since the structure always has the screw symmetry with the $-2 \pi / 3$ rotation irrespective of the $d$, the degeneracy points must be on the line. The breaking of the screw symmetry, for example by changing the rod width for one layer, may bends the straight line.

In next, we examine the band structure in the $d-k_{1}$ space changing $k_{2}$ or $k_{3}$ and examine the first Chern number obtained there.

$$
\begin{align*}
C_{41}^{1}\left(R_{2}, R_{3}\right) & =\int \mathrm{d} R_{4} \mathrm{~d} R_{1} B_{41}\left(R_{1}, R_{2}, R_{3}, R_{4}\right) \\
\left(R_{1}:=k_{1}, R_{2}\right. & \left.:=k_{2}, R_{3}:=k_{3}, R_{4}:=d\right)  \tag{7.1}\\
B_{i j} & =\nabla_{i} A_{j}-\nabla_{j} A_{i} \\
A_{i} & =\langle\psi| \nabla_{i}|\psi\rangle,
\end{align*}
$$

here the section Chern number is given as a function of $k_{2}$ and $k_{3}$. Since the case of the fixed $d$ is a usual case, we should consider the Chern number utilizing the $d$. Of course, if the dispersion against the $d$ and $k_{1}$ is


Figure 7.2: (a) Plots of band structures on the $d-k_{1}$ plane(projected in the $k_{1}$ direction) for several values of $k_{2}$. The $k_{3}$ is fixed to zero in all plots. (b) Plot of the section Chern number $C_{41}$ which is defined on the $d-k_{1}$ plane. The Chern number changes at $k_{2}=\pi / 3,2 \pi / 3$, where two Weyl points lie.


Figure 7.3: A collection of 2D band dispersions for several values of $d$ and $k_{3}$. The band dispersions for $d=1 / 2$ resembles that for $d=0$.


Figure 7.4: (a)The band dispersion along the line parallel to the $k_{3}$ passing on the K point. Because of the $-2 \pi / 3$ screw symmetry, the Weyl point is confined on the line for any value of $d$. The Weyl point moves with varying $d$. (b)A schematic of the trace of the nodal point for $0 \leq d \leq 1$.


Figure 7.5: (a)The eigenfrequency dispersion against the structural deformation $d$ in the finite width geometry with the width of 8 unit cells in the $\vec{a}_{1}$ direction. The color of the line represents the normalized moment in the $\vec{a}_{1}$ direction(explained in the main text). The red means the mode is localized at the left edge while the green means it is localized at the right edge. (b)The $H_{z}$ profiles of the edge modes in a $z$ slice(the intersection of the woodpile structure in the slice is also shown by black lines). The above(below) image shows the profile of the edge mode localized at the right(left) edge, which is denoted by a green(red) point in the Fig. (a).
continuously deformed into the isolated atomic limit, the Chern number is trivial. We first focus on $k_{3}=0$. In the Fig. 7.2 the band structure on the $d-k_{1}$ plane for several values of $k_{2}$ are plotted. At $k_{2}=0$, the 2 nd and 3 rd bands are gapped and the gap closes twice at $k_{2}=2 \pi / 3$ and $k_{2}=4 \pi / 3$ because of the $\pi$-rotational symmetry at $d=0,1 / 2$. The existence of two Weyl point at $k_{2}=2 \pi / 3,4 \pi / 3$ may cause the change of the Chern number by $\pm 2$ or not cause the change if the Weyl point charges are opposite for them in the $k_{2}$ slice. The numerical evaluation of the Chern number by the method [76] and a localized basis set [75] is shown in Fig. 7.1. Indeed, the Chern number Changes by two at $k_{2}=2 \pi / 3$ or $k_{2}=4 \pi / 3$. The $\pm 2$ change of the Chern number means the Weyl point charge is same for the $k_{2}$ slice. Note that inn the slice of $k_{3}=0$, the chirality of Weyl points are different between the point in the $k_{2}=2 \pi / 3$ and that in the $k_{2}=4 \pi / 3$, whereas they are same in the $d=0$ or $d=1 / 2$ slice. The opposite chiralities in the $k_{3}=0$ slice are known from the $\pi$-rotational symmetry around the $z-\operatorname{axis}\left(\left(k_{1}, k_{2}, d\right) \rightarrow\left(-k_{1},-k_{2},-d\right)\right)$. Also we mention the Chern number change against $k_{2}$ for $k_{3} \neq 0$. Since the degeneracy point returns to $k_{3}=0$ at $d=1 / 2$, the degeneracy curve connects the $\left(k_{3}, d\right)=(0,0)$ and $\left(k_{3}, d\right)=(0,1 / 2)$, the Chern number change against $k_{2}$ is same until upper bound of the curve in $k_{3}$.

In next, we consider the consequence of the nontrivial Chern number. In the usual band structure for momentum, a value of Chern number predicts the number of chiral edge modes appearing in the gap. This is
confirmed by truncating the periodic structure in one direction to form a cylindrical geometry and plotting the eigenspectrum dispersion along the periodic direction. It could not be specified straightforwardly what means to create a boundary for the deformation parameter $d$, we can only consider here to create a boundary in the $a_{1}$ direction for the momentum $k_{1}$, and examining the dispersion in a cylindrical geometry changing the $d$ for fixed $k_{2}$ and $k_{3}$. In Fig. 7.5, several results of the eigenspectrum for varying $d$ in a cylindrical geometry for several values of $k_{2}$ with $k_{3}=0$ are shown. In the figure, the color of the line represents the moment of the magnetic field intensity in the $a_{1}$ direction $\int \mathrm{d}^{3} r a_{1} \vec{H}_{n k}^{2}(\vec{r})$. The color is ranged from 0 to 1 and the value of the moment is normalized to be 0 for the left most position and 1 for the right most position. For $k_{2}=0\left(k_{3}=0\right)$, the section Chern number is trivial and the dispersion in the cylinder is same as that of the bulk. On the other hand, for $k_{2}=\pi\left(k_{3}=0\right)$ the section Chern number takes the value of -2 and two Chiral edge modes are found in the gap reflecting the Chern number. This means that bulk-edge correspondence holds in this case as well. Note that the termination varies according to the $d$. In the above analyses, we set the termination as shown in the Fig. 7.6. Taking the crossing points between the 2 nd rod(green) and the 3 rd rod(blue) as the origin, we place the central of the unit rod with the length of 1 at the origin for $d=0$. Then, the 1 st $\operatorname{rod}(\mathrm{red})$ is moved to the direction of the $\vec{a}_{2}$ with the length of $d$. However the specific choice of termination does not affect the fundamental result according to the bulk-edge correspondence and indeed we confirmed it for another unified rule for the termination.


Figure 7.6: A schematic of the termination used in the analyses of Fig. 7.5 for $d=0$ and $d=1 / 2$. The rule for the termination is described in the main text.

The edge modes related to the Chern number here are not unidirectional propagation modes since TRS of the system is not broken. The first thing we can utilize from the above bulk-edge correspondence is that we can always find edge mode localized in either gap at arbitrary frequency in the gap for any value of $k_{2}$ with the same non-zero Chern number. Since edge modes related to the non-zero Chern number traverse the gap, we can always find the eigenmode with a required frequency by adjusting the $d$. Secondly, we can have two domains with different values of $d$ for each domain. If we adjust the $d$ of the left domain for the edge mode to be localized at the right side and also the $d$ of the right domain for the edge mode there to be localized, localization of the edge mode is strengthened at interface.

However in the above consideration, the $k_{2}$ and $k_{3}$ are always fixed to constants. It is unavoidable to accompany disorder in periodicity and the $k_{2}$ or $k_{3}$ is not thoroughly fixed in practice. Since the band structure is not fully gapped in the entire Brillouin zone, the disorder scatters edges modes into bulk in this case.

In the following, we discuss how non-zero Chern can be realized with the structural deformation. Seeing a sequential slice of the deformation, if a band structure has a Weyl point at a certain slice of the deformation, it changes the value of the Chern number defined with the deformation and one momentum. In this case, the Chern number can take a non-zero value. However due to a certain symmetry, multiple Weyl points can be included with in a momentum slice and even Weyl points can cancel the Weyl point charge each other. Also without Weyl point, the Chern number with deformation can take a non-zero value and in that case the Chern number is unchanged under whole momentum, since deformation is irrelevant to time reversal while
momentum is inversed. In the above case of the $\pi / 3$ chiral woodpile structure, the combination of time reversal and $\pi$-rotation around the $z$ - axis works as the mirror symmetry in the $d-k_{1}$ parameter space. Because of the mirror symmetry, the Chern number must vanish at $k_{2}=0$. As mentioned in, existence of mirror symmetry in the 2D slice of parameter space leads to vanishing of Chern number. Thus, any mirror symmetric deformation, which falls to parametrization of deformation such that $d=0$ for an original structure, $d=1 / 2$ for a maximal deformation, and just going back the process for $1 / 2<d \leq 1$. For example, one may consider the Haldane's honeycomb model and the flux intensity their as the deformation parameter. However the degree of flux intensity is decoupled from other two momentum and it must be taken mirror symmetric.

In the case of the $\pi / 4$ chiral woodpile structure, it has two parameters for the structural deformation by sliding the layers and we define a parametric loop in a good way, it can cause the constant finite Chern number for the entire momentum.

### 7.2 Structural deformation of 2D photonic crystals

We can also consider similar structural defromations for a two dimensional structure such as the one shown in Fig. 7.7. The structure is 2D version of the $\pi / 3$ chiral woodpile strcuture since they are same in top view, while the 2D version is uniformly extende in the $z$ direction(Fig. 7.7(b)). The structural deformation is defined in the same way by the displacement of the blue-colored layer in the direction indicated in the Fig. 7.7(a). However, in this 2D version, the structural deformation changes volume fraction of the dielectric part(effective refractive constant), which moves the band center. Nevertheless, if a gap is preserved during the deformation, topological invariants are still defined. Since overlapping area among rods is minimum for $d=0$, the filling ratio is minimum at $d=0$, and maximum at $d=1 / 2$.

Confining the $k_{z}$ to $k_{z}=0$, it reduce to the 2 D problem and electromagnetic modes are separated into TE or TM mode. Here, we focus on the TM mode. The TM mode band structures for several slices of $d$ are shown in Fig. 7.8. Since this structure is two dimensional, the screw symmetry of the three dimensional $\pi / 3$ chiral woodpile structure does not exist and the bundle of three bands is not found here. The clear band gap between the 1 st and 2 nd bands closes at K and $\mathrm{K}^{\prime}$ points once for $d=1 / 2$. Then, the section Chern number given by one momentum $\left(k_{1}\right)$ and $d$ for the fixed rest one $\left(k_{2}\right)$ changes by one at those Weyl points(Fig. 7.9(b)). For this 2D structure, dispersions at $d=0$ and $d=1 / 2$ behaves differently and gap closes only for $d=1 / 2$ and the change of Chern number in this case is $\pm 1$.

In next, we show the frequency dispersions to the displacement $d$ in the finite width geometry for several values of $k_{2}$ in the Fig. 7.9(a). The dispersion is obtained by setting 8 unit cells with termination by the perfect conductor(vanishing boundary condition) for both sides. We chose the vanishing boundary for excluding modes propagating in air region. Though the gap between the 1st and 2nd bands are mostly below the light cone for larger $k_{2}$, the gap is above the light cone for smaller $k_{2}$ since the light cone ends in $\omega=0$. In the frequency region corresponding to the bulk-gap, the dispersions of edge modes, which is localized at either side of the geometry, are seen to appear. Let us see the edge mode dispersions from the left figure in Fig. 7.9(a). The color on the line represents the moment of the electric field $E_{z}$ as previous. The red(green) color means the eigenmode is localized at left(right) side of the geometry. In the $k_{2}=0$, there appears edge mode dispersion in the middle of the bulk gap, which remains to be localized at the left side during the deformation. In the $k_{2}=\pi / 3$, the edge modes are localized only the vicinity of $k_{2} \approx 0$ and the modes on the line extends in the bulk since the bulk gap is closed at $d=1 / 2$ in this case. Finally in the $k_{2}=\pi / 2$, where the Chern number is -1 , the edge mode dispersion in the bulk gap traverse the gap once, and the direction of the chirality is consistent with the value of the Chern number -1 . Note that also in this structure the $\left(k_{1}, k_{2}, d\right)$ and the $\left(-k_{1},-k_{2},-d\right)$ are related by the $\pi$-rotation around the $z$-axis. Then, if the termination is symmetric, the dispersions in $k_{2}=0$ and $k_{2}=\pi$ must be symmetric with respect to $d$. However, the dispersions in the Fig. 7.9(a) are not. This difference occurs due to the slight difference of the configuration of the gaussian bases. If they are set symmetrically, the dispersion would be symmetric.

In next, we compare the dispersion in the finite width geometry for several values of $d$ slices. In this case, we consider air termination for the finite width structure of 8 unit cells. The obtained dispersions are shown in Fig. 7.10. Note that the result is not same as the Fig. 7.9(a) since the situations are different in the termination. During the deformation, the left and right edge modes change their frequency separately. Therefore, we can
choose which side the edge modes are localized at for a certain frequency by tuning the $d$. Moreover, we can consider a waveguide sandwiched by the two woodpile photonic crystals. If we tune the left side woodpile photonic crystal to excite the right edge mode while the right side one is tuned to excite the left edge modes, the localization of the mode may be strengthened. On the other hand, if we only tune the either side of the woodpile photonic crystal to excite the edge mode, the waveguide mode inclines to the one side.
(a)

(b)


Figure 7.7: Schematics of 2D triangular woodpile structure. (a) Top view of the structure. (b) Oblique view of the structure. the structure is uniform in the $z$ direction. The dielectric constant is same within the structure.


Figure 7.8: Frequency dispersion diagrams plotted to $k_{2}-k_{1}$. The first band is distinguished with different color(green) from other bands(blue).

### 7.3 Structural deformation in a tight-binding model

We attempt to reproduce the essence of the properties in the structural deformation by a simple tight-binding model. The electromagnetic field within the woodpile photonic crystal is strongly localized at contact point between two rods. Then, it is appropriate to put the nodal points on the contact points in the tight-binding model. Since the electromagnetic field is also localized within the rod, we assume that the profile of the intense field near the contact point is represented by a dipole orbit and they couple only between nodes within the same rod. For the woodpile structure stacked with $\pi / 3$ in-plane rotation, the $p$-type orbit is placed at each of three independent points in the unit cell along each rod(see Fig. 7.11). We assume the strength of tunneling rate is determined according to the distance between two points. The closer two orbitals, the stronger the tunneling rate between them is. The tight-binding hamiltonian reads

$$
\begin{equation*}
H=\sum_{i, k}\left[t_{1}\left(a_{i, k+1}^{\dagger} a_{i, k}+\text { h.c. }\right)+t_{2}\left(a_{i+\mu_{k}, k-1}^{\dagger} a_{i, k}+\text { h.c. }\right)\right] . \tag{7.2}
\end{equation*}
$$

The $t_{1}\left(t_{2}\right)$ represents the tunneling ratio on the link shown by blue(red) in the Fig. 7.11). The strength of the tunneling varies during the deformation.


Figure 7.9: (a)The eigenfrequency dispersion agains the structural deformation $d$ in the finite width geometry of 8 unit cells in the $\vec{a}_{1}$ direction with termination by the perfect conductor(vanishing boundary condition). The color of the line represents the normalized moment in the $\vec{a}_{1}$ direction. (b) The plot of section Chern number to $k_{2}$, which is given by $k_{1}$ and $d$.


Figure 7.10: The eigenfrequency dispersion plotted to $k_{2}$ for several values of $d$ in the finite geometry of 8 unit cells in the $\vec{a}_{1}$ direction with air termination(vacuume space of 2 unit cells for both sides). The color of line represents the moment of the eigenstate in the $\vec{a}_{1}$ direction.
(a)

(b)


Figure 7.11: A schematic of the tight-binding model(at $d=-0.3$ ). (a) The red, green and Blue color of rods represent the first, second and third layers respectively. Nodes are placed within the rod and the internal position within the rod varies during the deformation. At $d=1 / 2$, nodes are placed at touching points of two rods and the green, blue and red spheres represent the touching points between the 1 st and 2 nd, the 2 nd and 3 rd , and the 3 rd and 1 st layers respectively.The $\vec{e}_{\mu}$ specifies the rod direction. The red, blue, and yellow links between points represents the tunneling links with strength of $t_{1}, t_{2}$, and $t_{3}$ respectively. (b) Top view of the tight-binding model. A non-zero $k_{3}$ cause a hopping phase on the closed triangular path of the blue(red) links with the flux $k_{3}\left(-k_{3}\right)$. During deformation, the blue point remains to be fixed while the grenn and red points move by $d$ in the direction indicated in the figure(b).


Figure 7.12: Energy dispersions of the structure $d=1 / 2$ plotted in the 2 d slice Brillouin zones for several values of $k_{3}$.

First, let us focus on $d=1 / 2$. The top view of the structure forms a Kagome lattice(Fig. 7.11 (b)). Although the model is three dimensional, if we fix the $k_{3}=0$, it is a 2 D tight-binding model and the band structure of the Kagome lattice without flux includes a flat band on top, where we set the hopping constant to a minus value $\left(t_{1}=t_{2}=-1\right)$. A non-zero $k_{3}$ induces a flux pattern in the hopping phase(Fig. 7.11), and the flat band gets dispersive. However, another flat band reappears at $k_{3}=\pi / 2$ in the middle in the energy. Finally at $k_{3}=\pi$, the flat band reappears in the bottom(Fig. 7.12). The phase $\mathrm{e}^{\mathrm{i} k_{3}=\pi}=-1$ is equivalent to inverting the hopping constant since $(-1)^{3}=-1$. The result of the tight-binding model well reproduces the properties of the $\pi / 3$ chiral woodpile structure. In the 3D Brillouin zone, the transition point is the Weyl point and Chern number between the transition point takes non-zero value. The section Chern number plotted to $k_{3}(d=1 / 2)$ are shown in the Fig. 7.13. The bundle of three bands in the Fig. 7.14 also well reflects the nonsymmorphic symmetry that the chiral woodpile structure possesses.

As being described so far, the tight-binding model well reproduce the characteristics of the woodpile photonic crystal with deformation. Then, we can study the mechanisms in detail with the simplified model and it also allows us to study the deformation in three dimensional cases more easily.


Figure 7.13: (a) The plot of section Chern number for the first gap(Chern number of the lowest band). (b) The locations of Weyl points in the Brillouin zone. The red(blue) color of the Weyl point means topological charge of $+1(-1)$. (c) The plot of section Chern number for the second gap(the total Chern number of the lowest two bands). (d) The same plot as (b) for the second gap.


Figure 7.14: (a) Plot of eigenspectrum to $k_{3}$ on the line that passes the K or $\mathrm{K}^{\prime}$ point indicated in the right figure. (b) Plot of eigenspectrum to $k_{3}$ on the line that passes the $\Gamma$ point indicted in the right figure.


Figure 7.15: The plots of energy spectra in the finite width geometry ( 30 unit cells). The color of the line represents the moment of the mode intentisty in the $\vec{a}_{1}$ direction; The red(green) means that mode is localized at lef(right) side.

$$
d=-0.5
$$



$d=0.5$


Figure 7.16: Tightbinding models during the deformation shown with the top views( $-0.5 \leq d \leq 0.5$ ).

### 7.4 Conclusion

In this chapter, we consider structural deformation of the woodpile structure and introduce the parameter for structural deformation as a fictitious momentum. We discussed the bulk-edge correspondence, in the synthetic Brillouin zone consisting of momentum and introduced parameter. As a consequence, the variation of edge modes during the structural deformation can be characterized by the Chern number obtained by using the deformation parameter and can give another justification for edge modes appearing under TRS. Also, we demonstrate it in a two-dimensional structures, even thought in the case filling factor of dielectric material varies during deformation. Moreover, we found a tight-binding model that well reproduce the characteristics of the woodpile photonic crystal with deformation. We can studies the mechanisms in detail with the simplified model and it also allows us to study the deformation in three dimensional cases more easily. Since the woodpile structure is a three-dimensional object, total degrees of freedom including one for structural deformation are indeed four and it has opportunity for the second Chern number, which is well defined topological invariant on four dimensional Brillouin zone. However, two bands are insufficient for non-zero second Chern number because then it is degenerated on a line or trivially gapped. Since the second Chern number is well formalized for four band system with Kramars degeneracy, structural deformation keeping the symmetry under artificial time reversal operation that satisfies $\mathcal{T}^{2}=-1$ in combination with spatial rotation would lead to the finding of nonzero second Chern number in deformation of a 3D structure. On the other hand, it would also be interesting to find what corresponds to termination in the structural deformation and consider the bulk-edge correspondence for the termination.

## Chapter 8

## Conclusions

This thesis was dedicated to the theoretical investigation of topological properties of photonic band structures and topologically protected photonic edge modes. For numerical evaluation of topological invariants of photonic bands, we established the gaussian expansion method for the Maxwell equations in Chapter4. For a spatially localized basis set, the eigenvalue problems for Bloch states are periodic in the wavenumber and then we can numerically obtain topological invariants directory from the eigenvectors.

With the gaussian expansion method obtained in Chapter4, the photonic crystal consisting of honeycomb array of helix-shaped holes in the dielectric material was analyzed. The edge modes propagating along the spiral shapes were related to the section Chern number given in the 2D slice perpendicular to the uni-axis as the bulk-edge correspondence. The occurrences of the non-zero section Chern number was attributed to Weyl points lying in the $k_{z}=0$ (time reversal invariant) plane. Further we deformed the photonic crystal to reduce the symmetry and observed that the Weyl points move in more general locations. Then we confirmed that the change of section Chern number exactly specifies the locations of Weyl points in the Brillouin zone. Further, we studied the chiral woodpile photonic crystal, which is also uniaxially chiral and possesses the similar structural symmetry to the array of helices. We confirmed Weyl points in the dielectric chiral woodpile photonic crystals and also that the topological edge modes lie under the light cone, which means those modes are confined at interface without certain claddings. The chiral woodpile photonic crystals are already fabricated in tens of micrometers, which corresponds to the near-infrared region in wavelength. Structures in this scale are suitable for integration to the currently existing electrical/optical systems. In addition, the topological edge modes in the chiral woodpile photonic crystal are circularly polarized, from which we can extract circularly polarized light from arbitrary incidence. Since in the very same sample, circular dichroism has already been observed, the studied topological edge modes also will be experimentally observed in near future.

Moreover in Chapter7, we considered the structural deformation of the woodpile structures and introduced the parameter for structural deformation as a fictitious momentum. We discussed the bulk-edge correspondence, in the synthetic Brillouin zone consisting of momentum and introduced parameter. As a consequence, the variation of edge modes during the structural deformation was characterized by the Chern number obtained by using the deformation parameter. With this, we showed the other way of utilizing topological properties than scattering free propagation.

Also in Chapter6, from the similarity between spatially and temporally periodic modulations, we considered to induce a time-varying effect in a photonic crystal. We were able to find a topologically non-trivial Floquet photonic band structure by the numerical evaluation of the Chern number and to find chiral edge modes induced in the time-varying photonic crystal.

In these studies, we always made a certain parameter, such as a wavenumber or a period of time modulation, confined and found topologically nontrivial states between Weyl points. We have made best use of the numerically obtained topological invariants to specify the topologically non-trivial regions and demonstrated the topological edge modes dispersions. The numerical method could also be newly applied to other continuous systems such as elastic systems. We hope that the method would be used to quantitatively optimize topological states as we have demonstrated in this thesis.
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[^0]:    ${ }^{1}$ With the use of plane waves, the transversality condition for $\vec{H}$ allows us to take only two components, whereas the expansion of $\vec{E}$ requires three components producing the one-third of zero eigenvalues.

[^1]:    ${ }^{2}$ Sign flip for the $\vec{E}$ instead is also possible.

[^2]:    ${ }^{3}$ When the $\vec{E}$ field is polarized in the $z($ TM-mode $)$, the transversality condition $\nabla \cdot \hat{\varepsilon} \vec{E}=\hat{\varepsilon} \nabla \cdot \vec{E}$ is automatically satisfied.

[^3]:    ${ }^{4}$ The EM field should indeed be represented as a real valued field with its complex conjugate field. The complex conjugate is the solution of the complex conjugate of the both hands of the eigenequation.

[^4]:    ${ }^{1}$ In the other way, the point degeneracy is explained from the non-symmorphic(screw) symmetry of the strcuture, as explained in a following section
    ${ }^{2}$ This modification does not break the screw symmetry that gives point degeneracy on line passing the K or K ' point parallel to the $k_{3}$. Even after the screw symmetry is broken, the degeneracy point remains because of the topological stability.

[^5]:    ${ }^{3}$ The size of the structure is little different from the previous subsection.

[^6]:    ${ }^{1}$ The gap at $\omega= \pm \Omega / 2$ open also for linear polarization because of the broken continuous time translation symmetry.

[^7]:    ${ }^{2}$ Therefore, for the same intensity, larger $v$ is more sensitive to the effect.

[^8]:    ${ }^{3}$ A gaussian basis localized in both space and time can also be considered.

