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Chapter 1

Introduction

1.1. Syntactic Categories inNatural Language

Sincethe very beginning of the study of languagdisyuistshave recognized thatords
or lexical itemscan be classified intawo groups:content words and function words.
Generative Grammaassumes two syntactic categoyiésxical categories and functional
categoriesroughly corresponding to content words &mactional words Generallyspeaking
the two categories can be distinguisiheded on certain contrastive properties. A number of
such properties have been identified so far, as summarized by Corver and van Riemsdijk
(20018), with one striking exampleelating to semantic content. Lexical categohasea
concrete semantic contentThey can be further divided into four major categories, nouns (N),
verbs (V), adjectives (A), and prepositions (B)y(, Chomsky (1970), Stowell (1981)). In
contrast to éxical categoriesfunctional categoriebearabstract meaningss theyprimarily
perform grammaticdlnctions bymarking forexamplefit ens e, modal i ty, def |
degree[and]i nt errogati vityo ( Cor v e Mheginge the ammentRi e ms ¢
wordsJor lexical categoriesf oget her, to i ndicate what goes
van Riemsdijk (2001a: 1)). Representative examples aremd I(or T), which are responsible
for definiteness and tense in grammar, respectivelfPrevious studies have clarified
characteristicglistinguishingthe two categories; thisasmade the distinction more precise,
thereby contributing tour understandingf natural language.

Research omuestions relating teyntacticcategorieshowever,has also discovered a
third type of category: Itmes in this categorigehavdike a lexical category in some respects
andlike a functional category in others. Thisbetween category is termedi s elexical

categoy0 ( Cor ver a n(@00b)achvamRiemsuikd1i998k Emonds (1985, 2000,



2001). Emonds (1985, 2000, 20Q1fpr example argues thahouns, verbs, adjectives and
prepositions, generally classified as lexicategories fall under the serrlexical category
when theyhave poperties characteristic of functional categorie€monds (1985: 162)
roughly characterizethemasicompr i sed of the most frequent
speci fic member sThay alsoshaw differenasyntagtio brelyaviars from those
of other ordinary lexical categoriépartially) due to the lack of semantic specificityFor
example, serdiexical nouns includeneg thing, place time andbody, among others. These
nounscan be combined withuantifiers such asvery some any, andno, yielding complex
pronouns such asverything someonganybody no place (Emonds (1985: 162, 204)).The
complex pronouns behave like quantifiers, which fall under a class of functional categories,
rather than like lexical noundor instance, they olgatorily precede simple adjectiveas

shown in(1), asis the case with quantifiers, as(8), but not withcompound nounsasin (2).

(1) a. Somebody clever is invited.

b. * Clever somebody is invited.

(2 a. * Housemates clever can be fun.
b. Clever housemates can be fun.
(3) a. Some clever fellows are invited.

b. * Clever some fellows are invited.

(Emonds (1985: 204yyith slight modification¥

Emonds (985 accounts for this distribution by arguititatthe nounsone thing, place time,
andbodyundergaoa syntactic operation alped only to functional items, as indicated(#) (cf.

Kishimoto (2000)).



4) someone/ery clever

NP
SPN) NO
A
some AP N
very ‘clever oLe

| (Emonds (1985: 207yyith slight modificationy

Note that lhe nouns castayto the right of adjectivesasshownin (5).

(5) a. every interesting thing
b. some delicious thing
C. some cold place

(Kishimoto (2000: 562)

In these examples, however, the nouns have concrete meanings. For exeamuanhing
hereir ef ers to a concrete entity or denotes
That is, the nouns i5) are normal nouns, which do not undergo the syntactic operat{dh in
Given these examplethe lack ofspecific meaningsan be regarded astypical feature of
semtlexical elements.

It has also been observed thattain semiexical items can belsnt (seeCorver (2008)
Shimada (2013); cf. Panagiotidis (2003), Kayne (2005, 2007), Watanabe, (P@i2¢s and
Myler (2014). Harves and Myler (2014), for example, posit the existence of silent elements

in context asin (6).

a



(6) John has yet to eat dinner. (Harves and Myler (2014: 213))

In this example, the negatiypmlarity itemyetoccursand must be licensed by an appropriate
element. However,the sentence&loes not contaira visible licenser Harves and Myler
(2014) propose thayet is licensed by a phonologically null past particiffalLED, as

represented br).

(7) John has%/et FAILEDrp <John> to eat dinner <|yet> ]

(Harves and Myler (2014: 214))

This analysigonvincingly demonstrasghe existence of silent elements and clarifies their roles
in phrases.

Various studies have tried to shed light on the properties oflegital categorieshut
these categories remain poorly understpadticularly when compareaith regular lexcal and
functional categories. Sesaxicality, in this sense, is at the frontier of research in the system
of syntactic categories, thus requiring further research. Corver and van Riemsdijk (2001a: 10)
givevarious questions that should &gdresedin the study of serdiexical categories Some

of thesearethefollowing:

(8) a. What types of serdexical nouns, verbs, adjectives and prepositions can be
distinguished?
b. What distinguishes them from truly grammatical fums®
C. Is this distinction expressed in terms of their lexical feat@mposition,
and if so, what features are involved?

d. How do they combine in syntactic structure and how do they project



syntactically?

(Corver and van Riemsdijk (200110))

The papers collected in Corver and van Riemsdijk (2001b) independently studiesesali
categories and answer questions like tHes®a variousviewpoints. Unfortunatelythere are
poorly explored areateft on the frontier weare attemping to examine Firstly, nrumerous
studies have focused on selexical elements in the context of phrase formation,(tutmy
knowledg@ very little attentiorhas been paid tithemregardingword-formation (except for a
few studies such as Shimada (2013)t is not enough to focus on the phrasal lewben
studyingsemtlexical categoriesbhecausahereshould besemtlexical items that can only be
identified by exploring the field of wortbrmation. Secondly,another unexplored field is
related to the langge types that have been investigated in the literatUPeevious studies
havemostly concerned European languages. -Haropean languagéike Japanese are thus
new fieldsin the study of semiexical categories. Given the variability of lexical categes

in languages, it is desirable to advance the stadgncompasa wide range of languages in
order to broaden our knowledge of sdexical categories in natural languagéd-or instance,
Japanese has two lexical categories that are not found in Endapgaages: verbal nouns and
adjectival nouns (Shibatani (1990)). These categories, abedmonstrated in this thesis,
should not be overlooked in the study of sdemical categories. Finally, while previous
studiesindependentlyassume serdexical categories (and elementstually equivalent to
them) to capturevarious phenomenahey have notsatisfactorily provided a general or
systematic viewof the categories. We need tdakethese aspectato consideratiorio further

understand syntactic categories in natural language.



1.2. Aims

Hoping to contribute ta better understanding of seteixical categorieghis thesis aims
to clarify ceratin of theimspects. Specifically, we seek answers to the followingiguedy
focusing on morphological phenomena in English and Japanese including prefixation,

compounding, and nominalization

(9) a. Whatlexical items can be classifiedssemtlexical categorie®
b. What roles do they play igrammar, especiallyy morphology?
C. Whatstatus do they have thegrammar system?

We will addressthese questions based on the framework of the Bifurcated LeéMioael
proposed bfEmondg2000, 2002, 2005) The modebffersa unfied way of analyzing semi
lexical categories. The model contains two main hypotheses. Firstly, it hypothesizes that the
Lexicon is composedf two subcomponents, the Dictionary and the Syntacticdime former
contains the four lexical categories N, A, and B and the latter functional categories.
Importantly, it is the Syntacticonthat contairs semtlexical categories Semtlexical
categories here can be regarded as lexical items that have the category N, V, A, or P but are
semantically light.  Secondly, the modalpothesizesMulti-Level Lexical Insertion
according to which the Syntacticon can feed its itanduding semtlexical items to syntax
at three different stages during the derivation. The combination sé¢ the hypotheses,
together with additional assumptions, gives skaxical categories atable place inthe
grammar system, answering the question(8)n

Within this model, this thesis will identify additional examples ofdamtlexical items
as defined inrEmonds (2000) by investigating complex words in lIishgand Japanese. In

addition, this thesis will proposa new type of serrexical categoriesthat was not



hypothesizedn Emonds (2000). This thesisshowshow both types of serdexical categories
are involved in morphological processes especiallgims of the relationship witkyntactic
computation.

In so doing, we will also deal wittelevantissueghat have been discussiedthe study
of morphology They are concerned with the distinction among morphological proctsses

headedness in complex wordsd the competition in worfibrmation,assummarizedn (10).

(10 a. How are the three morphological preses, namely, derivation,

compounding, and inflectiofand their resultantsilistinguished from one

another?
b. Which constituent in a complex word functions as the head?
C. Under what conditions do woifdrmations compete with each other?

Thenotion of semiexical categories sheds new light on these questions.

1.3. Organization
This thesis is organized as follows. Chapt@uflines the theoretical framework, the
Bifurcated Lexical Model, based on Emonds (2000, 2001, 2002, 2&@dhtroduceste two
main hypotheses briefl mentioned above It also provides definitions of lexical, functional,
and semiexical categories. In particular it elaborates the notion of sefekicality and semi
lexical categories. It will be shown thiats elmd x i ¢ a | irdintepretedaains @é@ondar y
me mber shi po i rmonebth &ndéréhe Biforeated kiead Moglel, which assumes
two lexical components.@., the Dictionary and the Syticon), we can assume that not only
the Syntacticon budlso the Dictimaryinvolve semilexical categories.

Chapters 3 and 4rovide additional examples of sefakical categories in the



Syntacticon. Chapter 3 investigatg®fixation in Englishshowing that it can be resolved
into compounding and amfiectionlike process. The inflectionrlike prefixation employs
semtlexical Ps, which bear aspectual or negative meaninGbapter 4analyzes transparent
compoundsn English which are apparently headed by a-teihd constituenwith respect to
argumat-selection (Toman (19). It is argued that apparently ldfeaded compounds are
headed by semlexical nouns This chapter extends this analysis t&é/\¢ompounds in
Japanese and identifies several verbs as-keeal Vs in the Syntacticon.

Chapters 5 and provide evidence foithe semilexical categorieshatare not assumed
in Emonds (200Q)namely, semlexical categories in the Dictionary Chapter S5examines
whether result nominals are derived from complex event nominals (Grimshaw)(2890t.
This chapter argues that the two types of nominals are independently formed based on empirical
datadrawnmainly from theOxford English Dictionary El aborating Emondsé
the proposedanalysis assumes that certain nominal suffixesich originally reside in the
Syntacticon can be turned into Dictionary itemghen they form result nominals Such
nominal suffixes in th®ictionary can be counted asmtlexical elements in the Dictionary
under the revised notion of sefekicality. Inaddition,&t endi ng Shi madabds ( 2
this chapter also proposes that English and Japaessebalconvertednounsare headed by
silent nounsfrom the Dictionary, which are another type of sdexical categoy in the
Dictionary. Chapter grovides independent evidence for the existence of silentlsgoal
elements in the Dictionary jemonstrang thatthey play a crucial role in forming certain
kind of complex wordin Japanese. This chapteris important for the question i(8a) in
particular, because it identifies selaxical items other than N, V, A, and P

Chapter Summarizes this thesis antfers concluding remarks.



Chapter 2

Theoretical Framework

2.1. Introduction

This chapter outlines the theoretical framework of this thesis, which is called the
Bifurcated Lexical Modet. The frameworkwas first proposed in Emonds (2000) and has
been elaborated in his subsequent works (Emonds (2001, 2002, 2005, 2016)). Its outstanding
feature is itawo basic hypotheses. Firstly, the model, as its name suggests, hypothesizes that
the Lexicon consists oivb subcomponents that are called the Dictionary and the Syntacticon.
The two components supply secure places in grammar notoorhe traditionally recognized
categories (i.e., lexical and functional ones), but dtsosemilexical categories. The
bifurcation of the Lexicon leads to the second hypothealeedMulti-level Lexical Insertion
wherdoy the two subcomponents of the Lexicon interact withastit computation differently.
Whereas the Dictionary inserts lexical items only before syntamtnputation,lie Syntacticon
can feed lexical items to syntax several times during the computation. Under the two basic
hypotheses, the notion of headedness can be redefined. In addition, they thkrif
distinctions among the three basic morphologjmacesses, compounding, derivation, and
inflection.

This chapter is organized as follows. Secfdhintroduces three types of lexical items
stored in the_exicon, lexical, functional, and seileixical categories. Section2.3shows how
phrase structures are formed independently of individual lexical iteBection2.4 outlines
the fundamental hypothessf Emonds 6 (2000) framewor k, t hat
Model, wheréy the Lexicon is decomposed into two subcomponents, the Dictionary and the

Syntacticon. SectioB.5 introduces another basic hypothesis: Mléirel Lexical Inseron.

1 See Morita (2003) for a review of Emonds (2000).
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Under the hypothesis, there are three types of lexical insertion from the Syntacticon, which take
placeat different stages of the syntactic computation. They are illustrated in Se2tnfs
and 2.5.4 based orexamples of nominalization and inflection. In so doing, the notion of

headedness is redefined. SecBd®summarizes this chapter.

2.2. Lexical, Functional, and Semilexical Categories

This section introduceke basic ingredients for syntactic computation thatsaoeed in
the Lexicon. As wi th other general theories in Gene
assumes two types of syntactic categories in the lexical inventory: lexical categories and
functional categories. Lexical categories, which consist of nowsrbs, adjectivesand
prepositions (N, V, A, P), constitute the major portion of the inventory. Emonds (2000: 5)

assumes the following structural restriction on lexical categories X: each of the four lexical

categories X fAhas awhimahki onall i gatogreiclty omo XtPad
structural head X as well as any modifiers a
Functional <categories, which are | imited i

extend the projections ofthelexal| c at e g or well eprasentetyll aned . dhe e
former forms an extended projectifhof VV and the latter an extended projection DP of N. In
addition, functional categories include the elements modifying (at least) the four lexical
categoris X. Emonds (2000) uses the term specifier SPEC(XP) for them. SPEC(AP), for
example, contains degree words heryandso (Emonds (2000: 6)).

We now obtain the following property of Universal Grammar (UG) concerning syntactic

categories:

D UG provides a restricted set of morpheme categories {B}: lexical heads X, specifier

SPEC(XP), I, D and perhaps a few others. (Emonds (2000: 6))

10



Lexical and functional categories are distinguished from each other by the feature
contents in their lexical entries. Emonds (2000) assumes two types of features: purely

semantic featurelsand cognitive syntactic features F. They are defined as follows:

2 a Purely semantic featuréswhich are presermnly on the head categories X
=N, V,Aand P. They are not used in syntax and are not present on closed
subclasses of grammatical X.
b. Cognitive syntactic features F @anonical positions, which can occur with
all syntactic categories. They play a central role in both syntax and at
Logical Form.

(Emonds (2000: 12))

As defined in(2a), purely semantic featuréare present only on the lexical head categories N,
V, A, and P. They contribute to finer distinctions of meaning outside of syntax; namely, they
play no role in syntax. In contrast, cognitive syntactic features aaur @dth all syntactic
categories and play a central role in syrftaxthus, the purely semantic featufedistinguish

lexical categories fronfunctional categories, as formalized(8).
3 Outside the lexical categories N, V, A and P, the only features allowed are the
cognitive syntactic features F (and the small sets of morphemes they generate).

(Emonds (2000: 9)

Importantly, not every N, V, A, and iusthave purely semantic features Emonds

(2000: 9) st at es thhsasubsetooitsay uptd twenty e socelemeatgfolly i e s

2The term iic an o(ah)wvillsdbé expamediintSecton 2.%1. i n
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characterized by cognitive syntactic fig@s F and entirely lacking purely semantic featuges f
(italics original)(see also Emonds (1985)) These subsets are calggdmmaticalN, V, A, and

P in Emonds (2000). In addition tiois term Emonds (2001) uses the lalseimilexical for

the subset

4) Semtlexical Categories
Semtlexical heads (= grammatical heads) are those N, V, A, and P which have no

purely semantic featurds (Emonds (2001: 29))

Semi-lexical categories can be roughly characterized as beimgo mpr i sed of t h
frequently used and | east semantically speci

(1985: 162)). Emonds (2000: 9) gives the following examplesarhislexical N and V:

(5) a. Semtlexical N
one self, thing, stuff people other(s) place time way, reason etc.
b. Semilexical V
be, have do, get go, come let, make say; etc.

(Emonds (2000: 9)

Note that semiexical N, V, A, and P can be grouped together with functional categories
in that both of them lack purelemanticfeaturesf. Functional (or grammatical) categories

can thus be defined as follows:

(6) A closed grammatical class @icluding N, V, A, P)is one whose members have

no purely semantic featur&sbut onlycognitive syntactic features F.

12



(Emonds (2000: 9))

Importantly, the definition ii6) does not involve the distinction between free and bound
morphemes; namely, the boundness of a given lexical item does not indicate its functional status.
In this regard, Emonds (2000: 97, 107, 110) points that stems used in neoclassical
compounds (e.gmega, multi-, -holic, -hood -phile) have specific semantic contgsee also
Yoshioka (2Q1)). This means that although they are bound forms, they can be characterized
by their own purely semantic featurés Accordingly, the definition in6) classifies the
combining formshot as grammatical but as lexical categories (see also Nagarda:(3ettion
4)).

Based on thee two types of featur® the lexical entries of lexical and functional
categories can be formally expredses in(7), where @represents a selecting headd+ F

a subcategorization frame, and subscripé&ndices(see Emonds (2000: 43))

(7) a. Lexical Categories:
@, X, Rk, fj, +__k
b. Functional Categories (including Grammatical N, V, A, P):
@, X, r,+

For example, th@sychverb amuseand the agentive suffixer have the following lexical

entries:

(8) a. amuse, Vf, +__ ANIMATE (Emonds (2000: 47), with a modification)
b. er, N, ANIMATE, +<[V, ACTIVITY]__ >

(Emonds (2000: 157, with a modification))
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Thelexical entryin (8a) means that the heanusehas the categorial feature V and a purely
semantic featurg(thus,amusas a lexical category), and takes a complementrittitnsically
hasthe cognitive syntactic featufANIMATE].  Likewise, helexical entryin (8b) indicates

that -er has the features N and [ANIMATE] and attaches to the verbs with the feature
[ACTIVITY].

As indicated in thdexical entries in8), the combinatorial relationship between a head
and its complement is encoded only by the frame +_ Hmonds (2000: 42) assumes thast
frame does not mention phrases (i.eqt + DP but + D, for example), conflating weord
internal and phrasal subcategorization

While the ceoccurrence properties of the categories and features are partially regulated
by lexically specified cabccurrence frames, they are also governga liniversal theory of

phrase structurthat is introduced irhie next section.

2.3. ATheory of Phrase Structure
As a general theory of the way lexical iteare combinedEmonds (2000) adopts-X
bar theory, which hypothesizes that lexical categotiase projected uf form norrmaximal
and maxi mal projections, which are represent
structurally contains SPEC(XP), which is the position for the modifier of the head X and the

subject DP of VP. This can bermalized as follows:

9 Lexical category heads X together with their complements and adjunct phrases
constitute units of syntax, calledaximal projectionXP of these X.

(Emonds (2000: 13))

In addition to lexical categoriethe functional categorie® and | are also projected up

14



and yield DP and 1| P, respectivel y. They ar
cannot occur freely; D is associated with NP and | with VP. The catéyduypctions to
determine the referential properties of NP when paired with NP. The category | gives

finiteness to VP by combining with it. These structural relatiorsstap be defined as ({@d0).

(20 Functional Projections
FP = (DP) F- XP; when F is |, then X is V and when F is D, then X is N.

(Emonds (2000: 21))

Emonds2000: 1jdef i nes DPs and | Ps fasN fabonedx tVe nrdeesdp epcrt
Phrase structures constructed in the way as described above are then subject to lexical

insertion. Emonds (2000) hypothesizes that lexical categories and functiotegjocias

undergo insertion idifferent ways. This hyghesis is based dhe proposal that the Lexicon

consists of two subcomponents. Secfiahintroduces this proposal and SectibBprovides

important assumptions of lexical insertiorBMonds é (2000) framewor k.

2.4. The Bifurcated Lexical Model
A distinctive feature of Emondsdé6 (2000) r
Lexicon, an inventory of lexical items. He proposes the Bifurcated Lexical Model, where the
Lexicon is decomposed into the two subcomponebistionary and Syntacticon The
Dictionary is the inventory of the lexical items with purely semantic feafutbat is, lexical
categories N, V, A, and P. It also stores the bound lexical items with purely semantic features
f. The Syntacticon is the inventory of the lexical isemithoutf features it thus contains
functional categories and the selexical categories as they are defineddn

The two subcomponents of the Lexicdscadiffer from each other in therelationship
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with other mental faculties. While the Syntacticon is a purely syntactic component, the
Dictionaryis aninterfae betweersyntaxanda mental facultyas Phonological Form (PF) and
Logical Form (LF) are th interfaces of syntax with mental faculties, namely, a perception /
articulation system and an interpretation / use system, which are also known under the names
of the articulatoryperceptual (or sensorimotor) system and the conceptigational system
(Chomsky (1995)). What the Dictionary intel
human memonry (Emonds (2000: 24)) This property allows the Dictionary to match with
lexical items purely semantic featurffesvhich play a role only out of synta

The next section introduces the second important hypothesis concerning lexical insertion,

which is ased orthe bifurcation of the Lexicon.

2.5. Multi -level Lexical Insertion
2.5.1. Canonical Realizationand Lexical Insertion

Let us first introduce the relationship between cognitive syntactic features F and syntactic
categories. UG matches cognitive syntactic features F with appropriate syntactic categories.
Canonically, the features are realized or inserted in their apat®gyntactic positions, which
are called Acanonical position. o Emonds ( 2«
at LF only when they are in such canonical positions. This pattern of realization is called

fi ¢ a n orealizatian:

(11 Canonical Realization
Universal Grammar associates a few cognitive syntactic features F with each
syntactic category B. These features F contribute to semantic interpretation
(Logi cal Form) onl y i nB,andappearelGewlzereontyi c a |

via languageparticular lexical stipulation. (Emonds (2000: 8))
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For example, tense features like [PAST] are matched with the category I, and thus | is the
canonical position for [PAST]. The feature contrilsittesemantic iterpretation only in that
canonical position in syntactic structures. Some examples of the association between

syntactic features and categories B are givéaah

(12 Examples oProbableUG Matches:

syntactic features F categories B

a. tense and modal features I

b. quantifier features D or NUM
C. spacetime coordinates P

d. ACTIVITY \

e. PERFECTIVE (aspect) Vv

f. ANIMATE, COUNT N

g. comparative features SPEC(XP)

(Emonds (2000: 8))

Typically, syntactic features are phonologically realized on their canonical positions via lexical
insertion. Emonds (2000) assumes two waythisf type of lexicalization. In addition, he

also assumes that syntactic features can be realized icanonical positions undetrictly

limited environments. In total, three types of lexical insertion are hypothesized in Emonds
(2000). This hypothéss i s calé Vv eld LKdéemil ¢ al l nsertion. 0
lexical insertion are hypothesized, they are not equally available to the two lexical

subcomponenigsshown in theoverview in the next subsection.
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2.5.2. Multi -level Lexical Insertion

Multi-level Lexical Insertion is an important hypothesis derived from the division of the
Lexicon in that the Dictionary and the Syntacticon have different options for insertion.
Emonds (2000) hypothesizes that the two subcomponents of the Lexieosnrdéccessibility

during syntactic derivation. The difference is summarized in Emonds (2005) as follows:

(13 Lexical Accessibility
The Dictionary can be accessed on a dor
The Synt aacanbe acoessed aédl derivational levels

(Emonds (2005: 237))

That is, the items in the Dictionary are inserted only before syntactic derivatiooontrast,

because the Syntacticon can be accessed at all derivational levels, the items stored in it can be
inserted at several stages of a derivation. More precisely, the insertion of Syntacticon items
can take place before, during, and after syitaprocessing. This hypothesis can be

summarized as ifiL4) and schematized (15).

(19 Multi-level Lexical Insertion
Lexical Items from the Syntacticon, in accord with their feature content, can be
inserted at different stages of a derivatien, a t he Di cti onary (A
during a syntactic derivation, and during a phonological derivation.

(Emonds (2000: 179))
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(19

Dictionary [« Syntacticon
ﬁ(a) ® O
Lexical Choice——— SpellOQut——> PF
LF (cf. Emonds (2000: 117, 437))
a. Deep Insertion
b. Syntactic hsertion
C. PFInsertion

Thedownward arrows (a), (b), and (c) represent three options for the insertion of lexical items,
which Emonds (2000, 2002) calls Deep Insertion, Syntdasertion, and PF Insertion,
respectively. Among the three types of insertion, Deep Inserdonl Syntactic Insertion
realizesyntactic features on their canonical positions; conirglyt PF Insertion can realize
them on norcanonical positionas wellas their canonical positions

As briefly mentioned at the end of the previous subsection, the three types of insertion
are not equally available to the Dictionary and the Syntacticéws. arrow (i) represents,
Dictionary items exclusively undergoeBp Insertion. Contrastingly,Syntacticon items can
undergaall three types of insertion.  First, thegn undergo Deep Insertioia the Dictionary.
Since the Dictionary is a list of the items witlthose itemsransferredrom the Syntacticon to
the Dictionary aresomehowassociated witl, and therby they have idiosyncratic meanings.
In addition, Syntacticon items can undetigetwo other types of insertion according to whether
they are interpreted at LF or not. Those contiitguto LF interpreations like derivational
suffixes are inserted prior to Spelut, as represented by arrow (ii)ln contrast, those that

are not interpreted at |_kke inflectional suffixesare inserted after Spellut, as indicated by
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arrow (iii).

(16)

(17)

(18)

The

The three typesfdexical insertion can beummarized as i(16)-(18), respectively.

Deep Insertion

If a lexical entry for an item gdains a purely semantic featdyéhe item is inserted
at the outset of transformational operations on the smaltesgin of which it is
the head.

Syntactic Insertion

If an item contains no purely semantic featibait its cognitive syntactic features
Fi still contribute to Logical Form, it is inserted at the end of the transformational
cycle on the largest domain of which it is the head.

PF Insertion

If an item has no feature whicrtributes to Logical Form, it is inserted in PF and
is absent during the derivation from underlying structure to LF.

(Emonds (2002: 260))

Bifurcated Lexdal Model, which hypothesizes WMi-level Lexical Insertion, can

account for variousyntacticand morphological phenomena. In so doing, the classification

of the items from the Syntacticon is helpful captuing awide range of phenomena. Emonds

(2000) gives the table i(l19), which showsthat there aresix types of insertion from the

Syntacticon according to Awhether an item

being

inserted into a derivationodo (Emonds

20
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(19 Types of Insertion from the Syntacticon

INSERTION LEVEL FREE MORPHEMES BOUND MORPHEMES

norproductivederivational
morphologywith specialized
meanings

Prior to syntactic computation| closed class X with specialize
(Adeep st r uct | meanings, and parts of idioms

During syntactic computation,| closed class grammatical worc productive derivational
prior to Spell Out with LF syntactic features morphology

During PF computation, after | closed class grammatical wort

Spell Out whicharefi pl-acleder inflectional morphology

(Emonds (2000: 121), with modifications

Thefollowing two subsections2.5.3 2.5.9) briefly illustrate the three levels of insertion from

the Syntacticon and introduce somgbrtantrelevantassumptions.

2.5.3. Lexical Insertion before SpeltOut: Deep Insertion and Syntactic Insertion

First, let us illustrate the two types of insertion that occur before-Spgllnamely, Deep
Insertion and Syntactic Insertion. Both ofd#h@sert the items that are interpreted at LF and
realize them on their canonical positions.

The differences between Deep Insertion and Syntactic Insertion are best illustrated by
two types of deverbal nominals, result nominals and complex evemalsnwhich are closely
studied by Grimshaw (1990) (see Emonds (2000: Section 4.7.2; 2002: Section 8)). They are
different in the inheritance of properties of their verbal bases; while result nominals behave in
the same way awrdinarynouns, complex eve nominals inherit properties of verbal bases, so
that they behave like the base verbs in some respe&s.exampleof each isgiven in(20a)

and(20b), respectively.

3 We will more closely observe differences between result nominals and complex event nominals
in Section 5.2.
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(20) a. We protest t he-riseli ttegleds} devblapreents With foi g h

schools. (Emonds (2000: 152))
b. We protestany rapid developmeniof new roads into the hills to attract
industry (Emonds (2002: 255))

The deverbal noudevelopment(s3hows different properties {20a) and(20b). The result
nominaldevelopmentm (20a) refers to concrete objects. Aseault, it can be pluralized and
modified by adjectives referring to physical objects (hgh-rise andtreeles$. By contrast,
the complex event nominalevelopmenin (20b) holds eventual meanings of the base verb
develop Accordingly, it can be modified by the temporal adjectagid and ceoccur with
new roads which is the direct object afevelop and the directional Piato the hills The

following ungrammatical examplesonfirm that these characteristics of the two types of

nominals are distinctive:

(21 a. We protest the cityds three (*const al
(Emonds (2000: 152))
b. We protesthe (*three) constandevelopmer{ts) (*of no beauty)}to attract

industry. (Emonds (2002: 256), with slight modifications)

Emonds (2000, 2002) accounts for these differences by arguing that the nominal suffix
mentis inserted at different leveis the formation of result nominals and complex event
nominals. More precisely,-mentin result nominals undergoes Deep Inserteomd Syntactic
Insertionin complex event nominals Thus, the structures at the level of Deep Insertion of

(20a) and(20b) can be represented ag22) and(23), respectively.
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(22 Result Nominals:mentpresent at deep structure:

/DP
DP >\
‘ D NP
the city ‘
6s NUM AP N PP

three treeless N with no schools

V [N, PU

develop -ments

(Emonds (2000: 153), with slight modifications)

(23 Complex Event Nominalsmentreplacs @ during the syntax:

DP

‘ e

any
A N* to attract industry
rapid N\ PP

NOAPP into the hills
vV NO P DP

‘ [+ABSTRACT]
develop @ @  new roads
(=>-men) (=> of)

(Emonds (2002: 256with modificationg

In (22), the nominal suffixmentis present from the beginning of the derivatibat in (23),

the position for the suffix remains empty until the level of Syntactic Insertion. In other words,
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the structural head of the NP {23) is inert during sytactic computation. Under the
hypothesis oMulti-levelLexicallnsertion, such a situation can occur as a natural consequence
when the head item of a given structure comes from the Syntactidtis situation requires
a careful definition of head in&hBifurcated Lexical Model.
Emonds 2000 thus distinguisheleadthat hae undergone lexical insertidrom head
that haenot. The former type is calledexical head The latter type is actuallyséructural
head, but entirehhinepribr o ¢hd derfivatisnal moment which associates it with
a |l exical itemd (Emonds (2000: 155)). Accor
the lexical head instead functions as the head of the structure. Emonds (200&rri2®)ds

thedefinition oflexical head as follows:

(29 Lexical HeadProjection
Let Y° be the highest lexically filled head ifh. Z Then Y is the lexical head ofiZ

and Zis a lexical projection of ¥, (Emonds (2000: 128) = small integer

Given the notion of lexical head, we can account for different properties observed in
complex event nominals and result nominals. Complex event nominals behave like their base
verbs because the base verb indeed serves lexiited head until the insertion of the structural
head-ment Turning back to the structure {83), we can identify the verbevelopas the
lexical head in NP. 8ce it functions as the head whileentremains empty, it holds event
meanings and the ability of arguméaking. As a result, the temporal modifiapid and the
directional PAnto the hill are licensed. In additiomevelop as the lexical head, takes its
direct objecinew roads Meanwhile, result nominals contain the nominal suffirentat the
beginning of the derivation, as indicated22). In this case, the suffix functions as a lexical

head throughout the derivation. As a result, the wereglopmentshows nominal properties.
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Deep Insertion and Syntactic Insertioave the same effect on interpretation in that the
lexicd items inserted via either of them are visible to LF. That is, the items contribute to LF
interpretation. In result nominals, the suffixes are associated with verbs via semantic features
f, resulting in specialized meanings. In complex event nomitt@ssuffixes have some
cognitive syntactic features F like [+ABSTRACT]. By contrast, the third type of lexical
insertion hypothesized in the Bifurcated Lexical Model, PF Insertibanologically realizes
the items that do not contribute to LF interprietat In addition, irsome cases of PF Insertjon
lexical items (or, more genehgl syntactic features) are realized in r@anonical positions.

These properties of lexical insertion at PF are outlined in the next subsection.

2.5.4. Lexical Insertion after Spell-Out
2.5.4.1. PF Insertion
As shown in the table if19), PF Insertion from the Syntacticon is responsible for
i nserting pl ace hol dedsytactiapbsaidns whish mayinothbezgro,f i | |
but they do not themselves contribute to det
Among such place holders are expletive¥hereinsertion is a good example of PF
Insertion. Another example isf-insertion which occurs to realize DP complements of

deverbal nouns. This can be see(Ritb), which is repeated #25).

(25 We protesanyrapiddevelopmenobf new roads into the hills to attract industry

(= (200))

In this examplepf is a semantically empty and purely syntactic preposition in that it assigns
abstract case to the object B8w roads Given that it does not play any role at LF, it can be

assumed to undergo PF Insertiosjradicated byd; in the structure ir§23).
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Recall from the table i{19) that PF Insertion also implements the realization of
inflectional suffixes. However, they are realized in a diffensat;, as shown in the next

subsection.

2.5.4.2. Inflectional Morphology as Alternative Realization

To introduce E mofmgrdmsniaticdl ftedidn) let usi fiestvrecall the
canonicalform of realization, which is outlined in Sectidh5.1 It states that syntactic
features are associdtevith each syntactic category B and interpretable only in their canonical
positions on B. In addition tothis canonical pattern, Emonds (2000) hypothesizes that
syntactic features in category B can be phi
positions. In this case, since the morpheme zewgjithe syntactic featurésnotin a canonical
position ands just a phonological realization, it does not contribute to LF; accordingly, it is
insertedatPF. Thiseal i zati on patttievren Riesalciazlalte do ni, A0l tweh

follows:

(26) Alternative Realization
A syntactic feature F canonically associated in UG with category B can be
alternatively realized in a closed class grammatical morpheme ufideroXided
XCis the lexical head of a sister of B

(Emonds (2000: 125), cf. Emonds (19859e also Emonds (2016))

Importantly, alternative realization subsumes inflectional morphology. To see how
inflectional morphology works in the Bifurcated Lexical Model, let us take inflected
comparatives and verbal inflectioasexample.

In his analysis ofinflected conparatives, Emonds (2000) first obsenrassfollowsthat
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they do not cebccur with degree words:

(27) *very fonder of sweefghow fonder of sweet$less fondest of sweetstc.

(Emonds (2000: 126))

This co-occurrence restrictiosuggess that comparatives and degree words are in the same
syntactic position. Since degree words, modifiers of A, are in SPEC(AP), comparative
features (i.e J[COMPARE]) also occur in this position. That is, comparativesiaterpreted

not on A but on SPEC(AP) (cf. Bresnan (1973)). Phonologically, the features in SPEC(AP)

are realized as the morphenae under A at PF, as shown (28).

(28)

AP

[SPEC(AP)’COm]\
| Al

{ @/ *very | *how / *less } /\

A PP
A [A, COMPAR] of sweets
fond @ (=>erin PF)

(Emonds (2000: 126))

In this examplewhile comparative features are canonicakgociated with SPEC(AP) and thus
interpreted on this position, they are alternatively realizegebynder A; sinceer is inserted
in PF, the morpheme itseltf does not contrib

words, I t s e ededify thepSPEG(AP) paditibneas theauniform canonical locus
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of LF interpretation for the degree of an AP, and to consider the comparative/superlative
inflections in English as a kind of O6PF agr:
(2000) assinfates comparatives to a form of PF Insertion, alternative realization, even though
they are Ameaningful . o

In addition to comparatives, verbal inflections can also be analyzed as alternative
realization. For example, the tense feature [PAST] i®miaally matched with I.  The
feature is indeed interpreted in this position at LF, but it is not phonologically realized there;

alternatively, it is realized underat PF, as shown i(29).*

(29 Contextfor PF Insertion ofed

P
/\
DP 16
/\
[I, PAST] VP
/\
Ann é Vv DP
/\
v [V, PAST] pa‘pers
burn @ (=>edin PF)

(Emonds (2000128))

Note here thatlthough the worthurnedis headed by the suffeed, the suffix does not interfere
with the argumentaking of the verb. This is becauselremains empty during the syntactic

computation and failed to function as the lexical heduich is defined ir{24), repeated aS0).

i nflecti on Afsubs

“*This AR analysis of v I
er a | owering tran

elimnates fiany need for
(Emonds (2000: 127)).

er ba
ei th

28



(30) Lexical HeadProjection
Let YO be the highest lexically filled head in. Z Then Yis the lexical head ofiZ

and Zis a lexical projection of ¥, (= (29)

In Emond$(2000: 129wor ds, dAonl y vaedthe l&xieal fedd ofithe VIBarhed i s |
the paperdin (29)]. But this is exactly as desired, since the PF heddas no effect on
compl ement selection or case assignment. o I

regarded as fisisterso at all |l evel s other th

2.6. Morphology in the Bifurcated Lexical Model
So far,we have outlined the Bifurcated Lexical Model, which hypothesizes three levels
of insertion,namely Deep Insertion, Syntactic Insertion, and PF Insertidsinder this model,
this thesis dealwith various morphological phenomenalo better understanithis modelin
the context of the study of morpholodst usdescribetheoreticalkcharacteristics of the model
following Stewartdés (2016) .description of mo

Stewart (2016)clarifies the theoreticakimilarities anddifferences amondifteen

5 Due to the notionfdexical head, the Bifurcated Lexical Model obtains the same effabeas
notion of a relativized head proposed by Di Sciullo and Williams (1987). They definead as
follows:

(1) Definiti@n(ofaldhebdeéad with respect to the f
The headof a word is the rightmost element of the word marked for the feature F.
(Di Sciullo and Williams (1987: 28)

For example, inthe inflected verlseesthe verbseepossesses argument structusasthe inflectional
suffix -slacksthem Unde the notion of relativized head, two heads can be assumed:

(ii) a. head gument structuieS€E
b. heainfiectional features -S

In this way, Di Sciullo and Williams (1987) explain the fact that the verb can select complewvemts

though it is the lefhand constituent.  Within the hypothesidvlilti-Level Lexical Insertionhowever,

we can reduce this nrel at i vatwh&hseeand-6aretirsertédase di f f
outlined here.
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morphologicalframeworksbased on the positionsregardingthe following five issues:

(31 a. morphemebased vs. word/lexerdeased
b. formalist vs.functionalist
C. in-grammar vs. idexicon
d. phonological formalism vs. syntactic formalism
e. incremental vs. realizational

First,the distinctionin3la) fAconcerns the basic units arou
assumed to be organi z e déasédShemiesaandider@h@dhéme 5) )
as the atomic meaningful unit, wieas word/lexembased theoriesegard a word or lexeme

as the smallest unit. Secondfiformalistapproachegfocus primarily on rules, constraints, and
units which are particular to l@hlguamge cnlryud
gerer ali zations relevant to the characterisat
Me a n wh i Unatignalisi §pprpachesre interested more in contextualising language as
cognitively and socially gr oThethdrécdntrasia (8)v i our s
is related tavhether morphology is placed in the grammar or the lexicémfin-g r a mmar 0
approachegs mor phol ogy i s put own autortoloals cgmpanemnnarr na:
sometimes as distributed among independently motivated components, typically syntax and/or
phonol ogy o ( S tandthalexitonis 2datdlasepds)itory of idiosyncrasy In

A i-lne x i appraadhes, morphologyisl aced i n the | exicon, whicl
if not all lexical knowledge, predictable or noéndfithe complex lexical entries interact with
grammati cal structures in as many distinct
(2016: 6)). The fourth difference between phonological formalism and syntactic formalism

(31d) is associated with the third contrast-gim a mma r approaches At er
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morphological rules to be as similar as possible to the rules assumed for an adjacent component
of grammar 0O ( St eAm agpptoach( d@guidg6for phorolpgical forrsah

Af or mal i s e s -ldxieakphon@ogicalruled in ginoilar tvays, distinguishing them by

domain of application, rather than by making a fordistinction in rule constructianStewart

(2016: 7)). The fifth distinction in(31e), incremental vs. realizational, whighadopted from

Stump (2001: D ) Afocuses on the input/output cond
(Stewart (2016: 7)). Incremental aproachesssumethdit he meani ng and ot he
morphologically complex expressions are built up gradually as a more or less additivedproces
(Stewar't (2016: 7)) . Fikkesaegampées, t hheprap
subject agreme nt , 6 Opresent tense,® and O0indd cati v
(Stump (20012 ) ) . By contrast, realizational apprc
root, lexeme, or lexical stem) and some set of morphosyntactic properties (aagrbpth to

that base and to the context in which the complex expression finds itself) jointly determine the
mor phophonofooagibcafF o6tbpeflUlly inflected word
According to this vimuwlkewitthhe talsesopgi apémonhi ed
agreement , 6 6present t e n sthe attachmentdof thei soffdsd c at i Vv ¢
(Stump (2001: 2)).

Turmning toEmonds 6 ( 2, Qe 8an descale et lafllows. First, it takes
morphemes aatomic itens; for example, the complex wordgvelopments formed by the
concatenation of the verblevelopand the suffix-ment Thus, it isa morphemebased
approach Second, this modélas along with other generative theorias,interest in formally
specifying dall and-fomrimedt ke rg rnagmmatfi @aa ll layn gw
1)). Emonds (2000begins with the following citation fronr€homsky (19571 3 ) : AThe
fundamental aim in the linguistic analysis of a language L is to separatgamenatical

sequencesvhich are the sentences of L from thegrammaticalsequences which are not
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sentences of L and to study the structure of the grammatical sequenths declares that

the model is dormalistapproach. Third, the modeh t a k establishezl that syntactic theory

must account for the regular and often fully productive grammatical patterns of morphology

and compounding which operate both within and acrdssiotnain boundari€s(Emonds

(2000: 76)). In addition, this model regardsthee x i con as fithe totality
and seqgances of items stored in memoEmonds (2000: 76)). Thus, the model is aim-

grammar approach. This is also related to the fouritharacteristic that is, the model
formalizes the morphological rules and the syntactic rules in the same way. For example,
Emonds (2000: 8 8nferna and phmsal catdyarization arecutdrom the same

f or mal cloth. o A c c osyntactiofgrinalism Ladtlyethemmodkleah a d o p |
be characterized as bothcrementaland realizational This model isincrementalin the
formationof compounds by Deep Insertion; compouadsformed by adding one lexical item

from the Dictionary to another. At the same time, thiglel isrealizationalin the realization

of lexical items from the Syntacticon by Syntactic Insertion or PF Insertion (including
Alternative Ingrtion). In this type ofinsertion feature setsletermine which phonological

forms are used to realize themThis indicates the characteristic of realizational approaches.

In thefollowing chapters, we will analyze various morphological phenomena witisin th
frameworkwith the characteristics described just abovBefore proceeding, it is important to
reinterpret the three major morphological processes, namely, compounding, derivation, and
inflection, in light of this modelbecause the model provides a new perspective on these
processes. First, let us consider compounding and derivatiorAs an in-grammar and
syntactic formalis approach, Emon@q2000) model assumes that the two morphological
processes traditionally called compounding and derivatiomhareame in that thegombine

zerclevel categories, as (32).
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(32 a. strong hearted b. germ resistant

A A
stang he‘art reList a‘nt

(Emonds (2000: 83))

The two processes are, howevdifferent in the status of the morphemes combined;
compounding combines two morphem#mat havepurely semantic feature§ whereas
derivation attaches a morpheme without purely semantic fedttoes lexical category. In
(32a), for examplethe two lexical categoriestrongandheart are combinedand this process

is compounding. The resultant structure is combined with the adjectival sedfixvhich
lacks purely semantic featurgshis process is derivation.In (32b), derivation occurs first,
and then compounding takes plac&iven this distinction, we can reinterpoetmpounds and
derivatives. For explanatory purpose, let us suppose a complex whard KX and Y are
lexical categories, which havengly semantic featurdsthe word is a compound. f X or Y

is a functional item, which lacks purely semantic featfiresid the rest is a lexical category,
then the word is a derivative. Thus, compounds and derivatives can be schematically

representeds in(33), where feature compositions are indicated in curly brackets

(33 a. Compounds:

N

X Y
{F f} {F 1}
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b. Derivatives:

/////\\\\\ /////\\\\\

X Y X Y
{F f} {F} {F} {Ff}

or

Compounding and derivation cée alsocharacterizedbased on which insertias involved
Compoundgontain lexical categories and they are listed in the Dictionary. Thus, compounds
are formed by Deep Insertion of lexical categories. In contrast, derivator@ain a
functional item, and thus theye formed byts Syntactic Insertion

Theproesesareevenmorecrucialin distinguishing between derivation and inflection.
This is because derivatives and inflected words are the same in that they consist of a lexical
category and a functional category. They differ in the procdsgeshich the relevant
functional itemsare inserted As outlined in Sectior2.5.4.2 inflectional items are
phonologically realized by Alternative Realizati@kR), which occus at PF. Thus, inflected

words can be represented a£34), where the subscripindicatesco-indexation.

(39 Inflected Words:
F s /\

AR e A AR> {Fi} {F,f}

In this thesis, | adop{33a), (33b), and(34) as structural definitions of compounds,
derivatives, and inflected words Combining thesdefinitionswith thesemtlexical categories
t hat can be assumed we can deahwithidng-siandfing issmes vino r k

distinguishing amongompoundig, derivation and inflection. For examplelet us consider
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theword healing time which will be closely examined in Chapter This word iggenerally
considered a compound (e.BoaseBeier (1987)). Note, however, thaimeis defined as a
semtlexical noun (seéba)). Since semlexical nouns lack purely semantic featurdsealing

timehas the structuref (33b), as represented {85) (putting aside the suffixing here).

(39
A
N N
healing time
{Ff} {F}

This means thatealing timeis not a compound but a derivativeUnder his view we can
successfullycapture the behaviors difis kind of word, as will be discussed in Chapter 4
Thus, it is important telarify what semilexical ategories can be assumed in the framework
outlined in this chapteand how they interact with the three types of insertiohhe next
subsecti on elleaxbiocraaltietsy o sientmit he Bi f uramew e d

type of sentlexical category that is not presented in Emonds (2000).

2.7. Elaborating Semklexical Categories in the Bifurcated Lexical Model

As illustrated in Sectio2.2, Emonds (2001) defines sefakical categories as follows:

(36) Semtlexical Categories
Semtlexical heads (= grammatical heads) are those N, V, A, and P whicimbave

purely semantic featurds (= (4))

Given that lhese categories lack purely semantic featfjyrgey are listed in the Syntacticon.
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They are, however, not canoal items of the Syntacticon This is because the Syntacticon
contains genuine functional iteras its primary membersuch as derivational and inflectional
affixes and D and I. In this sense, sdexical N, V, A, and P are secondary items of the
Syntacticon. Since ordinary N, V, A, and P are stored in the Dictionary, we can assume that
semtlexical N, V, A, and Pare arguably borrowed from the Dictionary implement some
grammatical functions. More precisely, the Syntacticon borrows the (piweal) forms of
lexical categories in the Dictionary arassigns them grammatical functiongelding

grammatical N, V, A, and P.If so, the Syntacticonconsists of two stratas shown ir§37).

(37) Syntacticon: an inventory of lexical items without purely semantic features
a. Primary Items: derivational affixes, inflectional affixes, D, |, etc.

b. Secondary Iltemgrammatical N, V, A, P(= semtlexical categories)

Importantly, it is secondary items in the Syntacticon that Emonds (2000) labels dsxseahi
categories. Based on the distinction between primary and secondary ieenredefine

semtlexical categories as follasv

(38 Definition of Semilexical Categories

Semtlexical categories aigecondary items in the lexical compontatlist them

Thereforedeparting fronthe original notion proposed in Emonds (2000), weredncesemi
lexicality to secondary membership in the lexical component.

Note that the ter m rfetdintionling3)ican eefer not onfgpoo ne nt
the Syntacticon but also to the DictionaryT'hus, this definition opens the possibilityf

assunng semilexical categories in the Dictionaryhichis not examined in Emonds (2000).
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That is,as opposed to the case of the Syntacticon, the Dictionary can cestaimdary items
that originate from the Dictionary This isreasonablegiven thatSyntactcon itemscan
undergo Deep Insertion via the Dictionaryn Chapter 5] will clarify the ingrtion process

by proposing the following:

(39 When Syntacticon items undergo Deep Insertion, they are assigned purely semantic

featured in the Dictionary.

Given this proposal, Syntacticon items literivational affixes can be secondary items of the
Dictionary throughthe assignment dffeatures Let us call such affixes from the Syntacticon
Aheavy affixes. 0 These heavy affixeavwe thou
the same status dexical categories. The Dictionarythen,as well as the Syntacticon, has two

types of lexical item, as shown (#0).

(40 Dictionary. an inventory of lexical items with purely semantic featdires
a. Primary Items: lexical N, V, A, P

b. Secondary Itemsi h e a v y 0 (orggihdting xn ¢he Syntacticon)

Given the definition of serrlexical categories (38), heavy affixes in the Dictionary can also
be regarded as seiteixical categories

Given the definition ir{38), we now havéwo types of semlexical itemin the Bifurcated
Lexical Model: grammaticalN, V, A, and P in the Syntacticon and heavy affixes in the
Dictionary. | n what foll ows, -l ewi cthI| usacbvergeenrfare s ;m @&
the secondary items in the Dimbary and Syntacticon.The proposed definition of semi

lexicality provides a systematic way to identify selexical categories and explore their
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behaviorsespecially in woreformation In addition, asnentioned in the last subsectiave

can shed light on boundary issues in morpholagpncerning the distinction among
compounding, derivation, and inflection.Combined with the definitions of compounds,
derivatives, and inflected wordhe two types of semexical categoryead us to reconsider

the morphological status @bmplex words In the last subsection, we brieftonsider the

case ofhealing time which can be analyzedot asa compound but a derivative Another
example comes from result nominals lidevelopmerfs). As outlined in Sectior2.5.3
Emonds (2000) argues that result nominals are formed by Deep Insertion of nominal suffixes
like -ment Whereas Emonds (2000) does se¢m to assume qualitative differences between
nominal suffixes in result nominaégdthoseof complex event nominalge can differentiate
Aheavyo suffixes f r othepopodaifB? ang thesdefihitionif38.s b as e
Specifically,the suffix-mentin the result nominalevelopment(sjor examplehas arf feature

which means that the suffix@ésecondary item in the Dictionarylf so, the resulhominal has

the following structure:

(41)
A
Vv N
develop -ment
{F f} {F f}

Thisis the structure of compoundbkat is, the result nomindevelopment(s not a derivative
but a compound This analysis is preferabk® asto account forcertainempirical factsee
Chapter 5 for a detailed discussion)ogether with result nominalfhe complex words we

will examine in Chapters 5 and 6, namely, converted deverbal nouns in English aresdapan
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and compounds containing mimetics in Japanese (abedon 6 waMiIlmo ) , support

existenceof the semilexical categories in the Dictionary.

2.8. Summary and Overview

This chapter introduced the theoretical framework adopted in this thediglaborated
the notion of serriexicality. The framework contains two basic hypotheses, the bifurcation
of the Lexicon and Multlevel Lexical Insertion. First, the Lexicon is decomposed into two
subcomponenjghe Dictionary and the Syntacticon. &former contains lexical categories
(nouns, verbs, adjectives, and prepositiams) the lattestores functional categoriesSecond,
Multi-level Lexical Insertion hypothesizes that Syntacticon items can undergo three types of
insertion: Deep InsertiorGyntactic Insertion, and PF InsertionThe three types of lexical
insertion yield compounds, derivatives, and inflected words, respectively.

Importantly, the Syntacticon includes not only traditionally recognized functional items
such as D and |,ut also grammatical nouns, verbs, adjectives, and prepositions, which lack
purely semantic featurds These categories acalled senyexical categories. They are
however, not primary items in the Syntactictirey can be regarded as secondary itentisat
they originate in the Dictionary. Interpreting semlexicality as secondary membersimpthe
lexical componentwe can also assunsemilexical items in the Dictionarywhich come from
the Syntacticon. Based on this viewof semtlexicality and tle hypothesis oMulti-level
Lexical Insertionin the Bifurcated Lexical Model, we will shed a new light on skxical
categories and longtanding issues in morphological studies.

We are now in position to (partially) answer the questions by Cane van Riemsdijk

(2001a) mentioned in Chaptervthich are repeatad (42).

(42 a. What types of serdexical nouns, verbs, adjectives and prepositions can be
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distinguished?

b. What distinguishes them from truly grammatical functors?

C. Is this distinction expressed in terms of their lexical feat@mposition,
and if so, what features are involved?

d. How do they combine in syntactic structure and how do they project
syntactically?

(Corver and van Riemsdijk (2001E0))

Note thatthe questionsn (42a, b) ae only about serriexical items in the Syntacticon. As
already mentioned, we can assume sexical items in the Dictionary. To capture semi

lexical items as a whol#yey should be paraphrasedin (43).

(43 a. What types of serrlexical items can bdistinguished?

b. What distinguishes them from truly lexical or functional categories?

We can answer the questiong4i3a, b) and42c, d), as follows:

(49 a. Semtlexical ltems in the Syntacticon (= Grammatical N, V, A, and P)
(43): They are fAthe most frequently wuse
members of each | exical categoryo
(43b): They fall under the category N, V, A, or P aare secondary items
in the Syntacticon.
(42c): They lack purely semantic featurfesvhich distinguishes them from
other regular lexical categories.

(42d): They are stored in the Syntacticon. Accordingly, they can be
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associated in principle with syntactic structure by three types of
lexical insertion (i.e., Deep Insertion, Syntactic Insertion, and PF
Insertion).
b. Semtlexical ltems in the Dictionary

(43a): Theyare affixes that undergo Deep Insertion.

(43b): They originate from the Syntacticon and are secondary items in the
Dictionary.

(42c): They have purely semantic featufeshich distinguishes them from
other regular functional categories.

(42d): Theyare inserted into computatidrom the Dictionary along with

ordinary lexical categories.

With this background, the rest of this thesis seeks answers to the questitBsvitnich

are regated from Section 1.2.

(45) a. Whatlexical items can be classifiedssemtlexical categorie®
b. What roles do they play in grammar, especially in morphology?
C. Whatstatus do they have in a grammar system?

Given thetheoretical framework introduced in this chapté® tjuestion in(45c) can be
elaborated. Thgrammar systenmtroduced in this chapt&ontains two lexical components
with different systera of lexical insertion. Accordingly, (45c) can be replaced with the

following question:

(46) In which lexical component is a lexical item stored, the Dictionary or the
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Syntcticon? If it is a member of the Swaticon, which lexical insertion does it

undergo?

Answering the questions {@5) and(46), Chapters & will demonstrate that the existence of
semtlexical elements and the relevant morphological phenomena can be expkamadural
consguence of the two main hypotheses in the theoretical framewadvlare precisely,
Chapters 3 and 4 wilirst examine seriexical categories in the Syntacticaas Emonds
(2000) originally assumes. We will identify several types of derical prepositions in
Chapter 3 and senexical nouns and verbs in Chapter 4 atudy their behaviors in word
formation. These chapters provide further evidence for-Beaual items in the Syntacticon.
Chapters 5 and 6 will then explore sdmxical items in the Dictionary, which are not
considered in Emonds (2000). Chapter biwvestigatedeverbal nouns in English and argue
that result nominals are formed by combining stamical suffixes (or heavy suffixes) in the
Dictionary with verbs. In addition, Chapter 5 argues that the Dictionary contains silent
elements, which comfeom the Syntacticon. This means that they are secondary items in the
Dictionary and thus are se#t@ixical items. The existence of these silent skexical elements

in the Dictionary will be further supported in Chaptewere compounds containing netics

in Japanese (e.kabedon6 waMilmé ) wi | |. AnalyziagrEadlish ane dapanese
nominalizationandJapanese compounds, Chapters 5 and 6 will demonstrate that in addition to

semtlexical items in the Syntacticon, those in the Dictionaryadse an essential part of UG.
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Chapter 3

Retrieving Prefixation from Derivational Morphology in English

3.1. Introduction !

The last chapter introduced the notion of séme x i cal i t vy. Emondsd
proposal is that seniéxical categories are grammatical nouns, verbs, adjectives, and
prepositions in the Syntacticon.This chapter focuses on grammatical prepositiond an
explores what prepositions can be regarded as grammatical

According to Emonds2007 Chapter 4, grammatical prepositioriaclude postverbal
particles likeoff in to sell off appliancegsee also Naya (2015)).Interestingly, Emonds
(2005) argues thahey also subsume prefixes like- andmis-. Specifically, the prefixes
attached to verbs are prepimns appearing inside verbsvhich alternatively realize
syntactic features ima certain postverbal position This approach is theoretically
significantbecausé shows thasemtlexical categoriesan be explored by studying prefixes.

In addition,it provides a new way to explore the natwf prefixes and prefixation; unlike
thegeneralassumption that predation is grouped together with suffixatias aderivational
process Emonds 0 rega@préfixatio isuhsk game process as inflection because
they are implemented by alternative realizatiaR).

Given Emond$ (2005 study, we may thinkthat every prefix is a grammatical
preposition. However, not all prefixes can be characterized as grammatical; on the contrary,
Nagano (2011a, 2013a, 2013b) points out that many prefixes in English have properties
characteristic of lexical categories (xemes) and argues that they are, in fact, lexical

categories.

! This chapter is a résed and extended version of Isono, Wakamatsu, and (2ayi#,
2017a, 2017h.
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Combining the insights ofEmonds & (2005) and Naganoos
studies, this chapter argues that prefixes can be classified into lexical and functional prefixes
andpropoess t hat Emonds applicableodlptd furectiormal pyefixessAs fors
lexical prefixes, since they are lexical categories in the Dictionary, they undergo Deep
Insertion; that is, the attachment is form ofcompounding. Therefore, prefixation can be
resolved intothe two processesf AR and compounding. Let us call this analysis the
Resolving Analysis bprefixation.

If this analysis is correcgll of the prefixes participate in either compounding or, AR
and tlose prefixes undergoing AR are grammatical preposition is important here to
examine processes involving the prefixes that are formally identical to prepositions, which
can be called prepositional prefixs.g.,out-, over, under, up-, etc), astheyare not
explicitly studied in Emonds (2005) and Nagano (202013a, 2013b). We canidentify
the prepositional prefixes realized by AR as new grammatical prepositidimss chapter
demonstrates thaut-wi t h t he me a nsiagrgmnatical @positionp a s s 6

This analysis has an important consequeiacghe division of labor in morphology
If the attachment of prefixes is either compounding or AR, a-BpsitOut process, then
prefixation can be retrieved from derivational morphology. isTdonsequence is preferable
in that the role of derivation ithenlimited to changingategories

This chapter is organized as follows. SecthBpr esent s Emonds6é (20
of prefixation, where prefixes are assumed tadh®AR of the syntactic features in certain
postverbal position. Introducing Nagadd2013) study Sectio 3.3 shows that prefixes
can be classified into | exical and function
Na g a n o Gapstudies,(l5éc8oB.4 proposes the Resolving Analysis of prefixation, which
assumes that the attachment of lexical prefixes is compounding and that of functional prefixes

is AR. Sections3.53.7 examine whether the Resolving Analysis can be applied to
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prepositional pefixes thereby distinguishing functional prepositional prefixes from lexical

ones Section3.5 first points out that although prepositional prefixes arguably hhee
category P, Emondsdé analysis cannot be exte
on a diagnostic adopted in Nagano (28)13ection3.6 demonstrates #t prepositional

prefixes can also be classified into the two types. Se@i@mrshows how lexical and
functional prepositional prefixes are realized and provides evidence i®ratialysis.
Section3.8 discusses consequences of the propasedysis. Specifically, if all types of
prefixation can be igarded ascompoundingor AR, then prefixation has no role in
derivational morphology. As a result, prefixes do not have categwagging functions

which is gewrally considered as residing oerivation The section shows that this view is

supportecempirically  Finally, Section3.9 offers concluding remarks.

3.2. Emonds @005: Prefixation as a PostSyntactic Operation

Within the Bifurcated Lexical Model, Emonds (2005) briefly argues that prefixes are
inserted at the level of PF Insertion. More precisely, prefixes alternatively realize certain
cognitive syntactic features in some syntactic positioRecall from Section 2.5.4.2 that

alternative realization (AR) is well exemplified by inflectional suffixes ligdin (1).
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D Ann burned papers.

P
/\
DP 10
[I, PAST] VP
/\
Ann ; \% DP
V [V, PAST] pa‘pers

burn @ (=>ed in PF) (Emonds (2000: 128))

In this example, the suffixed is just a phonological realization of the syntactic feature
[PAST], which is canonically associated with I. Likewise, Emonds (2005) assumes that
prefixes alternatively realize certain cognitive syntactic features in their canonical positions,
where they ee interpreted in LF. That is, prefixation is the same process as the realization
of inflectional elements. In this sense, prefixation can be grouped together with inflectional
morphology. Letugxaminehisanalysis whi ch can be c &l Indetail.A AR
Emonds(2005) identifies the canonical position for the features related to prefixes by

takingre- as anexample. First, he assumes thatis associated with the syntactic feature
[AGAIN]. Then, he observes that- and postverbal particles are in complementary
distribution, as shown i(2)-(4) (see alsdCalson and Roeper (1980), Keyser and Roeper

(1992),andlIshikawa (2000¥or related issues).

(2 a. John shipped (off) his prizes.
b. John reshipped (*off) his prizes.
3 a. Letdés build (up) our defenses

b. Letdos rebuild (*up) our defenses.
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4 a. She wrote (down) the response.
b. She rewrote (*down) the response.

(Emonds (2005: 259)

Based on this fact, hessignge- the same grammatical status as pesbal particles, which

are widely assumed to be (intransitive) P. This meang¢hand postverbal particles are

interpretedn the same position, peserbal complement, and thus they compete with each

other forthe syntactic position. As a result, they cannoebcour, as observed ihe (b}

examples in(2)-(4). If the prefix is interpreted in the pegérbal positionye- itself does

not contribute to LHnterpretation; rather, it is just a phonological realization of the feature

[AGAIN]. Such purely phonological elements are assuntedbe inserted at PF.

Accordingly,re- can be analyzed as being inserted at PF and alternatively realizing [AGAIN].
Emonds (2005) argues that other prefixes can be analyzed in the same way. For

example, he provides an analysis of the prefix. If mis is also aralternative realization

it should be characterized only by syntactic features. To ideitsfyeature content,

Emonds (2005) observes the examplegsinand points out thahis can be replaced with

the advertbadly. Given this fact, Emonds (2005) assumesithiat shares the features with

the manner adverbadly.

5 a. The children misbehaved.

b. Someonanisinvested our funds.

C. He mistreated his employees.

d. Be careful not to misword our reply.
e. He misattributed songs.

f. They have misread our message.
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(Emonds (2005: 260))

According to Emonds (2005: 26@gdlycan be fully chaacterized by the following syntactic
features: [MANNER], [NEGATIVE)], and a basic evaluative feature [EVAIATIVE)].
These features are assumed to be canonically matched with-aeploal position and to be
alternatively realized bymis- in (5). Emonds 2005 states that other prefixes can be
analyzedalongthesdines. For example;o- andex may have the same syntactic features
astogetherandformer, respectively.

In sum,Emonds (2005) regards prefixation aprocess that phonologically realizes
syntactic features at the pestntactic level. Importantly, in this analysis, prefixation is not

a part of wordformation; rather, it belongs to tlsame class as inflection. In this sense, we

can see prefixation as fAinflectional . o Emo

enables us to analyze prefixation from a new perspectik#®wever,it does not appear that

his analysiscan be staightforwardly extended to prefixes in general, because we face a
paradoxical situation when we consider that all prefixes result from AR. This suggests that
we need to carefully examine t hrewha tollows; a g e
we will distinguish functional prefixes, which undergo AR, from lexical prefixes, which
undergo Deep Insertion (and as a result, form compounds), and confirm whether this

classification can be applied to prepositional prefixes.

3.3. Nagano (2013): The Morphological Status of Prefixes
The problemwi t h  Emonds & ¢oAcér8 the moghotdicalssiatsis of
prefixes. Inhis analysis, prefixes areonsideredfunctional elements; otherwise, they

camot undergo PF Insertion. If some prefixes have the samaatkastics as lexemes,
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they call for purely semantic featurésnd undergo only Deep Insertidn.That is, such
Al exical 06 prefixes are not c¢ompa tisiinppbrant wi t h
to identify the morphological status of prefixes in order to delimit the scope of the application
of Emondsdé (2005) anal ysis.

InthisregardNagan@s (2013a, 2013b) stwudy is helpf
study of the morphologal status of prefixes in English addmonstrates that many of them
are lexemes. Distinguishirgetweenexemes and grammatical morphemes (or functional
categories) in the study of indirect and direct modification, Nagano (2013b) also states that
prefixes consist of two typesnamely, lexical and functional prefixes, ag@h (see also Plag

(2003: Section 4.5), Lieber (2005: Section %.1)

(6) Lexical Prefixes
a. Evaluative Prefixesmal-, pseude, super, etc.
b. Spatiotemporal Prefixescircum, inter-, pre-, etc.
C. Quantitative Prefixeshi-, multi-, semt, etc.

Functional Prefixes
d. Negative Prefixesde, non, un-, etc.
e. Aspectual Prefixeshe-, en, re-, etc.

(Nagano (2013b: 12})

Combining Emondsdéd (2005) study with Naganob

2 Emonds (2005: 260) notes that prefixes may undergo Deep Insertion when they have
idiosyncratic meanings. For examphas- in the following examples is realized by Ddegertion:

(i a. mislay 6f orget wh
ut

e one putd
b. misrepresent 6 be untr u

I aboutd (rather t
(Emonds (2005: 260))

er
h f

49



coverage of AR analysis. f it is functional categories but not lexical categories taat be
successfullyreated in AR analysis, only functional prefixes (i.e., negative and aspectual ones
in (6d, €)) can be included in the analysis. In other woregsichl prefixes need to be
analyzed in a different way from functional prefixes. Section3.4, | will propose a new
approach to the two types @irefixes. Before proceeding, let us see how lexical and
functional prefixes can be distinguished from each other by briefly revieMagano (2013a,
2013h.

One way to reveahe morphological status of prefixesto examinevhether agiven
complex word with a prefix is a compoundruot; if the word is a compad, the prefix is a
lexeme because a compound consists of two or more lexemes. Compoundhood can, in turn,
be revealed by examining whether or not the complex word in question vitiatésxical
Integrity Principle in a certain environmemagano (2013b) points othatviolation of the
Lexical Integrity Principle will occuin compoundingout not in derivation or inflectignf
it is possible2  Amongyviolations of the principlés Coordnation Reduction (CR Let us

first observe howveompoundghat consist of uncontroversial lexemeshavein CR:

@) a. book-__ and newspapetands
b. gossip__ and scandahongers
C. book-binders and _-sellers

(Kenesei (2007: 274))

In (7a), for example,bookstandsand newspapesstandsare coordinatednd he identical

constituentstandsin the first conjunct is deleted.The examples ir{7) are all acceptable,

3 Anderson (1992: 84) defines the Lexical Integrity Principle as follows:

Q) The syntax nefter manipulates nor has access to the internal structure of words.
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indicating that compounds can undergo CR. On the other, tia@dense nréer, a typical
example of functional morphemes, cannot be deletenh in the context of coordinatioas

shown in(8).

(8) John walk*(ed) and danced (Nishiyama (2016: 84))

The contrasin grammaticalitybetween7) and(8) indicates thaCR can be used as a test to
find outwhethera constituent of a complex word is a lexeme.

With recourse to CR, Nagano (2013a) examines the morphological status gégrefi
and points out that many English prefixes behave like lexemiésr example, tb complex

words withsuper andanti- in (9) can undergo CR.

9 a. supef__ and supranational

b. anti-federalist and _-nationalist (opinions)

(Kenesei (2007: 274))

She alsopoints out that lexical prefixes can be coordinated wiliat are incontrovertibly

lexemes asshownin (10).

(10 a. para and alternative medics

b. fore- and mainmasts

(Bauer (2003: 37))

In (10a), the prefixpara- and the lexemalternativeare coordinated. The examples (9)
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and(10) show that prefixes liksupet, anti-, para-, andfore- havea lexenic status’
On the other hand, functional prefixes suchdas andun- behave differently from
lexical prefixes inCR. Nagano (2013b) shows this point based on the examflican

Similar examples can be foundtime literature as i(11b).

(11 a. * Mary un and retied her laces (Sadler and Arnold (1994: 208))

b. * 1do not know if he should be disr encouraged (Scalise(1984: 75))

In (11b), discouragedand encouragedare coordinated and the identical peouragedis
deletedfrom the formeryielding an ungrammaticaxpression.
In this way, prefixes can be classified ifexical and functionatypes Given the
two groups of prefixes, we can r efbylimdngEmonds
its application to functional prefixes In addition, the combination of Nagano (2013a,
2013b) and Emonds (2005) opens the possibility of a new approach to prefixation and, further,

to the division of labor in morphology, as discussed in detail in the next section.

3.4. Proposal: The ResolvingAnalysis

Att he beginning of the | ast section, I poi
be applied only to functional prefixes, which can be fully characterized by syntactic features.
In addition, referring to Nagano (2013a, 2013b), | showedctassification of prefixes in

(12), which indicaes that not all prefixes are functional.

(12 Lexical Prefixes

a. Evaluative Prefixesmal-, pseude, supek, etc.

* Note that boundness does not indicate functionality. See Section 2.2 for this issue.
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b. Spatiotemporal Prefixescircumt, inter-, pre-, etc.
C. Quantitative Prefixeshi-, multi-, semt, etc.
Functional Prefixes

d. Negative Prefixesde, non, un-, etc.

e. Aspectual Prefixese-, en, re-, etc.

(=(6))

Given this classificationye can say that negative and aspectual prefixes can be analyzed as
alternative realizations of certain syntactic featurelated to negation or aspgctOn the
other hand, the resdf the prefixes in(12) require a different treatment; they should
participate in a process other th&R. In order to identify the process, recall from the last
section that the prefixes have thtatus oflexemes. This means that they have purely
semantic featureésand are inserted at the level of Deep Insertion. Thus, combining a lexical
prefix with a lexeme is counted as compounding.

The above consideration leads to a new approach to prefixation. That is, prefixation
in English is not a homogeneous process; rather, it should be resolved into the two processes
of compounding and AR, as scheimad in(13). Let us call this approach to prefixation

thei Resol ving Analysis. 0

(13 ResolvingAnalysis of Prefixation in English
Prefixation Compoundinge.g.mal, pseudse, super / circum, inter-,
pre- / bi-, multi-, semi)

Alternative Realizatiorfe.g.de-, non, un-/ be, en, re-)

® The prefixmis, which is analyzed in Emonds (2005) but is not listed in (12), catydade
placed with thenegative prefixesas its feature composition [MANNER, NEG, EVAL] suggests.
Plag (2003: 99) regardsis- as a close relative of negative prefixes.
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This analysis has an importazinsequence. If prefixation is either compoundin@AR,

which also implements inflectional morphology, then no part of prefixation resides in
derivational morphologycontrary tathe general viewfomorphological processes. In other
words, our proposal can retriepeefixation from derivational morphoffy.® The proposed
analysis is promising in that it provides a new way to explore the nature of prefixes and
prefixation.

Note, however, thathere still remainsanother set of controversial prefixes whose
lexical statuswas not explicitly examined in Emonds (2005) or Nagano (2013a, 2013b).
The seincludeson-, out-, over, under, andup-, among others, which are formally identical
to prepositions. If some of them participate in derivational processes, they will challenge
the ResolvingAnalysis. Thus, we need to examine whether prepositional prefixes are also
involved in either compounding or AR to complete the proposed analysis. With this

background, we will extend the analysis to prepositional prefixes in subsequgohse

3.5. Syntactic and SemanticDifferences betweenPrepositional Prefixes and Post
Verbal Particles
Let wus first examine whether Emondsd (200
prefixes as a whole. Recall that Emond<2005 equates prefixewith postverbal particles
and assigns them the category P (see Se@i®n Given that prepositional prefixes are
formally identical to prepagons, one may think that they clearly belong to the category P
and are likely to be covered by the AR analysis as it stands. theprepositional prefix
of a RV verb will be analyzed as an alternative realization of the-pedial particle of the

V-P counterpart. This analysis predicts thatR Werb and its inverted counterparVRrerb

® This has a further implication for the division of labor in morphology. Il discuss this
point in SectiorB.8.
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are basically the same except for where the syntactic features in theepoast position are
realized; inthe V-P combination, they are realized as a pastal particle, and irthe P-V
verb, they are realized as a prefixHowever, this is not (always) the case; the two
expressions [R/] and [V-P] are in fact differensemanticallyand syntactically

First, V-P verbs and their-¥ counterpa are different in terms of semantics. Letus
considersell upandupsell If the AR analysis can b&traightforwardlyapplied to verbs
with prepositional prefixeyp in upsellalternatively realizes the same syntactic features as
those realized by thgostverbal particleupin sell up  Thiswould mean that the two forms
are characterized tyhe same syntactic featurea other words, the two formsould have
the same meaning. However, the two forms do not share the same medred+P verb
sellupin(14b) has the meaning of Ato sell your he
because you need the money, ar e mobouthipsellg t o &
does not share this meaning. Insteaossellin (15b ) has the meaning of
customer to buy more products or a more expensive productteanthor i gi nal | 'y i n

In this way,sell upandup sellare semantically different.

(19 sell up
a. do sell your home, possessions, business, etc., usually because you need
the money, are moving to another place orsaopping workd
b. We decided to sell up everything and buy a farm.

(OPhVD s.v.sell up

(15 upsell
a. @do persuade a customer to buy more products or a more expensive product
than they originally intended
b. You can usually upsell to about half the customers.
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(OALD? s.v.upsel)

The semantic differences can be observed in the combinatioset afpand upset

come oveandovercomeanddo overandoverdq as in(16)-(21).”

(16) set up

a. do provide sb with the money that they need in order tetd

b. A bank loan helped to set him up in business.
(OALD?, s.v.se)
(17) upset
a. @&o make sb / yourself feel unhappy, anxious or anndyed
b. This decision is likely to upset a lot of people.

(OALD? s.v.upsej

(18 come over
a. do visit sb for a short time, usually at their hdme
b. Our new neighbours came over to our house last night.
(OPhVD, s.v.come over
(29 overcome
a. do succeed in @dling with or controlling a problem that has been
preventing you from achieving sih

b. She overcame injury to win the Olympic gold medal.

" Note that the expressialo overhas the same meaning r@slo, both expressions
do somethinga g a IOAL®®) (Akiko Nagano (personal communication)). This means that the
feature [AGAIN] can be alternatively realized not twer- but byre- in pre-verbal position edo).
That is,over in overdois not related to the paserbal particleover, which realizes the feature
[AGAIN].
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(OALD?, s.v.overcomg

(20) do over
a. @o do sth agaid
b. | 6m glcadnptahegn was successful, but
(OPhVD, s.v.do ove)
(21 overdo
a. @o do sth too much; to exaggeratedsth
b. She really overdid the sympathy.

(OALD?, s.v.overdq

In addition,V-P verbs and their-® counterparts are syntactically differentlf P is a
Syntacticon item and inserted by Syntactic Insertion or PF Insertion, thetwevhich P
attaches functions as the head of the structure at the level of Deep Inseftios.means
that P does not affect the argument structure of the verb. Thus, we can predictPthat V
verbs and their ® counterparts have the same argument structure. Contrary to this
prediction,come overmndovercome for example, have different arguntestructures, as in

(22).

(22 a. Our new neighbours came over to our house last night. (= (18b))

b. She overcame injury to win the Olympic gold medal. (= (190))

The exampleri (22a) indicates thabverdoes not have an effect on the argument structure of
the verbcome as with the simple verbome come oveifunctions as an intransitive verb.

Unlike comeover, overcoman (22b) functions as a transitive verb; the verb takegsry as
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its object. Thedifference inargument structure indicates tleaterin overcomes inserted
at the beginning of the derivatiqses also Naya (2015)) Therefore, we cannot analyze
overin overcomes alternatively realizing the features taedrealized byoverin come over

The examples we have observed in this subsection challenge the assumption that the
prepositional prekx in a RV verb alternatively realizeseratinsyntactic features in the pest
verbal positiorthatare realized by P in aF combination. Accordingly, it is reasonable to
consider alternative approaches teVPverbs. A promising approach is to analyze
prepositional prefixes in4¥ verbs as lexemes, as in the analysis of lexical prefixes. That
is, PV verbs are formed by compounding. To explore this approach, let us first examine
whether prepositional prefixes also have the characteristics of lexermike. next section
shows that many of them behave like lexemes but (at least) one prepositional quefix,

has a peculiar property.

3.6. The Classification of Prepositional Prefixes
3.6.1. Lexical Prepositional Prefixes

To examine whether prepositional prefs are lexemes or functional categories, let us
observe their behaviors in CR, as in SecBd® The observation shows that many of them
have the characteristics of lexemes. For exampl@3a), up-countryandlow-countryare
coordinated anthecommon part of the conjunctsountry, is deletedrom the firstconjunct

In (23b), up- itself is the commonaurt, and is deleted in the secarmhjunct?®

(23)  up

a. Geographically, the research focuses on two geographical areamadip

8 Our informants point out tha@3b) is not as good al3a) but is still acceptable. This
differenceperhapsarises because unlike the caseupfcountry andlow-country, updatedoes not
clearly contraswith upload
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low-country.
(Dulna Karunarathna (2014) Imaging the Role of Women in Changing
SociatCultural Contexts, p. i)

b. ? The 2016results are being updated and loaded to the events page.

(http://firstrespondergames.com/)

Given that hese exampleare grammatical, we can sthat theprepositionaprefix up- has

the status of lexeme The same is true of the prepositional pxefi in(24)-(26).

(29 over
a. é its importance has been batlier and underestimateé
(Brian L. Silver (1998)The Ascent of Sciencp. xiii)
b. Hotelrooms could bever and doublebooked
(https:/Iwww.tripadvisor.com.au/ShowUserReviegl87870d233932
r195134556Hotel_Tre_ArchiVenice_ Veneto.html)
C. I now know how much bverate and dranik my previous life!
(http://www.sterlingclinics.co.uk/iatost-6stin-23-weeks/)
(25) under
a. [Control] of capital allocation to prevenhder and ovefcommitmentgo
physical plant (OED, s.v.over)
b. € the under and forpartof the cheek (OED, s.v.orbitar)
(26) on
Much of the | atter capability is due tc
gathered byn and offboard sensors (OED, s.v.off-board)
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These examplesdicate thaimany prepositional prefixes are lexeme$iowever,out- is a
peculiar prefixin that it can behaveitheras a lexemer a functional categoryas shown in

the next subsection.

3.6.2. Peculiarity of Prepositional Prefixes Dual Properties of out-

This subsection shows thatit- has a dual property in that it behavedvatha lexeme
ard a functional item. Let usfirst observe the examples (&7), whereout- behaves as a
lexeme. In (27a), out-door andin-door are coordinated antthe shared padooris deleted
in the left conjunct. Similarly, in (27b), out-board and in-board are coordinated and the
common constituerioardis deleted in the left conjunct. The resultant expressisin(27a,

b) aregrammaticalandthuswe can treabut- as a lexical prefix.

(27) a The appointment of a labour master to superintédredout and irdoor
labourof the poor of the union. (OED, s.v.labour, n)
b. Sometimes it$c rebuilding] is only taken to be the unmoulding of the

frame and the stripping ofie out and irboard work.(OED, s.v.outboard

In addition out- alsobehaves as a functional prefas shownin (28). In (28a), the
two out-verbsoutrunandoutswimare coordinated. Unlikineexampes in(27), out in the
second conjunatesists CR, ashownin (28b). Thus, in this case, we can regard this prefix

as a functional prefix.

(29 a. Mary outran and outswam BiIll.

b. * Maryoutran andswamBill.

(Sadler and Arnold (1994: 208)nderlining ming
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The examples ii27) and(28) show that the prefiout- is pealiar in thatit can serve both
as a lexeme and as a functional prefix
Note here thabut- does not behave in a random way. On the contrary, its behavior
is regular in corresponding thesemantics obut-. Whenout- behaves as a lexeme, it has
a spatial meaning. For exampteit- as used imutdoorin(27a) i s rel ated to 0
Meanwhile, when it behaves as a functional item, it has the meanaigddo comparison,
which can be expressed aeusun ans outspimBidin (88a) Mor e
means O6run and swim f ast ethis cornespohdemceé heeveen t h a n

behavior and semantics, we can obtain the following generalization:

(29 The prepositional prefiout with spatial meanings serves as a lexem@ut

with the sense of &6édsumpassd serves as a

This section showed that prepositional prefixes can be classified into lexical and

functional ones as follows:

(30) a. Lexical Prepositional Prefixes
up-, over, under, on-, out- (with spatial meanings)
b. Functional Prepositional Prefix

out( with Osurpassd meanings)

The next question toaddress is what morphological process they participate in. The next

section extends the ResolviAgalysis to prepositional prefixes, showing the validity of the

andysis.
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3.7. Prepositional Prefixes and Morphological Processes
3.7.1. Alternative Realization ofout-6 sur pas s o

As we have seen iBection3.6.2 out with a spatial sese serves as a lexeme, as in
(31). Accordingly, out in this sense undergoes compoundindgvore precisely,out

undergoe®deep Insertion.

(31 Lexical out-
a. the out and irdoor labour (see(27a))

b. theout and inboard work (see(27b))

In contrast, the prefixout as used int he meani ngd onmMhca@beur pas s

exemplifiedin (32), is introduced to syntactic computation by a different process.

(32 Functionalout

Mary outran and outswam Bill (= (28a))

If the ResolvingAnalysis is correct, Emonds ( 2 0 @malysismpplise to functionalout-.
Under the ARAnalysis functional out- should bea phonological realization of some
syntacticfeatures. This raiseshese questionof the syntactic featurethatare realized by
functionalout-. To identify the syntactic featureket usobserve the meanings of the verbs
with out- more closely than we did in Secti@6.2 The definitions ofout, outrun, and

outswimare shownn (33), (34a), and(34b), respectively

(33 Out: 6(in verbs) greater, b (©ALD%estv.outY ur t he

(39 a. outrun 6t o run faster or (OALPtshveutrunt han s
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b. outswim 6 To surpass or excel i n hsawni.ndmi n g

(OED, s.v.outswim

They show thabut adds to the base verbs the meaning of surpassing or superiority. The
verbs outrun and outswimare related to superiority in thepeed or distance of running or
swimming. Given these examplet,is safeto say thathe meanings diunctionalout can

be reduced té b e t tlrefact, the expressioswimbetter than planktomn (35a) can be

paraphrasg asoutswim planktomwithout major semantic change, ag#%b).

(35) a. € animal s that aswimbétterthfaplanktonbut can s

(Susan Milius (2007) 0 Bdeace Bews78. 0 10F19; on d o
underining ming

b. € ani mal s t hat aroatewnpladkiors h but can st

Thus, we can say that the phram#-V X corresponds to the phrase Bétter thanX, as

schematizedh (36).

(36) outV X ---- 'V better thanX

This correspondence indicates thaictionalout- andbetterhavethe same feature complex.

Interestingly,betteris defined using the terimadly, asfollows:

(37) better

in a more excellent or pleasant way; not as badly (OALD? s.v.better, adv.)
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Here, it is helpful to recall the syntactic features associated with the pmefixoecause the
prefix sharessyntactic features with the manner advdéxddly (see SectiorB.2). The

features are given i(88).

(38)  mis: [MANNER], [NEG], [EVAL]

Giventhat goodis the antonym obad, the feature complex related gmod contains not
[NEG] but [POSITIVE]. Sincdetteris the comparative form @food betteralso contains
the comparative feature [COMPAR] (see Section 2.5.4.2). Thus, it is reasonabéeinoea

that he functional prefiout6 sur pass 6 alternatively realize:

(39 Syntactic Features@ut 6 s ur pas s o

[ MANNER, EVAL, COMPAR, POSITIVE, ¢€é ]
For expository purposelet us usdi [ B E T Tta Rprasent this feature complexwhat
follows. Given the discussion so fanet derivational process out-V can berepresented

in (40).

(40) outswim

VP
/\

V A
A ‘
[BETTER Y, [BETTER

| |
out swim 1]
A |



First, [BETTER] occurs in the poserbal position. After SpelDut, [BETTER] is
alternatively realized in the pneerbal position with the phonological formut. The
analysis proposed in this sectit supported by the evidence provided in the following

subsection

3.7.2. Evidence
3.7.2.1. Zero-Nominalization

Given the proposedanalysis, we canmake an interesting prediction. If a
prepositional prefix is inserted ke SpeHOut, the whole of the relevant complex verb can
undergo the processes that occur before Spet| by contrast, if it is inserted after Spell
Out (i.e., it is inserted by AR), the relevant complex verb cannot undergo such processes.
One of the pe-SpellOut processes is zermminalization or Mto-N conversion. Given
that zerenominalization is generally regarded as a derivational process, which is assumed to
occur priorto Spelbut i n Emondsd (2000) model ,rbs he pr

with lexical prepositional prefixel. Thus, the prediction can be restated as follows:

(41 Prediction
Verbs with lexical prepositional prefixes can undergo zesminalization but

those with functional prefixes (leouyt6 sur passo6) cannot .

This prediction iscorrect First, let us observeerbs with lexical prepositional prefixes

The verboverdrink for example, has the meaning(#2a). This verb can be turned into a

9 In Chapter 5, | will propose that zenmminalization is the process where a verb is combined
with a silent semlexical noun in the Dictinary. This means that the silent sdexical noun
undergoes Deep Insertion. Accordingly, the idea th&d-M conversion occurs prior to Sp&ut
is still valid under my proposal. See Chapter 5&detailed discussionfd/-to-N conversion.

65



noun, maintaining the meaning, as showifigb).

(42 a. overdrink,
0To dr i nk rmnsbauld (ududlywith refarence to alcohol); to

carry on drinking un((OED, s.voovesrinks) dr unk

b. overdrinky

OExcessive drinking, (OHD, suvrokeenmkme)s s . 6

The same pattern can be observed in the ugrdateandon-flow, as shown i§43) and(44),

respectively.

(43 a. update

60To supply (a person) with the most

up to date. 0 (OED, s.v.update v.)
b. updatey
60The action or result of wupdating; t
etc. O (OED, s.v.update n.)
(44 a. on-flowy
6To flow or move onwa(OHD, SHv.onflow, v.)
b. onflow
6The action or fact of fl owing 0
course. o (OED, s.v.onflow, n.)

In contrastto verbs with lexical prepositital prefixes, those with the functional

prepositional prefixout- cannot undergo zeroominalization. For example the verbs
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outrunandoutswimwhichhaveab s ur pass o6 i nt er pr dotNaonvewsion. c ann
As shown in(45), the verboutrunh as t he meani hagveverfthe dosimal pas s .
counterpart caonly have a spatial meanings shown ir{46). The same is true of the verb

outswim as in(47) and(48).

(45) outruny
6To outdo or outstrip in running, to ru
superior speed; hence, t (OEB s\woatuev)or el u

(46) out-runy

a. 0The act or fact of runni ng out ;
Ssheepdog. 06 (OED, s.v.outrun, n.)
b. *6an act of outrunning; an act of run

(47)  outswiny
0To surpass i n gwiemmi d@asttedg ,swirmfluet her
(OED, s.v.outswim v.)
(48)  outswimy

*0an acwi mmi mgt san act of swimming bette

What is more, whem verbal form is ambiguss bet ween Oésurpassd and
nomi nall counterpart c anFooexample the verbutsieootitas ur p a s
both spatial and O0sur Méas sHowaver, althoughgits nomiaas i n d
counterparhas aspatial meaning, it lacks the meaning related to surpassing, as the definition

in (49b) shows.
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(49)

outsthoo¥

0] 60To shoot outwards, project. o

(i) 0To surpass in shooting; to shoot
(OED, s.v.outshoot v.)

outshoot

060Somet hing that Sh@otog ecxuti omr opr @jxé G
action or an act of shooting or thru

(OED, s.v.outshootn.)

Similar examples are given i{p0)-(51).

(50)

(59)

a.

out-throwy
0] 6To throw or thrust out or out war
(i) 60To surpass in thrbawhng; to throw

(OED, s.v.out-throw, v.)

out-throw

6That which is throwsioant; oabhpeteoti
(OED, s.v.out-throw, n.)

outridey

A

0] 0To ride outéd
(i) 60 To druridinigpto ride better, faster or further than; to leave
behind or outstrip by riding. 6
(OED, s.v.outride, v.)
outriden

6The act of riding ou(OED savoutridgre) out ;
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These examples support the claimtthanctionalout is inserted after SpeDut.

3.7.2.2. Incompatibility with better/ faster

Given that the prefiout- phonologically realizes the feature [BETTER], the feature
does not need to be realizedits canonical position. If so, we can predict that- verbs
do not ceoccur with better and faster  This prediction is borne out by the following

example:

(52) * John always { outruns / outswims } Mary { better / faster }.

As predictedthis exampleshows thathe verbsoutrunandoutswimare not compatible with

betterandfaster  This incompatibility supports the proposed analysis of functiongl

3.8. ConsequenceThe Function of Derivational Morphology

Combining Emond 6 ( 2005) a n @& sthdiegthisnchapter hds Dpropbsed
that prefixation in English can be resolved into compounding and AR. This proposal
highlights the important consequence that prefixation has no role in derivation. That is,
prefixes lack he categorschanging function, which resides in derivational morphology.
This view corr es p b)mamhlysisbfecaalea geabalinirg prefikes,Guch
as be, de, anddis. Although these prefixes allegedly determine the category of the
complex words that they form, she argues that the prefixes actually attach to denominal and
deadjectival verbs, as indicated(b8) (see also Marchand (1969: 137) and Kastovsky (1986,

1996, 2006: 215), for the Righteaded Analysis).

(53) a. [be[[foolln]v]v
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b. [de[[lousgn]v]v
c.  [dis[[burderin]v]v
d. [en[[cagdn]v]v

(Nagano (2014: 62))

Under her analysis, the prefixes are not responsible for category determination.

Consequentl vy, Naganodés analysis supports the
However, there arstill other prefixes, which apparently have the categdrgnging

function. Plag(2003: 99) points out that denominal and devedrdl- words behave like

adjectives, as irf54). In addition, the prefixoro- behaves in a similawvay, as shown in

(55)_10, 11

(59 a. antrwar movement
b. an antifreeze liquid
C. an antifreeze liquid

(Plag(2003: 99))
(55) a. pro-popery Ministry
b. pro-transsubstantiation passage
C. pro-Slavery action

(Marchand (1969: 186))

Semanticallyanti- andpro- are used to specify an attitude (Bauer et al. (26&8tion 18.3))

10| would like to express my gratitude to an anonymous reviewer of ELSJ 10th International
Spring Forum 2017 for pointing out that some prefpasluding anti- and pro-, appear to change
the categories of the words they attach to.

11 The underlinesn the examples in thisectionare all mine.
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and can be regarded as antonyms iThes,a 6opp

anti- word and gro- word can be coordinated, as (B6).

(56) a. pro-educationabndanti-slaveryparties (Marchand (1969: 186))

b. Are youpro-abortionor antiabortior? (Plag (2003: 99)

Note that the example i(66b) shows thapro- and anti- words behave like predicative
adjectives. If these prefixes do change the category of their bases, they will chatlemge
view that prefixation lacks the categeciianging function.

This sectionexamines whether or not the prefixasti- and pro- actually have the
categorychanging functiot® I't wi Il be shown that these fiacf
necessarily involved in categechanging in many casesFirst, they can violate the Lexical
Integrity Principle, which can be observed not in derivatives but in compoB®tgign
3.8.7). Second,unlike genuine derivational affixes, the prefixes do not always form
adjectives; they can form nouns as w@ection3.8.2. Third,anti-andpro-iadj ect i ves
are mainly used as prenominal modifi€Bection3.8.3. Given that a noun can modify
another noun whout turning into an ad@ive, anti-war, for example, does not need to be an

adjective to modifymovement

3.8.1. The Morphological Status ofanti- and pro- Words

This sulsectionexamina the morphological status @nti- and pro- words. If the

12 Etymologically, both prefixes are namative prefixesanti- came from Greek angro- from
Latin. As current English prefixes, they can attach to both-mative words (e.ganti-hero, anti-
communistproform, pro-abortion) and native words (e.ganti-clockwise antibody pro-war, pro-
life) (Lieber (2005: 388, 389)).

13 Bauer (1983: 217) refers to the prefixas an example of categechanging prefixes. See
Nagano (2016) for this prefix.
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prefixes in question are derivational elements, the resultant words should be derivdtives.
contrast to this predictioranti- and pro- words behave like compoundsUnlike non
compounds including derivatives, compounds can go against the Laxiegrity Principle
(LIP) in certain environments. Recalll from Section3.3 that genuine compounds can

undergo CRasin (57), butinflected words cannot undergo CR, a$58).

(57) a. book- and newspapetands

b. gossip___ and scandahongers
C. book-binders and _-sellers
=)
(598 John walk (ed) anddanced (=(8))

Applying CR toanti- andpro- words we find that they behave in the same way as compounds,

as observed i(59).

(59 a. anti-federalist and _-nationalist opinions (=(9)

b. pro-___ and antporn feminists (OED, s.v.pro-sex with a modification)

In both examples, thanti- and pro- words modify the nouns (i.egpinionsandfeminists
respectively) and so one may judge améi- andpro- words as derived adjectivesHowever,
the wordsbehave like compounds under CRThese examples show thanti- and pro-
words are compounds rather than derivativeBherefore, the prefixes are not derivational
elements.

Anotherexample of the ardLIP behaviors is that thenti- andpro- words allow word

internal anaphora, as {(60).
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(60) a. Anti-Reagan forces believe hinto be a threat.

b.  Pro-Chomskylinguistsregardhimitobefit he f at her ofo moder

The pronourhimin (60a) can refer teRegan a constituent of thanti- word. Likewise,him
in (60b) can reér toChomskyn the wordpro-Chomsky This fact indicates that the prefixes
anti- andpro- form not derivatives but compoundsThat is,anti- andpro- areinvolved not
in derivation (i.e., categorghanging) but in compounding.

The examples observed in this section showttatvords withanti- andpro- are not
derivatives but compounds. This leads us to conclude that the prefixes are not

adjectivalizing elements.

3.8.2. Input and Output Properties of anti- and pro- Prefixation*

This subsection shows tha&nti- and pro- lack the categorghanging function by
focusing on the categorial status of inputs and outpuasif andpro- prefixation. Before
proceeding to the observation ahti- and pro- words, let us consider theases of the
categorychanging and nogategorychanging suffixes.

In the case of categoighanging suffixation, the categorial status of the resulting words
is generally determined by the suffix involved, as Williams (19813trates. Forexample,

the suffix-er exclusively forms nouns, as shown(Bt).

(61) a. N > N:hat > hatter New York > New Yorker
b. V > N:speak > speaker cook > cooker
C. A > N:foreign > foreigner northern > northerner

14 This section is a revised version of Naya (to appear).
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These examples show that can attach to the three major lexical categonasyely nouns,
verbs, and adjectives, but the outputs of the suffixation are alm@yss.In contrastthe
diminutive suffix in Spanish maintains the categorial properties of its bases, as illustrated in

(62).

(62 a. Adjective: poco poquita

6l ittled
b. Noun: chica Chiquita
6girl o
C. Adverb: ahora ahorita
6nowbo
(Di Sciullo and Williams (1987: 26))
As observed in these examples, thdofdpeeth nut i v

[and] the resulting word belonging to the same category as the word to which the diminutive
at t achDi8calio ar(d Williams {987: 26).1°> This means that the suffix lacks the
categorydetermining function.

Returningto anti- and pro-, they show the same pattern as the diminutivéR) in
many cases. The OED entries ofanti- (prefix1) andpro- (prefixl) list 531 and 96 nonce
words,respectively. Among them, th&70instances o&nti- words and th&3 instances of
pro- words are classified according to the categorial properties of the inputs and outputs of

the prefixationt® The results are shown the table in(63).

15 Di Sciullo and Williams (1987) attribute this observation to Jaeggli (1980).
16 | excluded 58 instances of tlaati- words and 3 instances of tipeo- words, because the

OED does not have entries for their base words, and we could not identify their categorial properties.
| also excluded the thresnti- words in (i) for the following reasons:
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(63 Categorial Properties of Inputs and Outputsueti- andpro- Prefixation

categorymaintaning categry-changing (?)
Group (i) N>N Group (ii): A>A Group (iii): N>A
anti- 214 187 69
(Approx. 46% (Approx. 40% (Approx. 15%
ro- 32 38 23
P (Approx. 34% (Approx. 41% (Approx. 25%
Total 246 225 92
(Approx. 44% (Approx. 40% (Approx. 16%

The table shows thahi471linstances (approximateB4%) in total,anti- andpro- attach to
nouns and adjectives without changing their categories. Group (i) includes the examples in

(64) and(65).

(64) N>N
a. ... a crowd ofantiemperorsn the provinces.
b. ... antirglobalizationappears unfamiliarly hegemonic here
C. ... represent... a desperate and embittangscience
(OED, s.v.anti-)
(65) N>N
a. ... this sudden legislative campaign by thre-abortionists
b. This trumpet blare of Triumphant Democracy ... almost unnerves us into
(i) a.  anticonstitutionally Adv: 1885 constitutionally Adv: 1745
b.  antiBonapartist N: 1814 Bonapartist N: 1815 A: 1869

C. anti-bacterial N: 1897 bacterial A: 1879
In (i@), anti- is attached to an adverb. In (ib), thati- form was attested earlier than the word

Bonapartistwas. In (ic),anti- seems to attach to an adjeetivthereby yielding a noun. These
examples are interesting, but | leave them for future research.

75



pro-capitalism

C. ... by the ceasing of Mr. Ralph SkinnBro-Warden ...

(OED, s.v.pro-)

In the examplesn (64), anti- attaches to the nounsamely emperors globalization and
science yielding nouns. Likewisepro- attaches to the nourabortionists capitalism and

wardenin (65), which forms nouns. Group (ii) includes the following examples:

(66) A>A

a. ... the antijewish party ...

b. ... their anti-carnivorousprinciples.

C. This antiecclesiasticapartisan.

(OED, s.v.anti-)

(67) A>A

a. ... thepro-educationgland antislavery parties ...

b. This procompetitivegovernment agency ...

C. ... the Norwegians s@ro-allied in their sentiments..

(OED, s.v.pro-)

Anti- and pro- in theseinstances attach to adjectives and the resultant words are also
adjectives. Note that the bases of the example@®h and (67) are derived adjectives.
Given that they are headed by adjectival suffikes., -ish, -ous -al, -ive, and-ed), it is
natural that thenti- andpro- words in(66) and(67) are adjectives.

Group (ii) also includes the instances(68) and (69), where the base words lack

adjectival suffixe; therefore, the prefixes apgeo function as adjectivalizers.
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(69 a. The antthumanist symposium.
b. The O6Ni ke BO6 is designed as an anti m
C. These antpatriot flings of Lessing.

(OED, s.v.anti-)

(69) a He was neither anditalian nor preArab.
b. The telegraph says nothing of any {erman demonstration or
declaration.
C. I tell ylave. | 6m pr o

(OED, s.v.pro-)

However, these exam@do not provide evidence for the categatyanging function canti-
andpro-. This is because they can be analyzed in a way similar to the analysisaifexb
verbalizing prefixes by Nagano (2dd)1 which is briefly mentioned ithe beginning of this
section (seg53)). That is, theanti- words in(68) are formed by attaching the prefix to
denominal adjectives In fact, theOED shows that the base words in these instances can be
usedasnot only nouns but also adjectivesimportantly, the adjectival usages were attested

earlier thamanti- words, as indicatedi(70).

(70) a. antthumanist 1904 humanist N: 1589 A: 1790
b. antimissile 1956 missile N: 1606 A: 1610
C. anti-patriot 1870 patriot N: 1577 A: 1649

For example(70a) shows that the wordumanistoccured as a noun in 1589. It came into

use as an adjeet in 1790, as if71).
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(71 Paul of Samosate was the first proposer oftln@anistnotion.

(OED, s.v.humanis}

On the other handanti-humanistoccurred in 1904. That is,humanisthad been used to
modify nouns before thanti- form appeared. Thus, the prefix inanti-humanistcan be
analyzed as attaching to the adjectiuvemanist Given thathumanistcan be useés an
adjective withoutnti-, we do not need to attribute the adjectivalizing function to the ptéfix.
The same is truwith pro- words. The data in(72) indicate the dates of the first attested
examples ofpro- words andthe nominal and adjectival counterparts of the base words.

They show the same pattern as that foun(y ).

(72 a. pro-Arab 1911 Arab N: al287 A:?1520
b. pro-German 1864 German  N:al387 A: 1536
C. pro-slave 1856 slave N: c1290 A: al567

Therefore, the examples {68) and(69) arenot problematic to the view that prefixes lack
the categorschanging function.
Group (iii) in Table 1, however, includes the examples where the prefix possibly

changes the nouns into adjectives. For example:

(73 a. ... an anttbank man
b. ... the antibusiness speeches of the President

(OED, s.v. amt)

7 The OED entry regards the worbdumanistas an adjective, but it is also controversial
whether the word modifying a noun is an adjective; nouns canfyneduns, as will be discussed in
Section3.8.3
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(79 a. ... the preAnnexation discussions..
b. The prebusiness faction
C. ... Proagun lobbyists ...

(OED, s.v.pro-)

Unlike in the cas®f (68) and(69), the basevords in(73) and(74) are, according to th@ED,

used only as nouns.For example, th®©ED entry of banklabels the wordasjust a noun.

If banklacks the adjectival usage, one may think that we have no choice but to ascribe the
adjectival function taanti- in these examples.In this sense, the prefixes in the words in
Group (iii) may not be compatible with the view that prefixation is not responsible for
category changing. We will closely examine the examples in Group (iii)Section.

This sectiorhas shown thatnti- andpro- behave in the same way as diminutives in
many instances. The prefixes can attach to nouns and adjectives without category changing.
This indicates that the prefixes do not determine the categorial properties of the resultant
words of prefixatiom. However, the examples in Group (iii) appear to be adjectives that are
formed by attaching the prefixes to noungf the prefixesdo change the categories in these
examples, they are problematic for our view that prefixes do not have the category
detemination function. The nextsuksection examines whether they are actually capable of

changing nouns into adjectives.

383.The nAAdj ectantrantdmo- Wmsde o f

In the lastsubsection, weextracted the examples whexeti- andpro- appear to change
nouns into adjectives. This section argues that many of the examples do not counter the
view that the prefixes do not determine the category of the complex words they form, by

showing that the relevant words are not necessarily analyzed as adjectives.
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Let us first classify the examples relevant to this section. Group (iii) in Table 1 includes
69anti-Aadj ect i2¥peosfida da nedc tTheseeegsamles can be further classified
according to whether they amgtributiveor pr edi c at.iovilee reSultdgf hhe t i v e s

classification are indicated ihe tablein (75).

(75) Classi ficat i canti-andpro-fWardsj ecti val 0

attributive predicative
; 68 1
anti- (Approx. 99% (Approx. 199
16 7
pro- (Approx. 70% (Approx. 30%
Total 84 8
ota (Approx. 91%) (Approx. 999

This table shows thatas many a$34 instances (approximatel91%) in total are used as

attributive (i.e. preenomina) modifiers, as exemplified i(76)-(79).

(76) a. ...an anttbank man
b. ... the antibusiness speeche$the President.
(=(73)
(77) a. The genuine ardart bias...
b. ... any other antpollution measure..
(OED, s.v.amti)
(78) a. ...the preAnnexation discussions..
b. The proebusiness faction
C. ... Pro-gun lobbyists..

(= (74))
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(79 a. ...a proabortion Republican..

b. ... a stable, prdbusiness government

C. Contrasting antisex anmatosex attitudes

(OED, s.v.pro-)

The OED labels these praominal words as adjectivesNote, however, thatouns can
modify their subsequent nouns without turning into adjectives, as exemplifi@D)irand

(81).18

(80) a. an iron rod, lifeimprisonment, a Sussex Village
b. a metal sheet, clay soil, a top drawer, a garden fence, a morning train, a
night sky, a board membe
(Quirk et al. (1985: 1330, 1332))
(81 brain deathbullet train domino theorylanguage laboratory

(Bauer (1983: 204))

Given these examples, the greminal examples adnti- andpro- words in(76)-(79) are not
necessarily adjectives.Thus, they do not provide strong evidence for the categbanging
function of the prefixes.

One mayarguethat thepre-nominal anti- and pro- words ae attributive adjectives
derived from nouns. In fact, denominal adjectives called relational adjectives like those in

(82) cannot be used as prediesitas in(83) (see also Levi (1975)).

18 1t is controversial whether the sequenc®&INs a compound or a phraseSee Bauer (1998),
Payne and Huddleston (2002), Bell (2011), Shimamura (2014: section 3.2; 208b)maki 2015:
Appendix;2017) for this issue.
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(82 a. industrial output
b. cellular structure
C. senatorial leadership
d. budgetary item
(Beard (1995: 189)
(83 a. federal tax

* this tax is federal

o

(Beard (1995: 188))

If theanti- andpro- wordsin (76)-(79) are relational adjectiveanti- andpro- play the same
role as the suffixesal, -ular, and-ary in (82). In this caseanti- and pro- need to be
analyzed as adjectivalizers. However, to berelational adjectives is not a necesy
condition for the modification of nouns.Beard (1995: 188highlights that the expressions

in (82) can be paraphrased as thos€34).

(84) a. industry output
b. cell structure
C. senak leadership
d. budget item

(Beard (1995: 189)

Importantly, the lefthand nouns ir{84) serve as modifiers in spite of the lack of adjectival

suffixes!® As with the case 0f80) and(81), the examples ii84) again show that pre

19 The literature has pointed out that relational adjectives have-likuproperties (e.g.,
Beard (1995)). Thus, they are also called psetaftjectives (Levi (1975)). In addition, extending

F8bregasbés (2007) analysi s, Cetnarowska (2013)
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nominal modifiers are not necessarily adjectivehus, we do not need to conclude that
anti- andpro- function as adjectivalizing prefixes.
It should be noté, howeverthatthe OED entry ofanti- includesanti-physician which

is used as a predicate, aq8b).

(85) Those who are for a Spring Fast, are not only-atistian, butantiphysician

(OED, s.v.anti-)

This word may not be compatible with our idea thanti- lacks the derivational function.
However, note that the sentence(&b) contains anotheanti- word, anti-christian.  This

anti- word is an established word artie OED gives it an independent entryGiven that
anti-christianis an establised word, it is not strange that the word acquires the adjectival

usage through zerderivation or conversion, as indicated(86).

86) [XIn Y [anti-X]n Y [anti-X]a

| assumeherethatthe environment where the adjectianti-christian occurs coerceanti-
physicianinto functioning as an adpive. That is, the adjectiviike property ofanti-
physicianin (85) does not come from the prefanti- but from the environment where the
word occurs. The same will be true of the predicative usepad- words; the predicative
pro- words are used with oth@ro- words and/omnti- words, as observeit (87), though

the three examples ([88) are exceptional.

(see also Cetnarowska (2015))f they are nouns as Cetnarowska (2013) argues, it is not strange to
assume that the prenominahti- and pro- words are nouns. However , Cetnarowska
approach raises the question as to what role the adjectival suffixes in relational adjectives play.

leave this issue for future research.
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(87) a. To be anti prohibition was to ljgo alcoholism

b. If it were indeed a necessity of the situation tghb®Boeror pro-British ...
then as Britons we should be for the British, we admit.
C. When democracy is hit by foes abroad and nibbled at by foes within,

organized labor is pravar, anttGerman pro-democracyantiBolshevik.

d. It is not either antRussian opro-Turkd it is humane.
e. A letter was also found ... asking for a list of the democratic papers in the

stat e, and i nfor mati onprawarnwhichamthi ch o
war , and which on the fence. 0
(OED, s.v.amti)

(88)

o

... regarded agro-communist

b. Parisian newsapegts; ... feature battle dispatches written by
correspondents with the Jewish forces, and editorial comment is
corsistentlypro-lsraeli

C. Amyl nitrate and nitrite ... according to Midgley gye-knock

(OED, s.v.pro-)

Accordingly,thepredicative use dodinti- andpro- words is not problematic to the idea we are
promoting.

To sum up,the anti- and pro- words that theOED labels as adjectives are not
necessarily analyzed as adjectivedMo s t A a dgxample iare attrilbutively used.
Given that a noun can attributively modify its subsequent noun, we do not need to consider
such attributive examples ahti- andpro- words as adjectives.The fAadj ecti val o

include predicative examplesln such examplegnti- andpro- words ceoccur with other

anti- and pro- words that are established words ahdtseem to have acquired adjectival
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usage. Assuming that the predicative examplesofi- andpro- words are forced to behave
like adjectives in such environment, we can attribute ddjectivelike properties to other
than the prefixes. Therefore, even in the cases whargi- andpro- words are considered
to be adjectives in th©ED, the prefixes do not function as genuine categrgnging

prefixes.

3.8.4. Prefixation and the Category Changing Function

Based on the examples afti- and pro- words mainly from theOED, this section
presented the following three factsFirst, anti- andpro- words behave like compounds in
that they violate the LIP, which means that they are not forimgdderivation but
compounding. Secondanti- andpro- can form nouns as well as adjectivedhis indicates
that the prefixes are not responsible for category determinati&imally, most of the
apparent adjectival examples are used ashapreinal modifiers. Given that nouns can be
attributively used without turning into adjectives, such-poeninal examples are not strong
evidence for the categowhanging function of therpfixes. These facts lead us to conclude
that anti- and pro- are not capable of category changingn addition, this conclusion
confirms the validity of the Resolving Analysis.

Additionally, the conclusiorstrongly suggests that prefixation canreéieved from
derivational morphology. This simplifies the division of labor in morphology; that is, the

categorychanging function is attributed only to suffixation.

3.9. Summary
This chapter has examined prefixes and prefixation in English. En(2@as) offers
a new approach to prefixation, whbygprefixes are analyzed as prepositions occurring inside

words. Importantly, they are syntactically the same elements as¢rat particles, which
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consist only of syntactic features. Under this asiglyprefixes are regarded as seéexiical
prepositions listed in the SyntacticonHowever, not all prefixes can Ifelly characterized
by syntactic features. Nagano (2@12013a, 2013b) shows that although some English
prefixes (e.g.de, non, en, re-, etc.) are indeed functional, many of them are best analyzed
as lexemes

The combination of Emonda @013a,22013B) studesn d Na
suggests that the class of prefixes is not homogeneous and neither is prefigdtepnecise
prefixation can be resolved in such a way that the attachment of functional prefixes is AR,
an inflectionlike process, and that of lexical categories is compounding.

This analysis can also capture the properties of prepositional prefixes, whiclota
explicitly studied in Emonds (2005) and Nagano (2014013a, 2013b). Prepositional
prefixes basically behave as lexical categories when they have spatial meanings. In this
case, prefixes are prepositions in the Dictionary and undergo Deep dnserfAs a result,
they form compounds. In contrast, (at leasi wi t h t he meaning of 06s
differently from these prepositional prefixes in that complex wardstainingit do not
tolerate CR. The functional prefout- 6 s u r p a s sdhangedhe sategpmftits base
but adds certain meanings similar better Its meanings, however, can be fully
characterized by set ofsyntactic featuresincluding [MANNER, EVAL, COMPARE,
POSI TI VE] . Accordingly, f ol tao wassifputBsveo nd s 6
functional prefix stored in the Syntactictiratalternatively realizes the syntactic features by

PF Insertion. This analysis of the functional prefeeut6 can be summari zed

(89 a. outOsur passa©o
b. It alternatively realizes the feature complex [MANNER, EVAL,

COMPAR, POSITIVE], which occurs in peserbal position.
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C. It is stored in the Syntacticon and undergoes PF Insertion.

The Resolving Analysis of prefixation, whichas been proposed and whose
applicability to prepositional prefixelsas beerexamined in this chapter, has an important
consequenc#or the division of labor in morphology. If prefixation is either compounding
or AR, it does noplay any role in derivatinal morphology. This means that prefixation
lacks the categorghanging functiorihatis considered a primary role of derivation. Some
prefixes are apparently responsible for the category determination observedow and
anti-war movementbut carefil observation indicatethat there is no positive evidence for
the categoryichanging functions of prefixes. Therefore, we can attributeethenctions

only to derivational morphology.
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Chapter 4

Semtlexical Categories and Headedness in Compounds

4.1. Introduction?!

This chapter explores the consequences of the assumption that grammatical nouns have
the same status dsnctional categories in that both of them are in the Syntacticone Th
assumption leads to the prediction that in wodnation, grammatical nouns behave in the
same way as nominal suffixes rather than regular lexicalnolB&ss ed on Tomanos
and BoasBei er 6 s ( 19 8 7h)s chapies éemaensatriatesotimass tipiediction is
empirically supported.

A striking difference between regular lexical nouns and nominal suffixes is that when
used as a head of a complex word, a nominal suffix allows théead to take complements,
but a lexical noun does not (sRandall (19821988, Roeper (1987), among others). The

contrast can be observed in the following examples:

D a. a taxer of hidden assets
b. * ataxman of hidden assets

(Roeper (1987: 267), with a slight modificatjon

In these exampleshe nominal suffixer and the noumanare combined with the vetiax.

In (1a), -er does not prevent the ndread from taking & argumentidden assets This
characteristic of nominal suffixes is also well known in the studies opEnevent nominals
(Grimshaw (1990) Recall from Sectio2.5.3t hat i n E nanalydis @bage2edb0 O )

functions as a head and can take its argument when a nominal suffix attached to the verb is

! This chapter is a revised and extended versfddaya 016, 20173).
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inserted by Syntactimsertion. Since the nominal suffigr is considered a member of the
Syntacticon and can undergo Syntactic Insertibig natural that complex words witler
like taxercan ceoccur with the arguments of the nbeads.

In contrasto taxer, taxmanin (1b) does not cebccur withhidden assetsvhichmeans
that the nourmanblockstax from taking its argument Under Emondsdé (2000
this is becausenan undergoes Deep Insertion and shfunctions as the heddom the
beginning of the derivation; throughout the derivation, the complex word is a noun, which is
generally not an argumetdaking element.

The contrast between nominal suffixes and nouns can also be observed in thiadpllo

examples:

(2 a. protection of children
b. * protection plan of children

(Roeper (1987: 282))

As with -er, the suffix-tionin (2a) allows the verlprotectin the nonheadprotectto take its
argumentchildren  However, when the nouplan intervenes betweeprotection and
children, the argument cannot occur, as indechin (2b).

If grammatical nouns have the same status as functional categories, they behave like
erin (1a) and-tion in (2a), rather thamanin (1b) andplanin (2b). More specifically, the
grammatical nouns in the head position of a complex word will atltmwnonhead to take
arguments because they are Syntacticon items and can undergo Syntactic Insertion.
Importantly, Toman (1986) and BoaBeier (1987) point out thatertain compoundsan ce
occur with the argumeng of the norheads Let us observe the GermamdaEnglish

compounds ir(3).
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(©)) a. [German]

der Beschleunigungsgrad der  Partikeln

acceleratiordegree  of particles (Toman (1986213)
b. [English]
Spring is the healingime of all ills. (BoaseBeier (1987: 67))

In (3a), the compoun@eschleunigungsgrad a ¢ ¢ e |-deer gart@oemins with the noun
Partikeln6 p a r twhich cerespdnds to the argument of the vegbchleunigenthe non
head of the compound. Likewise, the compobadlingtimein (3b) co-occurswith all ills,
which can be interpreted as the argument of the kedb In these compounds, the nouns
degree and time are in the head position but thegllow the lefthand constituents
beschleunigemndheal to introduce their argummés. Toman (1986) callseads like those

inthe compoundsif8) fAtransparent heads, 0 which can b

4 Transparent Head
a head item that does not prevent arguments of an arguaiemd) item in the
non-head position from being realized

(cf. Toman (1986: 212))

Toman (1986 and BoaseBeier (1987)do not associate transparent heads with grammatical
nouns. However, Toman (198@dints out the parallelism between transparent nouns and

nominal suffixes as follows:

(5) [T]rue, suffixes are generally transparent, but nourss,uff f i ci ent |l y fAabs

Aemptyo), can behave in the same way a

90



argument inheritance. The relevant pr
be semantically | ight, 6 whatever this n

(Toman (1986: 214))

Note that the characteristigointed out in(5) are similar to those of grammatical nouns;
Emonds (1985: 162) describes grammatical nounghasii | e a s t semanticall
me mb e r s Imthis cNaptéer, | demonstratieat the nouns that can be transparent heads
are limited togrammaticalnouns, which reside in the Syntacticoand explain why
transparent heads allow ndweads to take themrguments In addition, by Bowing the
parallelism between grammatical nouns and nominal suffixes, | argue that grammatical nouns
actually have the same statsfunctional categories.

This chapter is organized as follows.Section 4.2 observes compounds with
transparent heads in German and English. Sedti®proposes that theounsthat can be
transparent heads ageammatical nouns and accounts for why they allow theheauds to
take complements Sectiond.4 provides evidence for the proposed analysis. Sedtibn
discusses consequencegttd proposal, which suggest that transparency can be regarded as
a diagnostic ofmembership in the Syntacticon Adopting this diagnostic, Sectioh.6
examines apparent leffteadedness in-V compounds in Japanesehere norheads take
arguments Sectiond4.7 makes some remarlm the lexical propertiesthat Toman (1986)
attributes to transparent heads. Secdo® summarizes this chapter. This chapter also
contains an appendix, whiadonsiders apparent leffieadedness observed in Japanes¢ N

compounds.
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4.2. Compounds with Transparent Heads in German and English
4.2.1Transparent Heads in German Compounds
Toman (1986) first observes the transparency of heads in German compounds. Let

usexaminethe following examples:

(6) a. der Beschleunigungsgrad der Partikeln
acceleratiordegree  of  particles (=(3a))
b. die Vorbereitungszeit auf den Flug

preparatioftime  on the flight

Opr epagreatiioadn f or the flight©o
C. die Wachstumsgeschwindigkeitder Pflanzen
growth-speed of plants

6gr orwatthe of pl ant so

(Toman (1986: 213), with modifications)

In the example irf6a), which is repeated fro3a), the compound occurs with the argument
that is generally selected by the Alogadbeschleunigedaccelerate 6The same relationship
between theon-head and the nominal elements can be observed in the exam(Bbs ).
In (6b), the German nouHeit ¢imeddoes not block the occurrence of the argument of the
verb vorbereiten6 p r e mahe endnhead, and the nouRlug &lighté occurs with the
compound. Similarly, the head of the compoun(bi) Geschwindigkeiéspeedallows the
nontheadwachsengrowdto take its argumeri®flanzendlantsé Thus, in addition tdrad
aegreedthe noun<Zeit dimebandGeschwindigkeits p eagedransparent heads.

As briefly mentioned in Sectiof.1, not all nouns can be transparent. Toman (1986:

213) observes that the nouns that can be traaaphave the characteristics(ir).
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@) on the whole, we are dealing with nouns which denote concepts that are very
general and unspecific mature, not with names of particular objects or concrete

subspecies of general concepts (Toman (1986: 213))

We can observe this characteristic clearly in the examplé8),jiwhere the head nouns in

(6b, c) are replacely words that have more specific meanings, narhalyandstudy

(8 a. * die \Vordereitungshalle auf den Flug
the  preparatiophall for the flight (cf. (6b))

b. * die Wachstumsstudie der Pflanzeng
growth-study of plants (cf. (6€))

(Toman (1986: 213))

In contrast to theompounds irf6), the compounds headed Hglle thallbandStudiedstudyd
in (8) do not license the arguments of tite+heads. That id;lalle dhalldandStudieéstudyd
cannot be transparent. This fact indicates that the nouns without the megtated in(7)

donotallow nonheads tadakeargumerns.

4.2.2. Transparent Heads in English Compounds
Toman(1986 points out that in addition to German compounds, English compounds

can contain transparent heads. Toman (1986) gives the following examples:

9 a. a combination process of quicksilver and gold
b. * acombination procedure of quicksilver and gold

(Toman (1986: 213))
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In (9a), the nourprocesss a transprent head because it does not block the verbal element
combinefrom taking its argumenfguicksilver and gold However, ifprocessis replaced
with procedure as in (9b), the argument cannot occur. Toman (1986) attributes the
ungrammaticality in(9b) to the head nouprocedure which has rather concrete meanings.
This is in line with what Toman (1986) observes in German compounds, which is summarized
in (7).

Following Toman (1986),BoaseBeier (1987 gives additional examples of
compounds with transparent heads. In addition to the compbealtingtime in (3b),
which is repeated a€l0a), BoaseBeier (1987 points out thatwaiting-period (10b) and

amalgamatingprocessn (10c) are also headed by transparent heads.

(10) a. Spring is thenealingtime of all ills. (= (3b))
b. Thewaiting-periodfor news of the trapped miners was very tryfagall
concerned.
C. There were various questions aboutdhgalgamatingprocesof mercury
with gold.

(BoaseBeier (1987: 6768))

For example,he nourperiodin (10b) behaves as a transparent head in that it allows the non
headwait to take the argumemews of the trapped miners
In line with Toman (198), BoaseBeier (1987 68) also notes the characteristics of

transparent heads in English ag1d).

(11 Transparent heads are lexical elements of a very generah@lsemantic nature

0 like time, periodandprocessd which apparently do not bloakassignment
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and which, typologically speaking, could be suffixes in other languages.

(BoaseBeier (1987: 68))

The nonheads in fact los¢heir argumenttaking cgacity when theheadnounsin the

compounds ir{10) arereplaced with other nouns likgant, room, anddishas in(12).

(12 a. * The dandelion is hAealingplantof many ills.

b. * There was a specialaiting roomfor news of the miners.

c. * There were questions about #malgamating disbf mercury with gold.

(BoaseBeier (1987: 68))

The examples i1§12) show that the transparency of the nouns observéca period, and

processis not a prototypical property of nouns in general. Rather, this property can be
easily found in suffixes; Toman (1986) groups transparent nouns together with nominal
suffixes, as stated in Sectidrl. Based on the parallelism between suffixes and transparent
nouns,in the next section will propose that transparent nouns have the same categorial

status as suffixes.

4.3. Proposal

In the previous section, webservedompounds with transparent heads. Importantly,
Toman (1986) and Boadgeier (1987) point out that transparent nouns are similar to nominal
suffixes in terms of the capability of being transparent and thus theyecgrouped together.
If so, itis desirable to treat transparent nouns in the same way as transparent nominal suffixes
in order to account for the transparency of heads. In this section, | propose that they can be

analyzedinsuchades abl e way within EmonadidChapzed2 0)
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Section4.3.1firstrecapitulates he assumptions i n Emondsd ( z

to head transparency in compounds and shows higanals of fAtr ansparent o

4.3.1Multi -level Lexical Insertion and Headedness

Let us first recapitul ate t he assumptio
framework. He carefully defines what counts as the head of a given structure. This is
because the hypothesis Miulti-level Lexical Insertion allows the structural head to remain
empty during syntactic derivation. To illustrate the point, let us suppose that the structural
head is inserted by Syntactic Insertion or PF Insertion. In this case, the head is empty in the
syntactic derivation before the relevant insertion. Emon@8(Rassumes that the empty
structur al head is fAentirely inert prior to
l exi cal i tem. 0O I n such a situati on, the e
structural head but the highest lexicallield head in the relevant projection. In other words,
the structural head can be different from the head during the syntactic derivation. Emonds
(2000) calls the highest lexically filled hetttefi | e x i ¢ a | head, 06 whose de

(13).

(13 Lexical Head/Projection
Let YO be the highest lexically filled head if.Z Then Y is the lexical head of

Zl, and Zis a kxical projection of ¥. (Emonds (2000: 128))

Within this model, Emonds (2000: Section 4.7.2) accounts for the properties of
complex event nominals likexaminationin (14). A striking characteristic of complex
event nominals is that they inherit arguméaiting properties from base verbs. Emonds

(2000) attributeshis characteristic to the late insertion of nominal suffixes. For example,
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the verbexaminean (14) takes its argumerthe patientsacross the nominal suffkation.

(14 The examination of the patients took a long time.

(Grimshaw(1990: 49), with modifications

Emonds (2000) argues that the suffation undergoes Syntactic Insertion. This means that
the structural head of NP remains empty until the insertion, as represer(t€s).in As a
result, the empty structural head is inert and the e@emineserves as a lexical head in the

structure. Therefore, the verb can take the argument.

(15 Complex eent nominals:ing, -ment etc. replace @ during the syntax:

DP
/\
D NP
| T
the N PP
\‘/ '\“ of the pationts
examine @ (=>-ation)

(cf. Emonds (2000: 153))

In the nextsubsection,| will extend this analysis to compounds with transparent heads.

4.3.2 Syntactic Insertion of Transparent Heads

Let us now consider the argumedaking property of compounds with transparent

heads. Therelevant examples are repeatedi) for convenience.
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(16) a. Spring is the healingime of all ills. (= (4b))

b. The waiting-periodfor news of the trapped miners was very trying for all
concerned. (= (100))

C. There were various questions aboutdhgalgamatingprocesof mercury
with gold. (= (10c))

Given Emondsd (200 0)-takang ardperty of sommpex everh romiaats,g u me n
we can easily account for whyealingtime can take the argument by assuming tiraeis
inserted at the stage of Syntactic Insertion. A potential problem is caucevith the
grammatical status ofime because only functional categories can undergo Syntactic
I nsertion. However, this is not probl emat:.
can have the same grammatical status as functional categories, andosms are called
Aselmxical n o utimein thlis compgohnd is a sedaxical noun.

This is notstrange given the similarity between transparent heads and-keqaal

nouns. Their characteristics are giver{i) and(18) for comparison.

(17) Transparent Heads

a. on the whole, ware dealing wittouns which denote concepts that are

very general and unspecific in natun®t with names of particular objects

or concrete subspecies of general concepts =)
b. Transparent heads dexical elements of a very general, abstract semantic
nature (= (1)

(18) Semtlexical Nouns

Semtlexical N is comprised of the most frequently used kadt semantically

specific members afl. (Emonds (1985: 162)
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As shown in(17), transparent heads denote concepts that are very general and unspecific in
nature, and they are lexical elements of a very general, abstract semantic nature. lySimilar
semtlexical nouns ar¢heleast semantically specific members of N.

Importantly, Emonds (2000: 9) identifitisneas a semiexical noun as if19).2

(19 Semtlexical N:

ong self thing, stuff, people other(s) place time, way, reason etc.

Based orthis parallelism,| propose that the nouns that canttsparent are serfexical
nouns. Since they are Syntacticon items, they can undergo Syntactic Insertion, allowing
nontheads to take arguments.

This proposal can be illustrated as {20). The structure in(20) contains two
elements that are inserted at the level of Syntactic Insertion, thagisndtime.  Although
they are structural heads, they remain empty before the insertion. As atresutirtheal
functions as a lexical head and thus takes the argument, ignoring the two empty heads.
this way, we can clarify the nature of trgasent heads and account for why they are ignored

with respect to argumenaking.

2 See also Kishimoto (2000) for the selmkicality of time.
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(20) the healingtime of all ills (cf. (16))

K
[‘) A
the N PP

N/\N f ‘n'u
N

\Y N @ (=>time)

heal @ (=>-ing)

If the proposed analysis is correpieriod and processshould also be senhexical
nouns. These nouns are not identified as dewical nouns in Emonds (2000). In
addition, the proposed analysis predicts that other-$&xigal nouns can be traresgnt.

The next subsection will show that these two predictions are correct.

4.4. Evidence
4.4.1The Semtlexicality of period and process

This subsection shows thperiod and prices are grammatical nouns.First, let us
consider the serdexical properties operiod Importantly,periodis related to the notion
of time. Based on this relation, | assume that abstract elemeniNlkecan have several
overt forms, and suggest the possibility thatiodis one of the overt forms ofFIME. The
assumption and possibility are not so strange given the case of théegaral adjectives in

(22).

(21 She seemd {real / pretty / awful / damed} {upset / happy}.

(Emonds (2001: 36)

100



In (21), all of theadjectives (i.e.real, pretty, awful, anddamred) lack their original meanings,

just expressing an extreme degree by modifying the adjeaipestand happy In this

sense, th adjectives are grammatical items. This example shows th&dhees related
tohextreme degreeod can be The oneto-mans reldtionship s ev e
observed between a set otatures and its several phongical forms is atypical
characeristic of functional categories (cf. comparative features and their two realization
forms moreand-er). Thus period can be considered to express sdemtures related to

time, as well agime,

Next, let us examine whetheprocesshas any properties of seieixical nouns.
According to Cover (2008) certain semexical nouns can be silent. Thus, the semi
lexicality of processcan beconfirmedby examining whether it is capable of being silent
not

Oneof environments ware silent semlexical nouns are assumed to be used is-verb
to-noun conversion. Shimada (2013) argues that silent -Eemeal nouns play an
important role in verdo-noun conversion in Japanese. For exanm@sir-i in (22a), which
is a noun converted from the venasiru6 r un, 6 h a slex&al POUNKATAG w asyedmi

as a head, as shown(22b).

(22 a. hasir-i
runningInf
6t he way of runningé
b. hasir-i KATA
runningInf-WAY
6t he way of runningé

(Shimada (201384-85), with modification¥
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Based on Shi rChaptar® svill rguathaycenverted nouns in English have the
same structure That is, they are headed by silent séemical nouns.

If the nounprocessis semilexical, it can be silent and combined with vetbgorm
converted nounsn which casewe can predict thett® beconverted nouns with the meaning
of process Such converted nouns can be easily found in English and Japanese, as shown

in (23).3

(23 a attack, attempt, fall, hit, laugh, promise, search (Namiki (1985: 64))
b. oyogié s wi mmsirabeg i & v e s tkasglasib | endbdbng out o

(Martin (1988: 886))

For exampleattackmeans the action or process of attacking. Martin (1988) refers to the
converted nouns i(23b) as nouns naming the process itself. Thus, the converted nouns in

(23) indicate thaprocessan be silent. Accordingly, we can count it as a sexical noun.

4.4.2 Semtlexical Categories andlransparency

Given the proposal thahe nouns that can be transparent are dexrncal nouns, it is
reasonable to predict that selakical nouns other than the nouns analyzed in B&sser
(1987) can be transparent. Let us take the mmaceas anexample. Its serdexicality
is certified by many studies such as Kishimoto (2000) and Collins (280Well aEmonds

(2000). This prediction is borne out by the example@4).

3 We canalso observeonverted nouns with the meaninggtiafe or period in Japanese:

(i a. kure dusking

6dusk
b. ake dawning 6dawn

o O

These examples show tgeammaticahature oftime andperiod
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(29 a. This entire dwelling place is known as Hades, but the bottom section,

knowns as Tartarus, the waiting place for judgment

(Charles Walter DoughtyThe Revelation Rainbqwp.215 underlining
mine)
b. That 6s wher e nve sut thair professienbl divésin al i

waiting place for another chancanother place in which their work can

be valued again, an escape from a failed workplace not of their own
making. (William L. Fibkins, Wake Up Counselors!: Restoring

Counseling Servicefor Troubled Teen$.38 underlining ming

In these exampleplacefunctions as a transparent headn thie expressiothe waiting place
for judgmentin (24a), wait takes the complemenptdgmentacross the nouplace The
same is true of the example (@4b). In this examplewait takes the argumeranother
chance That is, the head nowlaceis ignored with respect to argumeaking. These
examples show that the sefakical nounplace can be transparent. This supports the
proposal that the nouns that can be transparent areleecal nouns.

One migh takea dubious view ofhe proposed analysis becauseha existence of

the examples iifl), which are repeated &25).

(25) a. a taxer of hidden assets

b. * ataxman of hidden assets

=@)

The nounmanin (25b) may be counted as a semie x i ¢ a | noun bawrguse I
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general, abstract semanticnatore i n t hat it can be used to
This semantic nature lda us to predict thahanis a semilexical noun and can be transparent
in compound$. However, this prediction is not correct; unlike the example vettin (25a),
the example in25b) is ungrammatical in spite of the semantic similarity. This example
does not seem to be compatible with the proposal.

| argue that thexamplein (25b) does not run counter to the proposal, becdhse
ungrammaticalityobserved in the example (@5b) can be attributed to a principle working
independently ofthat of semtlexicality assumed in Emonds (2000). i3tprinciple is

related to the economy of derivation operating gteREmonds(2000 definesit as folows:

(26) Economy of Derivation at PF
arrive at PF by inserting t hrsertfagfene st
words as possibfe

(Emonds (2000: 350), see also Emonds (2000: 135))

He notes thathe italicized frt in (26) is equivalent to the following:

(27) Insert as few free morphemes as possible in the course of a derivation.

(Emonds (2000: 30, fn. 26))

4 The semilexicality of the wordnancan be supported by a restriction onit. Emonds (2000:
108) points out that a free Syntacticon item cannot be combined with another one as follows:

()] *time-place, *selfpeople, * stuffthing, *reasorself
This restriction on free Syntacticon items is in parallel with that on other functional itemsige.g. *
ic, *de-ous(Scalise (1984: 75)). According to Emonds (2000: 16&nalso cannot be eobined
with other free Syntacticon items:

(i) *way-man

Given the ungrammaticality in (ij)it seems plausible tbountmanas a semiexical noun.
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That is,of the equivalent deep structures, the derivation with the fewest insertions of free
morphemes is preferred (Emonds (2000: 135))he comparison of25a) and(25b) shows
that the former contains fewer free morphermmeanin (25b) has a serdiexical status but it
is still a free morpheme. Accordingly, the examplg2a) is peferable in light of the
economy of derivationand asa resultthe example ir(25b) is ruled out. Importantly,the
ungrammaticality of(25b) comesnot from the lack of semlexicality of man but from
economy in derivation. Thereforhe example irf25b) is not problematito the proposed
analysis

Interestingly,English is equipped with suffixes for expressing persons {eg,,but it
does not have means to express the notionisnef and place in the form of suffix¢Bauer
(2013).5 It is plausible to assume that the lack of such suffixes leads to the use of the
grammaticahounstimeandplace This suggests that nominal suffixes andgremmatical
nouns liketimeandplaceare in a complementary relationship, constituting affeliiged set

of functional items in English.

5 We can observe the effects of this principle in the following examples:

() a.  *Ann didburn(ed) the papers.
b.  *Jim seems more tall(er) than he was.
(Emonds (2000: 136), with modifications)

In (ia), the overt realization afid is blocked This is because the features related to I ,(EF24ST])

are realized by the bound formad, whichsuffices to express the features As a result, the | head is
zeroed, minimizing the occurrence of free forms. This realization pattern satisfigsntiple of
economy of derivation in (27). The same is true of the example in (ib). cdrhpaative features
are phonologically realized byer, which is a sufficient and economical way to indicate the
comparative meanings.

¢ | would like to thank Akiko Nagano (personal communication) for drawing my attention to
this point.
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4.5. Consequerte: Transparency andthe Membership of the Syntacticon
So far, we have proposed that the nouns that can be transpargraraneaticahouns.
Although we need to carefully examine whether all of the skical nouns can be

transparentit is safe to sayhe following

(29 If an element in the head position of a given complex word is transpareng it

memberof the Syntacticon

This means that the capability of being transparent is a sufficient condition for being semi
lexical items. If so(28) can be seen as a diaxgis forthe membership of the Syntacticon
Note that(28) does not mention specific categories. Thus, it is predicted that in addition to
nouns, other categorietké verbs can be transpareand thus the transparency helps us
identify grammaticalitems. In this light, the next section examines apparent left

headedness in Japanes& \fompounds.

4.6. Apparent Left-Headedness in Japanese-V Compounds
Corresponding to the RigiHand Head Rule, the argument structure of & V
compound in Japanese is generally determined by the verb in thénaigtiposition The

general pattern of argument realization H\ompounds can be exemplified &sai-nagasu

[washl et . f 1 ow] 2@ash awayod in
(29 Watasi wa kuruma no yogore o [arai-nagasita).
I Top car Gen dirt Acc  washlet.flow-Past

A

Owashed away the dirt on the car. 6

(Namiki andKageyama (2016: 221))
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The objectof the whole compound veiin this examplas the nounyogore6 di rt , 6 whi c
followed by the accusative case marker This noun is related toagasu6 | et f | ow, 0
right-hand constituent in the compound.

In contrast to this general pattern, some&/\ompounds show (apparent) left
headedness with respect to the selection of arguments. Namiki and Kageyama (2016) give

the following examples:

(30) a. Watasitati wa onazi densya ni/*o [nori-awaseta].
we Top same train Dat*Acc get.onhappenPast
OWe b&mapgdg to get on the same train.d
b. Kanozyo wa koibito o [matikurasita].
she Top boyfriend Acc  awaitlive-Past

6She waited for her boyfriend for a

C. Titioya wa musuko o [sikari-tuketa].
father Top son Acc  scolddo.violently-Past
OFa@rhscolded his son thoroughly. d

(Namiki and Kageyama (2016: 221), see also Yumoto (2088; 139))

Namiki and Kageyama&(016: 222 note that in(30a), the dative marker attached to the noun
densyabt rai nd Aoriginates fr édhamdlnoh-edg¥1 foinlde o e
compound verlmori-awaseru6 happen to ride, 6 wherehmsw] t he V
awaserd i t. O6put togetherd6 has | ost i tthatthee i gi na
mul tiple actions denoted by the verb in V1

observed in the examples (B0b, c); the accusative objects are std by the verbs in the
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nonhead position.

The verbs in the head position in the compound$3) can thus beegarded as
transparent. Itight of (28), this further indicates that they are sdpxical verbs. Their
semtlexical nature is also indicated by their semantic properties. The verbs in the head
position in(30) lack their original meanings.To be pecise, the head vedwaserun (30a)

l i teral |l y me arereaddpthe meaninggfeaointiéencé of the dction, as stated

above. Likewise, Namiki and Kageyama (2016: 222) point ouktlraisuin (30b) literally

means O0live, pass a daydé but it fAmeans here
sketch of tukeruimé&O@co aomrd gi nally means O6éaddd bu
severity of the scolding action. o Nami Ki

characteristics of the-V compounds ir(30) as follows (see also Kageyama (2013)):

(31 € t he ver bshand positiorh & the(80)gypd] V-V compounds are
devoid of argument structures and case and instead supply the verbs on the left
with a variety of aspectual meani ng.
subcategorization features ofvliole compound verbs are regulated by the verbs

in the nonhead position.

Kageyama (2016: 297) ' i sts represemt@ti ve e
ad shows that their characteristic meanings

a s p esed afso Kageyama (2013: 17,118)

"Kageyama (2016) calls the verdaspecthalaspect
These verbs fall under the class of séexical verbs.
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(32 |. Temporal

a. completive kaki-ageru( v twrit¢ upoléesisaru( vt . ) Owi pe o

b. incompletive ii-sasu( vt .) O6stop speaking hal f

C. intensive result nekomu( vi . ) of al | sound asl eep,
komarihateru( vi . ) Obe compl etely a

d. inception sakisomeru( vi ) O6begin to bl oombd

e. continuative huri-sikiru( vi ) O r ai makirkurasu@gwid. pn¢ ér vy
al | dayao

f. iterative hozikurikaesu( vt . ) &édi g again, 6

tukarkomu( vt . ) O&buse repeatedl ybd
g. intensive action sawagitateru( vi . ) 6fuss about, 6

izikuri-mawasu vt . ) O6fumbl e about d

h. ineffective nobrnayamu( vi . ) &édo not make expe

i. reciprocal i-awaser( vi . ) Ohappen to be at t

II. Spatial aspect donaritukeru( vi . ) o6yel |l at, o
harewataru(vt . ) O6be cl ear all over

lIl. Social (interpersonal) aspect
moostageru(vt. ) 6ésay to respectabl e
mi-kudasu( vt . ) Ol ook down upono

(partially adbpted from Kageyama (2016: 297) with modificatipns

Kageyama 2013, 201% calls the(30)- and (32)-typeV-V compounds Al exi ca

compound ver bs intodavethetrsctune md3s t he

109



(33)

\Y

N

\Y L-asp _
(L-asp = Lexicalaspect; Kageyama (2013: 26))

Under the framework of this study, | argue thia¢ semtlexical verbsrelated to aspectual
meaningsareinserted in the tasp position at the level of the Syntactic Insertion.

This provides a coherent analyof the elements adding lexical aspectual meanings in
Japanese and English. Note thatthe list in (32), some Japanese lexical aspectual
compound verbs are translated verb-particle combinations in English. The relevant

examples are repeated((34).

(39 Jpanese English
a. completive kakiageru write up
kestsaru wipe out
b. continuative huri-sikiru rain on and on
C. intensive action sawagitateru fuss about

As indicated in these examples, English pastbal particles can adaspectual meanings.

Typical examples are shown (&5).

(35 a. John drank up the beer (Mclintyre (2004: 546))

b. Greg cleaned up the car (Dehé (2002: 6))

In these examples, the participhas the meaning of completionin Naya (2015)1 analyze
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verb-particle combinations as exemplified(84) and(35) and argues that ¢hparticles with
aspectual meanings are seexical prepositions that undergo Syntactic Insertion. The

derivation ofdrink up, for examplejs represented as follows:

(36) drink up

A
Vv Part
| |
drink @ (=>up)

(Naya (2015: 94), with slight modifications)

Comparison o{36) with (33) shows that aspectual veyiarticle combinations in English are
similar to lexical aspectual compound verbs in Japanese in thatesdoal elements provide
aspectual meaningd the verbs with which they are combined. In this way, the proposed
analysis trats Japanese and English complex words where the-hightl constituents supply
the lefthand constituents with aspectual meanings in the same way.

Looking atthe list in(32), one might think that there are too many sésmical verbs
in Japanesebecause prefably the number of serdexical categories should be smailk

(genuine) functional categories are. However, this is not so strgivga that Japanesge

a morphologypreferring language (see Nishimaki (2015); cf. Ackema and Neeleman (2004)).

Morphology-preferring languages are known for the richnestheir expressions involving
verbal complexes. Japanese hagriety ofverbal complexesncludingV-N compounds

(e.g.sensyafsuru)0t o wa s hV @wapowds)(e.guddgumiFsuru)d o f ol d

ar ms 0)-VcompouhdsVe.gtabehajimeru6t o begin to eat ) ( Ni

2.3.2), see also Ackema and Neeleman (20088%. Thusijtis reasmable to assume that
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morphologypreferring languages like Japanese have many morphological ways to realize
lexical aspects in the form of compounding.

This section provided additional examples of séewical categories based on the fact
of transparency: seniexical verbs in Japanese add aspectual meanings to the verbs in non
head position. These verbs can be assumed to be stored in the Symtanticondergo

Syntactic Insertion.

4.7. Some Remarks on the Lexical Properties Derived from Transparent Heads

Finally, 1 r e mar k on Tomanos (1986) character
According to Toman (1986), transparency of the head in complexsaowblves not only
argument inheritance but also the entire range of lexical properties. As an example, Toman
(1986: 214) observesthatanNN c ompound with a transparent h
adjective in such a manner that the adjective relatése noun in the nehead position of
the compound, . e., not to the head of its
illustrate a general pattern of the modification of compoundaenerally,adjectives cannot

modify theelement immon-head position asshown in(37).

(37) * dreikdpfiger Familienvater [German]
threeheaded familyfather
intendedr eadi ng: 0 a -hfeaatdh efranoifl yab t hr ee

(Toman (1986: 214))

In this exampledreikdpfiger Ghreeheadedrelates to the noun in the ndwad position
Familie &amily,6but it cannot modify theonstituentsnside the compound. This property

is known agthe Lexical Integrity Principle. Toman (1986) points out tbatrary tothe
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general pattern, the adjectives(88) and(39) can modify the noitheads of compounds.

(39 psychologische beratungsstelle [German]
psychological counsellirgoard
O6board for psyicrhppd ogi cal counsell
(Bergmann (1980), cited from Toman (1986: 214))
(39 deutsche Literaturwissenschaft [German]
German literaturescience
intended reading: O0the study of Ger man

(Toman (1986: 214))

In (38), psychologischépsychologicadis intended to modiferatungé&counsellingdnot the
head nourelle docation6 As a whol e, t h eboadkfpr pgyychaogicah me a |
counselling. o A lcampooanigdide the conmpoudd, this example is
acceptable. Toman (1986) argues that this type of modification is possible when a
compound has a transparent head.

If this is true, we capredict that the same phenomenon shogl@dbserved in English

compoundsandindeedwe can findsimilar examples, as shown (#0) and(41).

(40 A rapid chemicabtombination processf fuel with air that reeases the chemical

energy of the fuel.
(Encyclopedia of Dairy Sciences.v. Combustion)

(41 The basic chemica@lombination processf fuel oil is similar to that of pulverized

coall.]

(Anthony J. PansiniGuide to Electic Power Generation [Second editigrg.33)
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As noted in the previous sections, the underlined pamtbination process a compound
with a transparent head.In bothexamples, the compound follows the adjecithemical
This adjective can be interpreted as a modifiecaibination which is in the nothead
position. These examples seem to suggest Erailish transparent heads, or sdaxical
nouns, have the same property as German ones in terms of the modifa¢atarpheads.
However, things are more contipated. In the analysis oGerman compounds,
Toman (1986) seems to assume the structur@2a), where the adjective is outside the
compound. This structure is available in Englesh well but there is another possible
structure, as indicated iM2b). Here, the adjective is in the nbead position of the

compound together with a noun.

42 a  A[NN]n

b.  [[AN]N]n

If the expressiorthemical combinatioprocesshasthe structure i42b), the adjective is
inside the compound, and thus it is not strange that it modifies the noun in tHeadn
position.

Importantly, compounds with this structucan be easily found in Englishs shown

in (43).

(43 a. [fresh fish] market, [fresh water] supply, dhnight] wind, [small car]
accidents
b. [early morning] sun, [late night] meeting

(partially adopted from Shimamura (2014: 35))
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According to Shimamura2Q14), these compoundsontain an A+N expression mon-head
position. Shimamura (2014)so notes that A+N can freely occur in the #iegad position
as long as it has a typpecifying function. For example, ifr¢sh fish marketin (43a),

the A+N expessionfresh fishspecifies the type aharket

Since the compounds with the structurg¢4@b) are not rare, we need to first examine
whether the adjectivehemicalin (40) and(41) is outside or inside the compound. This
means that t modification of the noimead by an adjective cannot be straightforwardly
attributed to a transparent head in English. | leave the quesitidns structure for future
research.

In closing, | would like to touch on some other properties that owmye from
transparent heads or sefakical elements. Recall that there are some similarities between
complex event nominals and compounds with transparent headsse ditvglarities leads
us to predict that both of them behave alike in many other respetet us show two
prospective parallel properties. Firstly, complex event nominals can be modified by

adjectives likerequentandconstant as in(44).

(44 a. Thefrequentexpressionof onebés feelings is desir
b. The constantassignmentof unsolvable problems is to be avoided.

(Grimshaw (1990: 50)with slight modifications)

Thus,we can predict that a compound with a transpaneatcan also be modified by these
adjectives. The second property is related to the exampldd®h As in(45a), the noun
processdoes noitself license aspectual modifiers like five hoursandfor five hours In

contrast, complex event nominals canamzur with such modifiers, as shown(#bb, c).

115



(45) a. * theprocess{ in five hours/ for five hours}

b. The totaldestruction of the cityin only two daysappalled everyone.
C. Only observationof the patientor several weeksan determine the most
l'i kel y é

(Grimshaw (1990: 5&9), with slight modifications)

Given this contrast, a compound with a transparent head:tikebination processan co
occur with such aspectual modifiersl would like toexamine whethethese predictions are

correctin future research.

4.8. Summary

This chaptehas shown that grammatical nouns have the same grammatical status as
nominal suffixes based offomard 1986) and Boasdeierd 1987 observatios on
compoundswith transparent heads.Given their characterization of transparent heaals,
can argudghatsuch headsregrammaticahouns Since mth of them are the members of
the Syntacticonthey can undergo Syntactic InsertionWhen they undergo Syntactic
Insertion, they are inert before insertion. As a result, transparent heads alldweausto
take their arguments This derivational process is exactly the same as that of nominal
suffixes like-tion in protection of children The semexical items found in the discussion

and their properties can be summarized as follows:

(46) a. time, process, period
b. They function as the head of a complex word whose-hread selects
arguments.
C. They are stored in the Syntacticon and undergo Syntactic Insertion.
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Given the proposed analysis, we can obthim following pospetive diagnosticof

Syntacticontems:

(47 If an element in the head position of a given complex word is transparent, it is a

member of the Syntacticon.

| showedthat ths diagnosic works well bypointing out thathis corresponds to what Namiki

and Kageyama (2016) observe in Japanese lexical aspectual compound verbs. The studies
of this type of compounds, along with the diagnosis(4id), help us detectdditional
grammaticalverbsin the Bifurcated Lexical Model. The example$ Japanese lexical

aspectual compound verhad their properties are shown(48).

(48) a. -agery, -sasy -komuy -sikiru (see(32) for other examples)
b. They function as the head ofWcomplex verbs, adding lexical aspectual
meanings to the nehead verbs.

C. They are stored in the Syntacticon and undergaatic Insertion.
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Appendix to Chapter 4

Apparent Left-Headedness in Japanese-N Compounds

Section4.6 mainly dealt with apparent lefteadedness idapanese W compounds.
As we observed, they are different from otk'eyY compounds in that the head is transparent
with respect to argument geltion. This appendix shows another type of apparent left
headedness in JapaneseNNcompounds and examines whetlbemott hei r fAabnor ma
arises for the same reasondaghe compounds with transparent heads examined in Chapter
4.

The N\N compounds in Japanese which we focus in this appendix are show(i9).

(49 a. maturi-Tsukuba
festival Tsukuba
[the name of a festival held in Tsukubigy]
b. hoteruKansai
hotelKansai
[the name of a hotel in the Kansai area of Japan]
C. takkyuubinkonpakuto
delivery-compact
[the name of a delivergervice of smaikized parcels]

(Ikarashi and Naya (2016), see also Naya, Ikarashi, and Nishimaki (2015))

Ikarashi and Naya (2016) point out thhese attested examples seem to behlefided
compounds in terms of semantics in that they function as names for what are expressed by

left-hand constituents. For examphaaturiTsukubad f e sT s wkau H484) is monha
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kind of Tsukuba buafestival. Likewise,hoteruKansaio h oK a&n s d494) is thexname
of a hotel andakkyuubinkonpakutod d e | -t @ enp g ¢48chis thenname of a delivery
service. In this way, the compounds(#49) seem to be semantically inopatible with the
RightHand Head Rule.

Similar examples can be easily foyraspecially in trade names. The examples in

(50) are the names adhiyaki, Japanse fishshaped cake®

(50 a. kurowassartaiyaki syokora
croissardtaiyaki chocolate
[the name of chocolatstetaiyakiwith the croissantike texture]
b. kurowassartaiyaki kasutaado
coissanttaiyaki custad

[the name otaiyakiwith the croissantike texture filled with custard]

Note that the xamples in(50a, b) do not express a kind ®fokorad ¢ h o ¢ o kasutaadé o r
0 c u 9Dt dathdra kind oftaiyaki, eventhoughthisis in the lefthandconstituent. In this
sense, the rightand constilentssyokoraandkasutaadaare ignored.

This observatiomight lead us to judge the rigitand nouns i{49) and(50) to be
transparent heads in terms of semantics. If so, the nouns would be counted-lexisaimi
nouns. However, this approach to the compound$48 and (50) is not promising.
Unlike the case of the compounds examined in Chapter 4, the nouns in the head pbsition
the compoundsn (49) maintain their original meaningJisukubain (49a), for example,
means Tsukubg&ity, expressing theenue of the festival. Thus, | reject the idea that the

(overt) righthand constituents in the compoundg48) are transparent, that is, selexical

8 The (49) and (50)type compounds function as proper names, rather than as common nouns.
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nouns. Rathe, foll owing Shimadads (2017)semnal ysi
lexical elements is involved in the compounds.
Shimada (2017) proposes that tf#®)-type compounds are headed by silent semi

lexical categories, as shown {®l), where the serexical element is represented @y

(51 maturi-Tsukuba@ (Shimada (2017: 581), with modification)

The semilexical element assumed the (49)-type compounds is a relational notivatcan

form nominal prettates by combining with nouns. The resuit predicates denote
classificatory properties (Nagano and Shi ma
intuition, Tsukuba@n (51), for example, expresses the style or type of the festival named by

the compound at issue. That is, the compomaturi-Tsukubahas the following meaning:

(52 maturi no  Tuskubafuu
festival Gen Tsukubatype
OTswhype festival o

(Shimada (2017: 51), with modification)

Note that(52) contains-fuu 6t y p e , &lexeal relational noun (Nagano and Shimada
(2015)). This supports the existence of the skmical elementd in (51). Shimada
(2017) argues thahé compound ir{51) is derived froma phrase consisting of the subject
maturio f est i val 6 asokdba®. h @mpounesdderivea troen phrases are argued
for by Shibatani and Kageyama (1988) and Kageyama and Shibatani (1989), where such
compounds arsey nctad clteidc fAcpoo(df-typercahpouiads in fattisheare

properties with possyntactic compounds. For example, Shibatani and Kageyama (1988:
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459) pointoutthatpots ynt acti ¢ compounds are pronounce
the first me mb e rsyndactic cénmipaundgnatwiiTsukubagan mvole a

slight pause immediately aft@sukuba This phonological property supports the analysis

where thg49)-type compounds are derived frgzhrases involving semexical nouns.

Given Shimadadés (2017) a n4®)lare headed bysilemt c e t F
semtlexical elements, we can say that they do not violate the Rlghtd Head Rule without
assuminglsukuban (49a), for example, as a setheixical noun.

The semilexical nouns that can be used in {#8)-type compoundare not limited to
-fuud t y p (&2 (and its silent counterpart {51)). Shimada (2017) provides additional

examples of such sergxical relational nouns as (%3).

(53 a. -seeé¢made.by;ma d e -gatatkatdéshape;s i z e 0

b. -taipuét y p-sutaituést yl e 6

The nouns in{53a) are Sin-Japanese words and thos€538b) are foreign words (especially
originating in European languages)Nagano and Shimada (2015: )28soprovidethelist

in (54), which semantically classifies seteixical relational nouns.

(59 a. Material : see6 ma d eiri by d de d 6
b. Origin: see6 ma d ekeeo6nd,eés c e n d sydssiforc@m, g fr om
umare6 born i no
C. Shape/SizekeeO s h akatagatéb6 s hape, si zed
d. Taste azi/ mio t a buuneig tbast e 6
e. Type:seedt ype, gatnat yleeo,toy pe o

f. State zyaw 6 st aypomi, 0 & t augatap e ar i ng o
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g. Belonging kumi 6 g r o lapd, gbr o u p, sysgt & io ® aygzdku
6bel onging tob

h. Similarity : huudé | i rkueg 16i ke, in the style ofd

i. Possession/Ingredienttukio wi mdi ¢ i ribad ded 6

J- Purpose/Target yooo f anuke@me a n serbfomore,xéc | usi vel y f

K. Location: mae/ zen6 f r @itatka®u n dnakag i6bn, uedzmbode, 6
6on, tyluo v @ slkanmbd,ed wle@mo & n thaufbadre p@r t i ng
fromukiot o wfaa cde Haketbthad ged onod

l. Time:mae6 befgobaf umédér i ngo

m. Status/Profession zn 6 nat i osnakbpeygjh@di e mkdne, 6
6of f kodiwalr kyeodr f, edmmdhiee¢ & s 6

n. Level: kyuud | e vebekup 6 e daodld,edg irdéd ee,vée | 6

(Nagano and Shimada (2015: 128), with slight modificalions

Giventhevariety of semilexical relational nouns, we can assume that the compourdS)in

and(50) also involve semlexical relational nouns. For exampl@npakutod c o mpact 6 i
takkyuubinkonapkuto delivery-compach specifies the type or size of parcels that the
delivery servicdhandles; syokoraandkasutaaddn the compounds i(60) specify the tastes

of taiyaki. Accordingly, we can assume that the compounds involve the silent counterparts

of -taipu6t y p eshizuhs i z e@zitmdst ed6 As foll ows:

9 As with the case of the compounds in (56), | assume a silentlsginal element irhoteru
kansaias follows:

() hoteru[kansaid]

This silent element means abstract location. Although this element does not seem to have an overt
counterpart, this is not pbéematic. See Section 6.5.2 for this issue.
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(55) a takkyuubin[konpakute{ TAIPU / SAIZU }]

delivery-[compact{ TYPE / SIZE }] (cf. (49c)
b. kurowassartaiyaki { syokora/ kasutaado JAZI]

croissarftaiyaki  { chocolate / custard-FASTE] (cf. (50))

These examples | so support Shimadads (2017) anal ysi
left-headedneswvithout recourse tahe implausible assumption that the overt righnd
nouns (e.gkonpakutod ¢ oantpsydkorad ¢ h o ¢ kakusabded, cou s tare sed@)ical
items
To concludethis appendix has considered theNNcompounds irf49) and(50), which
apparently violate the Righiand Head Rule in terms of semantics. Extending the
proposedanalysis to the apparent ldfeaded compoundsenexamined in Chapter 4, one
may consider the heads of the compoundg® and(50) alsoto besemantically transparent
heads, in other words, seteixical nouns. In this appendix, however, | reject this approach.
Rat her, foll owing Shi mad admpogndsovalveksilenbsenai!l ysi s,
lexical relational nouns as their heads. As a result, the compouidi9) iand(50) are no
longer examples ofleviations from the RighiHand Head Rule. This analysis pides
additional examples oemtlexical itemsfor the Bifurcated Lexical Model. That is, we
can regard the serxical nouns in(53) and(54) asmembers of the Syntacticon. They are
employed toyield complex relational nominals. The semilexical items identified in this

appendix andheir roles and grammatical status can be summarized as follows:

(56) a. -see ¢made.by,-ma d e .-gatekata Gshape,-s i z-mipudét y pe, 0

10| will argue that silent seriexical items require a different treatment from overt ones in
Chapter 5
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sutairuést yl e, 6 et c. (see(54) for other examples)

b. They arecombined with nouns, forming complex relational nouns with

some classificatory functions.

C. They are stored in the Stacticon and undergo Syntactic Insertion.
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Chapter 5
Deverbal NounForming Processes in Engsh:

The One Step Nominalization Approach to Deverbal Nouns

5.1. Introduction !

In the previous two chapters, weainly examinedgrammatical nouns, verbs, and
prepositionswhicharesemi e x i cal categories i explaretheird s o ( 2
functionsin word-formation supporting the hypothes of the Bifurcated Lexical Model.

These items are assumed to be listed in the Syntacticon with secondary membership in the
componentthey are not canonical itenaf the Syntacticonin that they are borrowed from

the Dictionary to implementertaingrammatical factions. In Section2.7, we refined the

notion of semilexicality by focusing onthis secondary membership. If the Syntacticon
contains secondary members, it is natural to supposthth&tictionaryalso involves lexical

items wth secondary membershim that they originated in the SyntacticonUnlike semi

lexical items in the Sytacticon, those in the Dictionary are employed to expoestain

lexical meanings. If such items are actually in the Dictionasgmtlexical categories are
symmetrically distributed between the Dictionary and the Syntacticoihis can be

formalized asa hypothesis othe symmetric existence of seftéxical categories:

(1) Symmetric Existence of Serexical Categories
a. The Syntacticon contains N, V, A, and P that are devoid of purely semantic
featured.
b. The Dictionary contains lexical items that originate in the Syntacicon and

are assigned purely semantic featutes

! This chapter is an extended and revised version of Naya (2016
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This view of semtlexicality and semiexical categoriesdeparts fromEmondsd (200C
originaloneg though it depends on his framewankassaiming the two lexical subcomponents
Hoping to déaborae the Bifurcated Lexical Model, Chapters 5 and 6 explore -semi
lexical items in the Dictionary. In this chapter, we will introduce heavy suffixeszere
nominal elements in the Dictionary thabme from the Syntacticon. This chapter
demonstrates that these sdmical items play an important role in deverbal ndarming
processes in English. Given such items, we can accoucefi@infacts concerningseveral
types of deverbal nominals thiaave been observed in the literature.
As already mentioned in several parts of this thesi®ias been observed in the
literature that deverbal nominals can be classified into two types. They are complex event
nominals (CENs) and result nominaBNs) in Grimshaws (1990) terminology. The

former are represented ) andthe latterin (2).

(1) a. The examination of the patients took adotime.

b. The constant assignment of unsolvable problems is to be avoided.
(2 a. The examination was on the table.

b. The assignment is to be avoided.

(Grimshaw (1990: 49, 50))

The two types of nominedations differ in theinheritance of properties of their verbal bases.
Only CENs inherit propertie®f verbal basesso that they behave like the base verbs to a
certain extent. For example, th€EN examinatiorin (1a) hasaneventreadingand licenses
anargumenstructure like the transitive vedxamingbutthe RNexaminationn (2a) hasa
referential readig like anounand lacksanargument structure. The primary concern of the

previous studies on nominalization has been to identify and explain their differences in
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behavior.

According to Shimamura (2009there are two approaches to explaining the
relationship betweenCENs and RNs. In the first approach, CEN and RNs are
independently derived from a basic element such as a veabcategoryneutralroot @ )
(Grimshaw (1990), Ito and SugioK2002) and Boer (2003)). For example, adoptirg
syntactic approach to woifdrmation, Borer (2003) assumes th&Ns are formed via
attaching a nominalizer directly to a roethile CENs are derived by nominalizing certain
verbal functional projections In this apprach thoughthe two types of nominals have
different structurs, their derivations start from the same rootn the second approach
deverbal nominals argéerived asCENsfirst, and then RN are derived via certain processes
(Grimshaw (2004), Alexiadou anGrimshaw (2008), Harley (2009nd Shimamura (2009,
2011)). Alexiadou and Grimshaw (2008) calistlapproachthe two-step nominalization
approach Adopting their terminology, let us call the former approach the-siep
nominalization approach.

The relationship betwedBENs andRNs in the onestep nominalization approach and

in the twostep nominalization approacian berepresented as (8) and(4), respectively.

3 One Step Nominalization Approach

CENs
4 (or V) < N

(4 Two-StepNominalization Approach

a (Vp=r CENs=>RNs

These twoapproachesnake different predictions. More precisely, unlike the -etep

nominalization approachhé twoestep nominalization approacghakes the following two
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predictions

(5) a. If a deverbal noucan serve as bothGEN andan RN it should start out
with an event reading and latecquirearesultreading
b. Although deverbal nowgthat serveonly asCENSs existthosethat serve

only as RNsdo not.

In other words, since RNs are assumed to be derived from CENs under tstepno
nominalization approach, deverbal nominals should be used as CENs before being used as
RNs, as stated ifba), and RNs never emerge independently of CENSs, as stgf@a)in The
onestep nominalization approach, on the other hand, does not assume that RNs are derived
from CENs. That is, the two types of nominals can exist independently. Therefore, the
apprach does not make the predictiong5hn

In this chapter] will first show that CENs and RNs are independently derbesdd
on data from theOxford English Dctionary (2nd edtion, on CDROM; OED henceforth,
arguing for the onatep nominalization approach. Second, | will argue that the nature of
CENs and RNs and the relationship between them are nicely captured lyptitbesis of
symmetric existence of s@-lexical catgories More precisely, ie Dictionary can turn
items fran the Syntacticon into lexical categories by assigning purely semantic feletnces
contain silent lexical elementsuch items exist as secondary members of the Dictionary.

This chapteris organized as follows. Section 5.2 introduces somalistinctions
between CENs and RNs observed in the literature. These distinctions function as criteria
to classify relevant nouns into CENs or RNs. Secldexamines the gdictionsin (5)
empirically by conducting a diachronic survef/the meanings of deverbal nominalih

the suffix-mentand by observing the behaviors of convertedms, which a another type
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of deverbal noun It will be foundthat the relevant data indicate that the predictions of the
two-step nominalization approach are incorrect. To capture the relationship bé&g&sksn
and RNs, Sectio’.4 will introduce Emond$(2000) original analysis of CENs and RNs.
The section also shows that the analysis favors thestapenominalization approach but still
needs a modification to captucertainfacts concerning converted RNs.To do this, Section
5.5will clarify the morphological status of CENs and RNs and elaboratetheyvare formed.
More precisely, wile Emonds analyzes both CENs and RNs as derivatiiessection will
pursue the possibility of analyzing CENs asid#ives and RNs as compounds. Moreover,
Section5.6will show that converted nouns, uniquely RN nominalizations, can also be treated
in a similar manneby hypohesizing silent nominals in the DictionarySection5.7 will
examine the implications of the proposed analysis of ®Nsompetition in woreformation.
Section5.8 will extend the proposed analysi$ converted nouns in Japanese to converted
verbal nouns and adjectival nounsSection5.9 will summarize this chapter The section

is followed by an appendix contang lists ofthe converted nouns andnentnouns relevant

to the discussion.

5.2. Some Distinctions between Complex Everiiominals and Result Nominals

First, let us introducsomedifferences between CENs and RNs, which areduss
diagnostics in thighapter We have already observed two differences between CENs and
RNs: (i) only CENs have argument structures and(ly CENs require event readings. In
the rest of this section, let us observe their other differences.

Firstly, only CENs can be modified by temporal modifiers suchc@sstantand

frequent as shown ir{6) and(7).

(6) a. The constant assignment of unsolvable problems is to dided(= (1b))
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b. * The constant assignment is to be avoided.
(7) a. The frequent expression of aedeelings is desirable.
b. * The frequent expressias desirable.

(Grimshaw (1990: 50))

Secondly, the possessive NP cannot be interpreted as the subject of the nominal in the

case of RNs. Let us observe the sentencé®)in

(8 a. (*) The instructo@& examination took a long time.
b. The instructoés examination of the papers took a long time.

(Grimshaw (1990: 51))

If instructoris interpreted as the subject or the agefrexamination it forces the nominal
examinatiorto be a CEN and an internal argument is obligatorily required. Theré8ane,
is excluded ifthe instructo® is interpreted as a subject, af8b) is acceptable with a CEN
readng. (8a) is only acceptable witthe instructo interpretedas a modier, inducing an
RN reading.

The third difference is that ageatiented adjectives such agentionalanddeliberate

cannot ceoccur with RNs, as i9a), but are compatible with CENs, as(é).

9 a. * The instructoé {intentional / deliberate} examination took a long time.
b. The instructo {intentional / deliberate} examination of the papersktoo
a long time.

(Grimshaw (1990: 51, 52))
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The fourth difference is that CENs cannot be pluralized, while RNs can, as the contrast

between(10a) and(10b) shows.

(10 a. * The assignments of the problems took a long time.
b. The assignments were long.

(Grimshaw (1990: 54))

Finally, CENs and RNs differ in the selection of determiners. Let us observe the

sentences ifll).

(11) a. They observed {the / *ah*one / *that} assignment of the problem.
b. Assignment ofifficult problemsalways causes problems
C. They studied {the / an / one / that} assignment.

(Grimshaw (1990: 54))

The sentences ifilla, c)show that though the definite determar the is compatible with
both of CENs and RNs, the indefinite determiner, numeraloiileeand demonstratives like
that can ceoccur only with RNs. (11b) indicaes that CENs can be used without any
determiners. In this sense, CENs behave like uncountable nouns.

Importantly, Grimshaw (1990: 58) points out tfififhere are manypominakthat seem
to denote events but do not behave likedtplex evenhominal.0 For example, the noun
examinationin (12) denotes the event of examining likeCEN. Simultaneously, it can

occur without arguments liken RN.

(12 The examination took a long time. (Grimshaw (1990: 51))
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Grimshaw (P90) calls this type of nomina simple event nominal (SEN), grouping it
together with RNs. The event denoted by SENs is a kind of entitywhét follows |
empdoy the termiRN(s)0 as a cover term for RNs and SENSs.

The differences between RNs and CENs mentioned above are summarids, in
which is partially adoptedrom Borer (2013: 553). Based on these differences, | will

classify the data from th@ED in Section5.3.

(13 Some differences betwe®&Ns and CENs

RNs CENSs
a. no obligatory arguments obligatory arguments
b. nonecessargvent reading event reading
c modifiers likefrequent constant  modifiers likefrequent constant
" only with pluraf may occur without plural
d. possessives araodifier possessives are arguments
e. no agemtoriented modifiers agentoriented modifiers
f.  may be plural must be singular
indefinite articles, numerals, . - :
g. . zero article, definite article
demonstrative

5.3. Empirical Arguments against the Two StepNominalization Approach

In spite of the behavioral differences ween CENs and RNs, the tvabep

2 Grimshaw (1990) considers nouns likeent race, trip, andexamto beSENs because they
denote events, as shown in (i).

Q) The {event / race / trip / exam} took a long time.

Since these nouns denote events, they are compatible with the mbddigentas long as they are
pluralized, as shown in (ii).

(i) a. * The frequent {trip / event} was a nuisance.
b. The frequent {trips / events} were a nuisance.
(Grimshaw (1990: 59))

In thischapter SENs are regarded as RNs. Therefore, basdbe sentences in (ii) we can say that
modifiers likefrequentoccuronly with pluralforms of RNs, as the table in (13) summarizes.
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nominalizationapproach implies that they are related to each othkr this section, |
provide counterarguments to the tstep nominalization approacbhased on the data on
deverbal nominalization involving the derivational suffixnent and conversion.
Specifically, | show that the two predictions made by the-$#ap nominalization approach
noted in Sectiorb.1fail. Sectionss.3.1and5.3.2are concerned with the first and second

prediction, respectively.

5.3.1. The Emergence of Comlex Event Nominals and Result Nominals in the History
of English
The first prediction of the twgtep nominalization approach({Ba) is represented here

as(14).

(14 If a deverbal noun can serve as both a CEN and an RN, it should start out with

an event reading and later acquire a result reading. (= (5a))

(14) implies that if a given deverbal nominal is or was used bgth @EN and as an RN in
the history of English, its CEN use emerged earlier than its RN use.

In order to examine whether this prediction is correct or hftcus on the deverbal
nominalization with the suffixment using data from 1450 to 1600The reason lies in the
productivity and exclusive function ofment as a derivational suffix in this period.
According to Marchand (1969: 33ahdLindsay and Aronoff (2013)it is safe to say that
mentwasa productive nominal suffix in English from 1@%0 1600(see also Anshen and
Aronoff (1999)). More importantly, its new use in derivation leads us to eliminate or reduce
unwanted noise from the data. Thus, | will focus on-thentnouns and attestidata from

the OED.
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Using theOED& AdvancedSearchfunction, | retrieved thementnouns that (i) are
recorded over the period 143®00, (i) have verbal bases, and (iii) are not marked as
obsolete. In total, | collected 165mentnouns and 106 examples of them have both event
readings and result readings. The tstep nominalization approach predicts that the 106
examples were all first used as CENSs, following by RN usages. However, the prediction is
clearly not born out. Let us séfee data in detail.

First, observe the 28oursin (15). The numbers in the table are the years each word

was first used as a CEN or RN.

(15
CEN RN CEN RN
abolishment 1542 1812 | diminishment 1546 1561
abridgment 1494 1523 | distinguidiment 1586 1611
achievement 1475 1548 | ejectment 1567 1602
accouplement 1483 1576 | enablement 1495 1503
affamishment 1590 1615 | endowment c1460 1494
annulment 1491 1664 | enforcement 1475 1547
assiegement 1587 1839 | enfranchisement 1595 1601
assuagement 1561 1599 | engrossment 1526 1597
assythment 1535 1753 | enjoyment 1553 1665
avengement 1494 1535 | entreatment 1557 1560
changement 1584 1677 | obtainment 1571 1802
contentment 1474 1579 | prolongment 1593 al8l4
controlment 1494 1525 | revengement 1494 1540
defrayment 1547 1579 | relinquishment 1594 1613

3 It should be noted here that a diachronic survey based on dictionaries inevitbl
limitations. For exampledictionaries do not list all existing words. In addition, although some
dictionaries including theOED, show the dates dhefirst citations of words, it is not clear whether
the date indicates when the word was ficsined or when it was establisheaia community.
Recognizing these limitations, | assume tfie wordlist of some large reference work (or set of
reference works) is equivalent to the set of existing wo(Bauer (2001: 35)), and | regard the date
of first citation in theOED asfian approximate indicator of when a word came intoougeonoff
and Lindsay (2014: 76)).

4 Thelettes fiad0 and fAcdo before a date stand for
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These derived nominals first appeared as CENs and were later used as RNs. For example,

consider the case abolishment

(16) a. 1542 Remembethat he offered himseké for the abolishment of all

your sins  (Becon, Thoma®otation for Lent Worksunderlining ming
b. 1812 By abolishing that system in the countries which he has subjected,

and by necessitatinits abolishmenin others.

(Southey, RoberThe Quarterly Review Vlllunderlining ming

The deverbal nouabolishmentvasfirst recorded inl542,asshownin (16a). It is attested
as a CEN. Firstlyabolishmentco-occurs with the DRall your sins which can be an
argument of the verabolish(cf. to abolish all your sing(cf. (13a)). Secondly, the relevant
phrasethe abolishment of all your sirtgas the event reading, that i®bolishing all your
sinso According to the definition in th©®ED, the noun meanithe process of abolishing,
putting an end to, or doing away with{cf. (13b)). As shown in Section 2, these
characteristics are typical of CENs. On the other ht#m&noun in(16b), which is found
in 1812, showsheformal and semantic characteristicaoRN. Firstly, though the derived
nominalabolishmenin (16b) names the process abolishing it occurs without arguments
(cf. (13a)). Secondly, the noun {fA6b) co-occurswith its but it cannot be interpreted as an
agent (cf.(13d)). These facts indicate that the noun(iftb) is an RN. The deverbal
nominalabolishmentvas first used as a CEN, and it subsequently came into use as an RN.
The order of emergence of the CEN use and RN use of the deverbal indb) is
what the twestep nominalization predicts.However, n the other 77 examples, RN use is

attested earlier than CEN use, as shown ingbketin(17).° That is, they denotéheresults

> The tables in (15) and (17) do not contain the deverbal eoablementwhose CEN use
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of the events expressed by the verbs, the ewbetaselvesor even a certain participant in

the events (such as amstrument).

(17)

RN CEN RN CEN
abasement 1561 1857 | entrapment 1597 1875
abatement 1513 1528 | establishment 1481 1706
accomplishment ¢1460 1561 | exilement 1548 1738
acknowledgemen 1594 1611 | extinguishment 1503 1535
admeasurement 1598 1767 | famishment cl470 1667
adornment 1480 1641 | furnishment 1558 1563
agistment 1527 1611 | garnishment 1550 1581
allotment 1574 1751 | government 1483 1587
allurement 1548 1601 | incitement 1594 1647
arraignment 1548 1635 | inducement 1594 1648
arrestment 1474 1645 | infringement 1593 1878
assessment cl540 1548 | improvement 1453 1478
astonishment 1576 1616 | instalment 1589 1594
banishment 1507 1607 | investment 1597 1615
betrayment 1548 1863 | lodgement 1598 1713
blemishment 1596 1884 | management 1598 1657
cherishment 1526 1823 | obligement 1584 1641
debasement 1593 1835 | pesterment 1593 1652
defacement 1561 1622 | preferment 1451 1454
deforcement 1581 1884 | pronouncement 1593 1680
denouncement 1544 1641 | publishment 1494 1887
department cl450 al677 | ravishment cl477 1529
disablement 1485 1503 | rebatement 1542 1598
discernment 1586 1729 | rebutment 1593 1824
disgorgement cl477 1837 | reconcilement 1549 2?1567
disbursement 1596 1849 | re-establishment 1586 1651
divorcement 1526 1593 | renouncement 1494 1640
embarkment 1596 1813 | releasement 1548 1568
embracement 1485 1611 | renewment 1571 1637
employment 1593 1689 | replenishment 1526 1802
empoisonment 1569 1600 | representment 1594 1640
encampment 1598 1686 | resignment c1470 1606
encouragement 1568 1711 | retirement 1596 1847
endamagement 1593 1863 | retrenchment cl600 1654

and RN use are both recorded in 1495.
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endorsement 1547 1633 | reversement 1575 1590

enhancement 1577 1710 | seducement 1586 1602
enlargement 1540 1564 | sustainment c1450 1568
enrolment 1535 1640 | treatment cl1560 1781

entertainment 1531 1603

Thus, these are nouns that started out as RNs and were later used as CENs. A typical case

is illustratedin (18).

(18 a. 1598 Admeasuremerites between commoners.

(Kitchin, JohnJurisdictions; or theLawful Authoritie of Courts Leet,
CourtsBaron, underlinng mine
b. 1767 When the terror is so great, no dependence can be placethepon

admeasurement of time any persoés mind.

(Hutchinson, Thoma3he History of the Province of Massachusetts Bay

(1628 1750) underlinng mine

In the sentence i(l8a), which is the first citation of the nowadmeasurementhe noun
occurs withouthe internalargument of the veradmeasure This lack of the gyjument is a
manifestation of the Rharacteiof admeasuremenn (18a) (cf. (13a)). Afterthe result
readingemergedtheeventreading ofadmeasurmentwasattested in 167, as the quotation
in (18b) shows. Admeasuremerdo-occurs with the noutime, which is interpreted as the
argument of the verbdmeasurgcf. to admeasure tinje(cf. (13a)). Its event reading is
also confirmed by the definitionin the OED, fithe process of admeasuring; applying a
measure in order to ascertain or compare dimengi(is(13b)). The other nominalsni
(17) show the same pattern. RN use precedes CEN use. The fgdfg) iare strong

evidence against the twaiep nominalization approach.
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In sum, it is revealed that 28 deverbal nouns are first recorded as CENSs, but in 77
deverbal nouns, RNs precede CENs. This indicates that CENs and RNs are independently

derived, cotrary to the prediction of the twstep nominalization approach (b4).

5.3.2. The Independent Existence of Result Nominals
Let us turn to the second prediction of the i8tep nominalization approach given in

(5b), which is repeated 4%9).

(19 Although the deverbal nosmhatserveonly asCENs existthosethatserveonly

as RNsdo not. (= (5b))

Certainly, there are deverbal nouns that only have CEN reatlingmwever, there are also
deverbal nouns which only function as RNs, indicating that thest@p nominalization
approachis not tenable. These deverbal nouns can be collected diachronically and
synchronically. Deverbal nouns with the suffiirentagain provide us with diachronic data.
Synchronic argument is possible with conversion data. First, let us see the histatécal

on the suffix-ment

In this case again, we focus anentfrom 14561600 for the reason already mentioned.

® For examplenouns derived via the suffixing are maity CENs, as evidenced by the
following examplesin which the arguments (i.ethe treesandthe city) are obligatory:

Q) a. The felling*(of the trees) cf. They felled *(trees).
b. The destroying *(of the city) cf. They destroyed *(the city).
(Grimshaw (1990: 50))

We can find that there are deverbal nouns with other nominal syfxek as thseunderlined in
(i), that function mly as CENSs:

(i) arrival, expaion, interrogation, mainterance moveanent thet
(Emonds (2005: 253), underlining mine)

These nouns are not problematic for the-st®p nominalization approach.
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According to theOED, the total number of deverbal nouns withentduring this period is

165. The number of nouns having only resalidings is 59. The 59 nouns are listed in

(20).7
(20)

Noun Date Noun Date Noun Date
accoutrement 1549 | defilement 1571 | libament 1582
advertisement c1460| department c1450| lurement 1592
allegement 1516 | detainment 1586 | mazement c1580
allowment 1579 | disagreement 1495 | medicament 1541
amazement 1595 | discontentment 1579 | merriment 1576
annoyment c1460]| disguisement 1580 | monishment 1483
approachment 1544 | embattlement 1538 | mumblement 1595
assailment 1592 | embezzlement 1548 | needment(s) 1590
assentment 1490 | encroachment 1523 | perishment 1548
attainment 1549 | enfeoffment 1460 | prattlement 1579
attirement 1566 | enfoldment 1593 | preferment 1451
attornment 1531 | enragement 1596 | rejoicement 1561
besiegement 1564 | entrenchment 1590 | requirement 1530
betterment 1598 | gazement 1596 | revealment 1584
bickerment 1586 | impalement 1598 | revilement 1590
blandishment 1591 | infeftment 1456 | revivement 1598
brabblement 1556 | inurement 1586 | scarcement 1501
convictment 1593 | languishment al541| traducement 1597
comportment 1599 | incensement 1599 | wonderment 1535
consignment 1563 | inditement 1567

To confirm that these nouns are RNs, let us take the woadermenin (20) as an example.

The OED lists the following definitions fowonderment

" An anonymous revieweaf EnglishLinguistics(EL) points out thamerrimentin the table in
(20) is not a deverbal but deadjectival noun. Itis true that themwertyis obsolete, ancherriment
seems to be derived from thdjectivemerry. However, the entry fanerrimentin the OED shows
that the noun igtymologicallyderived from a verb, as shown in (i).
(i [f. merry v. +-ment.] (f. = from)

Based on this descriptiohjnclude the noummerrimentin the category ofleverbal nouns.

139



(21 The definitions ofvondermentn the OED

a. The or a state of wonder. (1535)

b. An expression of wonder. (1553)

C. An object of or a matter for wonder; wonderful thing. (1542)
d. A wonderful example or instance (of something). (1606)

e. Wonderful quality. (1596)

The nounwas first used in 153%o refer tofithe or a state of wondér. Following this
meaning, the other four meanings emergethese definitions show that the noun does not
express the complex event of wondering but names the states or things involved enthe ev
of wondering. The existence of the noung26) indicatesthatthe usage of RNs does not
depend on that of CENSs.

The OED search thus reveals that thereres some deverbal nouns only used as RNs
in the history of English. Turning to our eyes to Preskyt English, we can also find
nominalization only deriving RNs. This is what is called conversion. Conversion
provides further evidence against the {8tep nominalization approach.

Conversion is a category change without any changerm?® The following are

examples of the pairs of a verb and a converted noun:

(22 a. to attempt an attempt
b. to murder a murder
C. to process a process
d. to promise a promise

8 Note that the termonversioris usedherein a theoretically neutral sense.
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It has been obserden the literature that conversion derives RNs only.  We will summarize
the observations dérimshaw (1990), Borer (2013nd Shimamura (2009).

Grimshaw (1990: 67) classifies meerted nounss SEN, a kind of RN. Converted
nouns show characteristics of RNs, that is, the omission of arguments, pluralizatiorr and co

occurrence with demonstratives. orFconcretenesset us observe thexamplesn (23)

(23 a. their attempt to climb the mountain
b. Johrés attempt (to convince people that he has initiated an investigation)
was unsuccessful.

cf. * John atempted.

(Grimshaw (1990: 74)with slight modificationy

The converted noumttemptapparently has an event reading. However, the infinitival
clause selected by it can be omitted, a28b). This optionality suggests that the converted
nounattemptbelongs to an RN. Moreover, the demonstrathis and the possessivheir

can modify it, and the plural markes can attachd it, as shown irf24).

(29 a. This particular attempt to convince people that the procedure was fair was

doomed to failure.

b. Their attempts to convince people that the proceduas vair were

doomed to failure.

(Grimshaw (1990: 75))

These phenomena suggest again that the convertedattaumt is an RN. The apparent

event reading if23a) is the result of the naming function of RNs; that is, the converted noun
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attemptnames the events or the action of attempting.
Borer (2013) also points out that converted nouns cannot occur in the context of CENs

(A(rgument)S(tructurenpominals in her terminology), presenting the example§25).

o
*

thewalk of the dog for three hours

(25

b. * thedanceof the fairy for a wholeevening

o
*

the (gradualfall of the trees {for two hours / in two minutes}

o
*

the saluteof the officers by the subordinates

e. * theimportof goods from China in order to bypass ecological regulations

(Borer(2013: 332), underlimg mine)

In (25), even though the converted nouns have meanings similar totresponding verhs
the nouns cannot take complements.

Shimamura (2009) provides further evidence that converted nouns are not CENs but
RNs (see also Shimamura (2011)). She points that many of converted nouns

unambiguously refer to concrete object&xamples of such nouns are listed 26).

(26) award, cook, drink, crumble, guide, haunt, lounge, meet, open, refill, reject, sink,

smear, wrap (Shimamura (2009: 11112))

For instance, the noumsink andrejectmean a (alcoholic) liquid for drinking and someone
or something that is rejected, respectively. Since these nouns lack event readings, they do

not take arguments that the corresponding verbs require, as sh@.in

(27) a. * Johrs reject of her offer
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b. * their drink of much wine

(Shimamura (2009: 112))

These examples demonstr#tatconversionexclusivelyforms RNs

These observations pose a serious problem to thestggnominalization approach,
in which RNs are necessarily formed based on CENSs; th#tésapproach cannot account
for why conversioncan derive RNs without delivg CENs

In sum the empirical datan this sectiorrevealthatRNs are formed independentty

CENSs, contraryto the prediction of the twstep nominalization approach.

5.3.3. Summary and Problems

We have shown that the twatep nominalization approach cannot be maintained and
the onestep nominalization approachfsvorable However, we still have a problem with
conversion even within the orstep nominalization framework. The fact to be expdirs
that there is no instance of converted nouns behaving as CENs. If conversion-is zero
suffixation as Marchand (1969) and Kiparsky (1982) assume, there should be a case in which
the zeresuffix derives CENSs as the overt suffinentdoes. We can stipate that the zero
suffix derives only RNs. Such stipulation is possible but it is still unclear why the zero
suffix does not derive CENs. Thus, among the models arguing for thesteme
nominalization approach, a model that can answer the folloguestionsis more desirable:
(i) How are CENs and RNs formed? (ii) Why is it that converted nouns cannot function as
CENs? Inwhat follows, we show that these questions can be reswlileh the framework
of Emonds (2000, 2005). Sectibrtshows how it deals with nominalization. Sectiérb
makes a proposal toclarify mormphological differences between CENs and RNbkereby

answeing question (ii).
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5.4. Nominalizations in the Bifurcated Lexical Model

Under theBifurcatedLexicalModel, theindependent existence 6ENs andRNs isa
natural consequence ®ulti-level Lexical Insertion of derivational morphemesSince
nominalizing suffixes are members of the Syntacticon, they can undergo two different types
of insertion The two different types of insertioyield two types ofdeverbalnominals
Emonds (2000Section4.7.2) claims thatDeep Insertion of the suffiforms RNs,and
Syntactic Insertiorof them, CENs (see also Emon@905:Section4.1)). Crucially, there
is no dependency between Deep Insertion and Syntactic Insertion. It thus follows that RNs
and CENs arendependentlyformed.

For concreteness, let us consider the formation of the deverbal assignment
Under Emond8analysis,assignmentan have the following contrasting structures at the

beginning of the derivations:

(28) a. RN: [N [v assign] | ment]]

b. CEN: [n[vassign] i 1]

The structure ir{28a) is that ofassignmenas an RN, showing that the suffix is inserted via
Deep Insertion and it is attached to the verb at the beginning of the derivations. The
structure in(28b) is that ofassignmentas a CEN. In this case, the nominalructure is
formed at thebeginning of the derivationdut the suffix is not inserted atighevel, unlike

the caseof the formation of the RN. Leaving the site of the nominal suffix empty, the
derivation proceeds, in which the verb serves as a head of the structure (cf. Emonds (2000:
128; 2005: 231)). At the end of the syntactic processing and prior tc@Qpeltre suffix -

mentis inserted via Syntactic Insertion. Then, the suffix serves as the head of the noun.

The two insertion options are freely available to the derivational suffix and, consequently,
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the formation of RNs and that of CENs take place indepehdeheach other.

Given Emond8&analysis, we can explain the diachronic facts revealed ircttapter
As long as nominal suffixes are listed in the Syntacticon, they have two options for insertion.
Which option is chosen earlier varies from casecase’ Thus, it is natural that some
deverbal nouns first came into use as RNs and others as CENSs.

The differercein theinsertion level accousfor why CENs, but notRNs, retain verb
like properties. As stated abovéan the structuref the CENin (28b), it is the verbassign
that serves athe head until the insertion of the nominalizing suffix. As a consequence, the
verb can skect its complementntil it is nominalized via the insertion of the suffixent so
that CENs inherit argument structures from verb®n the other hand, since the suffix of
RNSs is inserted at the beginning of the derivation as represent@®ah, theverb cannot
serve as the head throughout the derivatiohherefore theverbdoes not select arguments
so that RNs lack argument structure

In this section, | have shown hote Bifurcated Lexical Modehccounts for the
differences between the two types of nominals. Emonds (2000, 2005) argues that the Deep
Insertion of a nominalizing suffiyields an RN whileits Syntactic Insertion producesGEN.
However, Emonds (2000, 2008pesnot refer to converted nouns and it is not explained why
converted nouns are always RNs. If, following Marchand (1969) and Kiparsky (1982), we
assume converted nouns are derived by a-geffix, we are compelledbtstipulate that the

zerosuffix undergoes only Deep Inserti@ven within the framework of Emonds (2000,

® An anonymousEL reviewer points out that the present analysis seems to predict that
assignmenas an RN an@dssgnmentas a CEN, for example, shoutdveappeaed at around the
same timehatthe suffix-mentcameto be a member of the Syntacticon. Itis true that the two types
of nominals becomgossiblewords at the same time. However, this does not mean that they
necessarilypccuedasactualwordssimultaneously. Whether the possible words indeed ocalr an
join the set of actual words depends on several factors. For example, a possible word may not occur
for sociccultural reasons or due to the existence of another form (Aronoff (1976)). t(Batsome
of these factors have been considered exdystemc (Bauer (2001: 42)), it seems impossible to
predict whether and when a given possible word will become an actual word.
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2005) as it stands In what follows, | will show that the facts concerning converted nouns
(and the relationship between CENs and RNs) can be egrglauithout this stipulation.
More precisely, assuming that CENs and RNs are different in morphological status of the

head, | argue that whereas CENs are derivatives, RNs are compounds.

5.5. Overt Nominalization
5.5.1. Proposal:Result Nominalsas Compound Nouns

In the analysis of nominalizations, Emonds (2000, 2005) just calls the two types of
nominalsiderived nominalg and seems to regard the suffix in CENs and RNs as the same
element, a nominalizing suffix. However, he argues that suffixes of CENs ara$éhof RNs
differ from each other in the levels of insertion. Focusing on this difference, | make the

proposaliin (29).

(29 When Syntactico items undergo Deep Insertion, they are assigned purely

semantic featurekin the Dictionary.

In other words, e assignment dffeatures turns the Syntacticon elements undergoing Deep
l nserti on edleménts Thhibkis xot so attariggiven that the Dictionary is a list

for items withf features. Moreover, since there diggammaticab classes N, V, Aand P,
which lackf features, it is also natural to assumbat can be callediexicalo functional
categories. Such categormmstitute the secondary strata of lexical items in the Dictignary
so that they aralso classified asfisemilexicalo categories. If so, there is a symmetric

relation between the sestgxical categories in the Syntacticon and those in the Dictionary:
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(30) Symmetric Existence of Sergxical Categories

a. The Syntacticon contairié, V, A, and P that are deid of purely semantic
featured.
b. The Dictionary contais lexical items that originate the Syntacticon and

tha are assigned purely semantic features

The semilexical categories in Emond&2000, 2005) sense are those(d®a). | propose
here that their symmetric counparts exist, as stated {80b). Such items are given a
secure place in EmondBifurcatedLexicalModel. The morphemanentderiving RNs is
a semilexical category of thé30b) type. It is originally a suffix stored in the Syntacticon.
It can be assigned a purely seti@featuref in the Dictionary and utilized as a head of RNs.

The lexical entry ofmentis, thus, changed froif81a) into (31b) via Deep Insertion

(31 a. -ment N, +ABSTRACT, +<V__ >

b. -ment N, + ABSTRACT,+<V_ >/f

If the suffixes inRNs undergo Deep Insertion and thos€ClENs Syntactic Insertion,

the former havé featuresbut the latterdo not as represented {{32a) and(32b).

(32 a. assign +ment (RN)

<f> <f>

b. assign +ment (CEN)

<f>

What is importanhereis that both of the constituents of the RN hdvfeatures and one of
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them is a bound form (i.emen). Recallthat the process of combining items from the
Dictionary (i.e. items with features)is called compounding Given this definition, RNs
like assignmentin (32a) are compounds. In this sense, RNs have the same morphological
status as words likeationhood whose head is a bound form but containg #eature, as

shown in(33).1°

(33 nation +-hood

<f> <f>

On the other hand, since the heads of CENs lack such features, CENs are derivatives.
Under this view, the suffix deriving CENs and that forming RNs play different roles in
the process of nominalization. In CENSs, the role of the suffix is purely syntactic in that it
just changes the category of the verbal base. In RNs, on the othertharsaiffix has a
lexical nature just as the second constituent in compounds sbtdcboardhas. In other
words, the suffix in RNs serves as the head of compound formations, aselith-hood -
philia, etc. The category of RNs is determined at@dance with the Rightand Head
Rule (Williams (1981)).
In this section, | have proposed ththe elements that undergo Deep Insertion are
assigned features. This proposal makes a clear distinction between the suffixes in CENs
and those inRNs t he former are derivational suf fi

morphemes withi features and function as heads of compound formations. Based on such

19 The status ohationhoodas a compound is, for example, supported by a diachronic fact.
According to Kondo and Fujiwara (19936, 100), the Old English suffthtdéh ood, 6 whi ch sh
from a free form to a bound form in the Ol d En:
character. 0 -héddes | eawcal bouedch f or m, but it st
(OED). Based on this fact, it is not unnatural to regaationhoodas a compound antioodas a
Dictionary item. Emonds (2000: 97) points out that some of the elements traditionally classified as
suffixes, including-hood may be analgyaeampowarsd ihermrmdat odns. o
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differences and the definition of compounds given by Emonds (2006pnkcludethat CENs
are cerivatives but RNs are compounddf this conclusion is correcit is predicted that
RNs will showcompoundlike properties Section5.5.2will show that this prediction is

borne out in terms of interpretations.

5.5.2. Evidence: Parallel Behaviors between Result Nominals and Compound Nouns

As proposed in Sectiof.5.1 the RN assignmentfor example consists of the verb
assignand the suffix-mentwith an f feature. Since the suffixwhich has the syntactic
feature N,serves as the head assignmentthe wordcan be regarded as kind of V+N
compound. Thus, we naxpect thaRNs have similar interpretations to V+N compounds.
In this subsection, we observe that RNs and compound nouns show parallel betwagiors
support the compound analysis of RNs proposed in Sebtihh

Before examining interpretations of RNs, we need to clarify the meanings or lexical
contents of the suffixment Let us assume thaiemsin the Dictobnaryoriginated in the
Syntacticon arassigned lesspecificmeanings thaitemsoriginatedin the Dictionaryand
that s u c lexicafi functional categoriéshave very general or abstract meaningMlore
specifically the suffix-mentacquires the meanini@hing,0 fisubstance or fientityo in the
Dictionary. With this in mind, let us first consider semantic properties of uncontroversial
V+N compoundgo compare them to those of RNs

Lieber (2009: 359) refers to V+N compounds as an example of subordinate compounds
which ar e C 0 mp o wxpress sdime ts@tt of argumental relation between their
constituent For exampl e, t he s e c,cubgct oraduwidti t uent

oriented relations to the first, as observed3s).!

11 Although | refer to the compounds in3)3as examples of V+N compounds, there is a
controversy about the category of the first constituent. According to Lieber (2009: 361), the first
constituent of this type of compounds candnalyzed as a noun derived from a verb by conversion.

149



(39 a. objectoriented: kickball, call girl
b. subjectoriented: attack dog, jump jet, call bird
C. adjunctoriented: skate park

(Lieber (2009: 360)

In the compoundkick-ball in (34a), ball can be interpreted dlse object of the verlikick, and

so the compound refers to a ball that is kicked. In the compattadk dg in (34b),
becausalog can be interpretedas the subject ofattack the compound means a dog that
attacks someone or something. The compakade parkn (34c) shows an adjunct relation
between the constituents The nounpark in the head positioexpresses a place where an
event of skating takes place.

The view of RNsas compoundpredict that theserelations can be observed between
the first constituenti ., the verh and the second one (i.&e suffix). Given that the suffix
-mentbears the meani ng ft {oriemey @argumentalfredatidn caey , 0
found in the nourassignment That is,assignmentan be interpreted aihing that is
assigned The same r el at i RNsinSeetion5.8 somedivkiechrare e d |
listedin (35a). In addition, subjectand adjuncbriented relations can eundin other

nouns inSection5.3, asexemplifiedin (35b) and(35c).

(35) a. objectoriented allotment, consignment, endowment, needments,
obtainmentpublishmentyequirement

b. subjectoriented: allurement, astonishment, blandishment, garnishment,

Under this analysis, compounds likiek-ball are N+N compounds. Lieber (2009: 361) also points

out that analyzing the first constituents of the compowwdsb womarandtow truckas converted

nours seems less plausible. Based on the existence of these compounds, | favor the view that the
first constituents of this type of compounds are verbs.
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incitement,management, merriment, revilemgaéducement

C. adjunctoriented:installmen, lodgement, retirement

For example,allotment in (35a) ¢ a n be i nterpreted asin it hi n
blandishmentindrevilementin (35b), fithingd expressed by the suffix serves as the subjects
of the verbsblandishand revile, and thus, the deverbal nouns roughly méanhi ng t hal
bl andi shes s omeone 0o naenodmespdaitvelywph et bafit henwigbes
words or speeches. In the case of the nodgemenin (35c ) , t h eexpfessedtby t y O
the suffix beas the adjuncbriented relation to the vedodge meaninghent i ty at wt
persons or things are lodgedd wher e t he afplacedr buildng Thedamer s t o
relation can be found imstallmentwh en it means fda place or sc¢
i nst aO®ED)e altliougk theOED notes that the use of the noun with this meaning is
obsolete and/or rarg.

In addition to the interpretations just described, where the RN refers to the ety
RNSs, including those ir§35), can be interpreted as names of adionresuls of evens as

well. The nouns with such interpretations are exemplifie(3&).

12 Note that | do not argue thahentwith purely semantic featurdésn the head position of an
RN function is a realinternal/external) argument or adjunct. | just argue that we can observe
object, subject, or adjunctoriented relations between the head and the-head, just as in
uncontroversial compounds. One ntighink that the mechanism for interpreting the RNs is too
loose and unregulated. However, such looseness or ambiguity can be found in compounds in
general. Scalise and Guevara (200838 state thafiit is often the case that the same sequence of
consttuents can correspond to more than bnet e r p r dadr axampte ntheypoint out that the
sequence dog bed can have the following interpretationfbéi of/for a dogj (ii) fibed with a dog
like shape) and (iii) fibed and dog (not possible in Englly). Likewise, a-mentnoun can have
more than one interpretation. For exampétirementc an mean fApl ace to which
and fAaction of retiring)and(@nd so the noun is |
In addition, the ambiguity can be regardasd a reflection of the nature of selexkical
categories. As | have argued, the meanings of -texdal categories are vague in that they are
highly abstract and general. As a consequence, the compounds containing such categories also have
vague meanirgy In sum, the ambiguity in the interpretation of RNs can be attributed to the natures
of compounds and se#exical categories. Therefore, the ambiguity is not problematic for the
present analysis.
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(36) a. action: acknowledgement, annulment, arraignmerdssailment,
banishment, endorsement, inditement, releasement, representment,
retirementretrenchmentireament

b. result: abasement, amazemeagsessmentbetterment,blemishment,
controlment, detainment, incensement, languishmerdpligement

prolongment, rebatement

In theseRNs, we cannot observe a clear argumental relation between their constitunehts,
so they cannot be interpreted in parallel with subordinate compounds. Then, ésthalo
suffix in the RNs in(36) contribute to the interpretation eachcompaind as a whole, and
what type of compourshre the compounds {{36)?

| argue that the RNs i86) can be interpreted in a similar way to the compounds called
attributive compounds. In attributive compounds, a nominal head is modified by-a non
head. They typically consist of an adjective and a noun, as exemplifietbegheese
where the adjectivblue modifies the nourtheese In the RNs in(36), the nominal head,
which is assumed to have very abstract meanings su@tasrp or firesultp is modified or
specified by the verbal element in the Amgad position. The nominal heads in the RNs are
uninterpretable unless they are modified, because they have highly abstract mEankFugs.
exampletreatmentin (36a) andabasementn (36b) can expressaction of treating and

firesult of abasing,respectively, beause the verbal elements modify or specify the nominal

13 |n this sense, RNs are similarfidummy compoudsd According toGekauer (2002: 106),
the heads of dummy compounds stand for a very general cléskje€tsp whose nature is specified
by the first constituents in the compounds (see also Hohenhaus (1998)). As an example of a dummy
compound, Liebe(2009: 365) list€Enron thing which meansgithe trials involving accounting fraud
intheEhr on Coripacedainicantexd RNs and dummy compounds are similar in that a
head needs to be modified or specified by a-hnead. Thus, RNs may h®assifiedas dummy
compounds. Howeveas Lieber (2009: 365) notedymmy compounds are natdistinct type of
compound; rather, they can be regarded as a kind of attributive compound. Therefore, | characterize
RNs as attributive compounds in titisaper.
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heads.

In sum,RNs can be interpreted away similarto compounds such as subordinate and
attributive compound. The parallelism between RNs and subordinate or attributive
compounds stronglguggests that they share morphological properties and that the idea of

their unified treatment is on the right track.

5.6. Covert Nominalization
5.6.1. Proposal: Converted Nouns as Compound Nouns

Remember that converted nouns pose a problem to both thetdand the onetep
nominalization approach. The proposed analysis is based @&iftimeatedLexicalModel
and along the lireof the onestep nominalization approach. It is therefore necessary to
consider how the proposed analysis overcomes the chafiesfgconversion.

Our idea is that RNs (with overt suffixes liksmen) are compounds. If converted
nouns are RNs, theshould also be compounds. tHis is the casethen they should be
formed by combining a verb with a nominal elemsetdredin the Dictionary. However,
they apparently lack such a nominal elemente would like to propose that converted
nouns are made up withnalll nominalhead that is semexical in nature. The existence of
a covert semiexical category is argued for by Kag (2005, 2007) and Corver (2008).

Thus, the structure of converted nowas berepresented as follows:

(37) [N [v drink] [N €]]

In (37), the silent nominal element listed in the Dictionary is represented by
This analysis of converted nouissan extension dohimada (2013)where silent semi

lexical categories arassumed to be a constituent of compounddhimada (2013) argues

153



that the compounds i(88a), which are characterized as English dvandvas by Bau@8)20
have silent variants of serexical nouns such asation andcompany as shown in(38b).

The silent semlexical nouns are represented by the words in cattrs.

(39 a. Austro-Hungary, AotTime-Warner, HewletPackard
b. [Austro-Hungary] [NATION]], [Aol-Time-Warner [COMPANY]],
[Hewlett-Packard [COMPANY]]

(Shimada (2013: 85)

Shimada (2013) also argues that theminalization of Japanese verbs involves covert
counterparts of semi e x i ¢ a | nouns. Hi s argument i's ba
t hat the adver brénaybokéb or m ( hapira iw 8Sajpnyeana the way

of running, not just the event of running. Chae (2010) concludes that a covert element

meaningway occurs as a head, and it is modifiedHasir-i, as in(39).

(39 a. hasiri
runningINF
60t he way of runni ngo (Shimada (2013: 84))

b. hasir-i [€] (Shimada (2013: 85))

AlthoughChae (2010) does not skavhat the covert element is, Shimada (2013) argues that
it is the covert counterpart of the selekical nounkata6 way . 6 Thus, t he st

deverbalnounin (39a) is as in(40).14

14 Note that the adverbial forms used as nouns can have various meanings other than the way
of the process, as shown in the examples in (i) cited from Martir8(B88-887) and Ito and Sugioka
(2002: 94).
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(40 hasiri-KATA
runningINF-WAY
0t he way of runningd

(Shimada (2013: 85), with modifications

Based on Shimadas ( 2 0 1 3 ) themoménhligation sf Japdnese verbs, | argue
that converted nouns in English hasdent nours stored in the Dictionary as heads
Canonically, phonologically null elements are stored in the Syntacticon (Emondy )200
argue that such null elemermzn beturned into Dictionary items via the assignment of purely
semantic featuefand settle down in the Dictiongrhe nominal elements heading converted
nouns are such items originated in the Syntacticon. Toeayot have grammatical roles
such as chategory changjrimut have referential properties and express concrete objects or
entities as withother normal nouns. They complement the lack of the meangdéer to
something in the phonologically null form. Importatnly, they have the secondary
membeship in the Dictionaryin that they originated in the SyntacticonFollowing the

notion of semilexicality refined in Sectior2.7, we can label them as setekical items!®

() the content of the procedaangaed t h o maydnti ¢ or r y 6

the product of the procedsitumi 6 b u nldot-ié dd t c h 6

the agent of the processur-i 6 t h miedrai ®t r ai nee 6

the means of the procesmkario s cal es ( fhatakidvéu gthem@ ) , 6

the place of the processior-io way, street d

"o o

| assume thahe deverbal nouns in (i) also have silent variants of $exi¢al nouns. Foexample,
the noumayami has the covert counterpart of the sdexical nounkoto6t hi ng, 6 as i

(i) nayami-KOTO
worrying-inf-THING
6worryéo

A detailed ankysis of these nouns will be required to identify what silent dexical nouns are
employed.

15 In Section 2.7, we defined seteixical categories as follows:
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Note that they have different properites from heavy affixes-likentthat undergoes Deep
Insertion. Whereas silent nominals in the Dictionary originated in the Syntacticon but settle
down in the Dctionary, heavy affixes can be Dictionary Items only when they undergo Deep
Insertion.

Semtlexical nouns in the Dictionary play an important rale Verb-to-Noun
Conversion: lie silent nouns in the Dictionaryre combined with verbs, forming V+N
compounds that is, verbs being converted into nouns. The process of -iefNoun

conversion can be summarized ag4f).

(41 Verb-to-Noun Conversion

Verb-to-Noun conversion is a process where a verb is combined with a silent

semtlexical noun in the Dictionary.

The nominalization by conversion thus does not need a-sdfix functioning as a

nominalizert® Given the process stated(#il), the converted noudrink, for example, has

the structure ir{42) at thebeginning of the derivation.

(42)  [n[v drink] [x ENTITY]]

The silent elemenENTITY represents a sergxical noun that expresses a highly general

()] Semtlexical categories are the secondary items in the lexical component that list them.

16 Given this analysis, an anonymolik reviewer wonders how zeresuffix deriving verbs
from nouns and adjectives woubdé handled in theBifurcatedLexicalModel. Emonds4000: 100,
note 28) states that converted vefiban be besinalyzedas resulting from empty rightand heads.
Following Emonds (2000), | assume that a zeuffix functioning as a verbalizer exists in the
Syntacticon and its attachment to nouns anédljes yields converted verbs. A detailed analysis
of this topic is beyond the scope of thisapter and so | leave it for future research.
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class of entities including things or objects and persons.

5.6.2. Evidence
5.6.2.1. Parallel Behaviors betweernConverted Nounsand Compound Nouns

If converted nouns are compounds, it is predicted that they can be interpreted in a
similar wayaswith uncontroversial compounds. dimink ENTITY, for example, the silent
element (i.e. th second constituent) has an objexdented relation to the first constituent.
That is,ENTITY can be interpreted as the object selected by the dwenl, yielding the
me a n ientity thét is drunlkd The objectoriented relations are also observed lie t

converted nouns i(¢3).’

(43 objectoriented: answer, award, exhibit, pickles

For examplegxhibitmeangiobjects that are exhibiteand picklesexpressegiobjects that
are pickledd As is the case of RNs with overt suffixes, not only obiénted relations
but also subjeetand adjuncriented relations can be observed in converted nouns, as in

(44).

(44) a. subjectoriented: bore, cheat, coach, cook, cover, guide, judge, rattle, spy,
wrap, wrench

b. adjunctoriented:divide, retreat, rise, sink, stop, tur

As with the compound ii§42), the converted nouns i@#4a, b)also have ailent nominal

head, which serves as a subject and an adjunct, respectively. For examepli (44a)

17 The examples in @)-(45) are adopted from Namiki (1985: &5).
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meansfian entity (= person) that cheats (someora)d stopin (44b) meangian entity (=
place) at which a bus or train stogs. In addition to these interpretations similar to
subordinate compounds, converted nouns can just name the action or event that the verb

expresses and its result, as is expected. Such converted nouns are exemifipd in

(45) a. action:attack, attempt, fall, hit, laugh, promise, search

b. result:desire, dismay, doubt, feat, hate, love

In these compounds, verbal element modifies a silent noun with the meaning of the action

or result, as well as the compoundg36).

5.6.2.2.Nominalization of Phrasal Verbs

Further support for the compound analysis of converted nouns comes from data on the
nominalization of phrasal verbs. Phrasal verbs can be classified into two types: those with
aspectual particles arthose with noraspectual particles.For example, the@hrasal verb
drink up contains the aspectual particlgp, which has the meaning of completion
(i c o mp |).e O, theg a@ther hand, the partiag in the phrasal verllook upis non
aspectual in thdbok uphas the idiomatic meanirf@go consultd Within the framework of
Emonds (2000, 2005), argue elsewhereN@ya (2015) that aspectual and neaspectual
particles undergo different derivational processes. More precisalguethat aspectual
particles undergo Syntactic Insertion and fampectual parties Deep Insertion. If so,

phrasal verbs have the structure$46) at thebeginning of the derivatian

(46) a. phrasal verbs with aspectyarticles

[v [v drink] [part ]
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b. phrasal verbs with neaspectual particles

[v [v 100K] [part up]]

(Naya (2015: 94), with slight modifications)

Recall that noufforming conversion is a process of combining a verb with a silent-semi
lexical noun inserted from the Dictionary. Then, given that phrasal verbs with aspectual
particles are already formed at the beginning of the derivation, it is peddicat they can

be combined with a silent sed@xical noun, yielding verparticle nouns, as represented in

(47).

(47)  [n[vlook up] [y ENTITY]]

In contrast to nofaspectual particles, aspectual particles are not inserted until the level of
Syntactic Insertion, as represented4®a). If so, we can poict that phrasal verbs with
aspectual particles cannot be combined with a silent-tgigal noun and, as a result, they
cannot be converted into nouns. These predictions are correct. According to Miller
(2013), phrasal verbs can undergo ndamming cnversion unless they contain particles

with aspectual meanings, as showr{48).

(48 a. *a drink-up (of water), *a chewup (of food), *afinish-up (of the work),
*an eat up (of food) (Miller (2013: 35))
b. a lookup, a breakup, a fillup, a windup

(Miller (2013), with modifications)

These data support the idea that converted nouns are formed by combining a verb and a silent
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sami-lexical noun inserted via Deep Insertion from the Dictiortéry.

The existence of a nominal head in wpdrticle nouns is further supported by the fact
that they are frequently used as 4p@minal modifiers. For example, let us observe the
verb-particle noungiveawayin the following examples, which are cited from the official

Collins English Dictionary online

(49 a. House wine is a giveaway at abdit.5Q
b. The giveaway, apparently, was his choice of colour.

(http://www.collinsdictionary.com/dictionary/english/giveaway

In (49),giveawayrefers to a thing that is given to people for free or very cheaply(49),
the noun neans something that tells or shows something secret. What is crucial here is that
giveaway but not aspectual phrasal verbs, can serve as a modifier of overt noun<OEDhe

notes thagiveawayis frequently used attributively, as the example&id) show.

(50) the giveaway game, Givaway festivals, a giveaway sho@jiveaway gran§ a

big @ive-awaydshow, ad@ive-awaydBudget

The examples (51) and(52), cited from theofficial Collins English Dictionarynline, also

show thatgiveawayfunctions as a praominal modifier:

(51 a. Wine and food of superlative qualiare available everywhere at giveaway

prices.

18 Naya e al. (2013) provide ano#r account of the difference between the two tygegrasal
verbs in conversiowithin the framework of Distributed Morphology
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b. giveaway tickets to a variety of live events
(52 a. With those giveaway words o6we have t
of appearing to concede the fight.
b. giveaway sjns

(http://www.collinsdictionary.com/dictionary/english/giveaway

In (51), giveawaymodifiespricesandtickets meaning thapricesare very cheap artitkets
are free of charge. 1{92), giveawaymodifieswordsandsigns meaning thaivordsor signs
are the things that tell or show something secret. Notice hatréhthmeanings afiveaway
in (51) and(52) correspond to those (@#9a) and(49), respectively. Given this semantic
parallelism, althouglgiveawayin (49) seems to stand alone streasonable to assume that

giveawayin (49) is a prenominal modifier of a silent noun, as (&3).

(53) [n [v giveaway] f ENTITY]]

That is, just agjiveawaymodifies overt (lexical) nouns i(62)-(54), it modifies a covert
(semtlexical) noun in(49). Accordingly, the examples observed so far supppertinalysis
of converted nousias compounds headed by silent skxical nouns.

Given the proposed structune (42), which is repeated a$4), we can answethe

question raiseth Section5.3.3 Why is itthatconverted nouns cannot function as CENs?

(59 [n [v drink] [N ENTITY]] (= (42)

Since, as mentioned {(41), the silent noun ir54) is a member of the Dictionary, the noun

is forced to undergo Deep Insertiotimat is, it must be inserted at tiheginning of the
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derivation. As a result, the noun serves as the head of the structure throughout the
derivation, which prevents the verbal elemdntk from being the head. Accordingly, the
verb cannot select argumts, and hence, the resultant structure laskargument structute
What is important here is that silent nouns are necessarily inserted in this way because other
types of insertion (e.g. Syntactic Insertion) are not available to them. Therefore,tednver
nouns are always RNs and cannot function as CENSs.

In this section, | have proposed that RNs are strikimgffierentfrom CENSs in terms
of their morphological status; namely, while CENs are derivatives, RNs are compounds. In
the case of the RNs with overt suffixes l#aent the suffixes arassigned purely semantic
featuresf when they undergo Deep Insertion. | haleo argued that converted nouns,
which behave as RNs, employ silent sdexical nouns listed in the Dictionary as the head.
Since both nominals with and without overt suffixes have derical categories in head
position, RNs and converted nouns candrouped together into the class of compounds

whose head belongs to setakical categories?®

5.7. Implications for Competition in Word -Formation?°
5.7.1. Deverbal Nominalization by-mentvs. Conversion
The analyses of RNs proposed in this chapter have intjplisafor competition and

blocking in wordformation. Ar ono f f (1976: 4 3) defines mor |

19 As an anonymoug&L reviewer points outgonverted deverbal nominals can appear in the
light verb constructions, as shavin (i).

Q) a. take a look asomething
b. have a drink of something

| argue that the converted nouns in these constructionsa(®gk, a drinkin (i)) are also compound
nouns. The analysis of thewhole constructions is, however, beyond the scope ottidpterand
so | leave it for future research.

20 This section is an extended and revised version of Naya k2017
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nonoccurrence of one form due to the simpl
observed in nominalization. For example, the suffixasrt and-ation can derive nouns

from verbs, but they cannot be attached to the vedur, as shown irf55).

(55) a. * occurment (< occur Hnent)
b. * occuration (< occur +ation)

(cf. Aronoff (1976: 60))

According to Aronoff, this is because the existing fasoturrence derived by the suffix
ence blocksoccurmentandoccuration In this way, nhominal suffixes are in a competti
relationship, and earlier derivatives win out over later ones.

The notion of blocking raises an interesting question when we con&tlst
Importantly,RNs can be formed not only lmyertsuffixation but also by conversion.Some
previousstudies analyze onversion as zersuffixation, namely suffixation of a zero suffix
to a verbal base (e.g., Marchand (1969) and Kiparsky (1982), among others)). Under this
analysis, conversion is unified into a familiar process of overt suffixation. If gera
suffix is in rivalry with overt nominal suffixes (e.g-al, -ance -ation, -ment etc.).
Accordingly it is natural thatthe zero nominalizer-@ and overt suffixesare in
complementary distribution, resulting in the blocking of a later emerBiNdy an earlier
one.

Within our analysis, however, suffixed RNs and converted RNs are formed differently.
While the heads of the both RNs are inserted by Deep Insertion, they have different categorial
natures and undergo different processes beforms#eetion; the head of a suffixed RN (e.g.,
-men) is originally in the Syntacticon and turned into a lexical item in the Dictiondugn

it undergoes Deep Insertipitut that of a converted RN (e.&NTITY) is listed in the
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Dictionary in the first place If blocking is sensitive not only to sharing underlying
structures but also to sharing the same derivational processes, the two forms do not
(necessarily) block each other.

In this way, the zersuffixation analysis and our analysis make diffénaredictions;
the former predicts the competition (and blocking) betweementform and its converted
counterpart, but the latter does not. In order to examine these different predictions, Section
5.7.2observes whether the two forms canrepast or not based on tH@ED search. The
search indicates that they can occur as nominalized forms of a given \&=btion5.7.3
discusses the relationship between competition in vi@nshation and the processes which

yield RNs.

5.7.2. Observation: Nominalization by -mentvs. Conversion
This section shows that suffixed noun and converted noun do not necessarily block
each otheby observing the relationship between Rbisned by-mentsuffixation and those

formed by verkto-noun conversion.

5.7.2.1. Semantic Factors for Blocking

Using theOED6 s A d v a n cfundionSledlactech224 relevantentnouns in
total. The OED search revealed that among the 224 nouns, 87 examples have converted
noun counterpartd® This might appearto indicate that the predictioby the zere
suffixation analysids incorrect. However, such a conclusion would be hasty. Note the

foll owing statement in Aronoff (1976: 60) :

21 Note that not all suffixechominals start out as result nominalsAs discussed in this
chapter, some are first used as CENs. In such cases, | cite the dates when the nouns were first used
as result nominals.
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nomi nall in a given stem, as | ong &sThisise nomi
true for the case of zerderived nouns (or converted nouns) antentnouns, as shown by

Aronoffds (197@®6). 60) examples in

(56) -@ -ment
a. advance advancement
b. ecape escapement
C. abandor abandonment

The nounsscapeandescapemerit (56b), for example, are not synonymous in teatape
means the action of escaping, lescapementefers to a piece of machinery in a clock or
watch. Thus, the two forms can-egist. The exaples in(56) indicate that to examine
whether the prediction is correct or not, we need to consider the meaningerhouns

and their converted counterparts. Hettwo forms have different meanings, their
cooccurrence would be unsurprising. More crucial examples, however, are pairs that share
the same meanings. With this in mind, we will classify the collected data in the next

subsection.

5.7.2.2. Competition between-mentand aZero Suffix?

Based on the descriptions and definitions in @D, | classified the 87 doublets by
semantic differences between the forms (i.e., whether or not they are synonymous) and the
diachronic order of their first occurrence (i.@hich form is attested first). The results are

shown inthe table in57).

22 See also Maiden (1992, 2004) for morphological strategy of synonymy avoidance.
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(57)

Synonymy No synonymy
] . () 31doublets (i) 5 doublets
mentN Y couny 8Approx. 36%) (Approx. 6%)

conver t-mahtNN

(i) 41 doublets
(Approx. 47%)

(iv) 9 doublets
(Approx. 10%)

-mentN = converted N 1 doublet® N/A
Total 73 doublets 14 doublets
(Approx. 84%) (Approx. 16%)
Certainly, there are cases that conform t

rightmost column of the table indicates that in 14 doublets, the two forms have different, non
synonymous meanings. The 5 doublets haventforms first and the @oublets converted
forms first. However, in the other 73 cases, the two forms of a doublexisbdespite
being synonymous, regardless of the order of appearance.

Let usexamine the data in detail First, as jusstated, there are 14 n@ynonynous
doublets. In 5 of these,-mentnoun appeared earlier than its converted counterpart. The

doublets are shown if58).2*

(598 endorsement, endorse / instalment i nst al | /| Adil atement,

Arefer | Aseizement, seize

For example, obserendorsemenandendorsen (59).2°

23 The verballure has suffixed and converted forms (i.@llurementandallure), both dating
from 1548. In what follows, we do not take these examples into consideration.

The dagger O6A® indicates that the word in qu
The OED treats homgraphs as separate entries. The entry relevant to the discussion
indicated by a subscript.

25 The examples and the definition of the words in this subsection are cited frae
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(59 a. 1547 The sam&ndorsemento be signed with the Hand of the said
Warden.

b. 1572 AnEndorce.is the fourth parte of the Pallet.

The-mentnounendorsemens t ar t ed out as a result nominal
signatur e, me mor andum, or r emB9%)k ltecomerteds e d u |
counterparendorsecame into use in 1572 with a very different meaning fesrdorsement
It started out as a term associated with he
oneei ghth (others say one fourt h5%b).o Giventhee br e a
semantic differences between the two forms, we can regard them-agmmmymous.

The same relationship can be observed in the 9 cases in which a converted noun

emerges earlier than a correspondimgntnoun. These are exemplified if60).

(60)  hurl, hurliment / consost Aconsortment / praise, A
enfoldment / AeAerage| |l eneagemeernt / / Ai

Arepresent,. represent ment

Let us takeenfoldandenfoldmentn (61), for example.

(61 a 1578 The brayne..seemeth to shew mampldesand turnynges.
b. 1593 That in mine amorownfoldment | might whyrle her [lerusalem]

to Heauen with me.

The converted nouanfoldin (61a ) , whose first citation date

convolution (of the brain or i ntestines). o
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enfoldmentn (61b) came into use in 1593, referring to the action of enfolding. Given these
meanings, the two forms are judged rsymonymous.

The nonasynonymous examples {®9) and(60) are unproblematic for the notion of
blocking. However, the situation is differeintthe 72 doubletsin the table in(57), which
have important implications for the notion of blocking. However, note that these data need
to be further classified here. This is because in some such instances, a later fodhostarte
as a norsynonymous word for the earlier one but subsequently, somehow became

synonymous. For illustration, let us obsedefeatmenanddefeatin (62) and(63).

(62 defeatment
1598 The cause of mamefeatments
(63 defeat
a. 1599 [ €] defeatad henvagihite.

b. 1600 They had newes in Fraunce of the defeat of the armie.

Defeatmentn (62) came into use in 1598 with the meaning of defeat in battiean. On

the other hand, its converted counterpkefieatcame into use in 1599 with the very different
meaning of Oruind or(630).d elevewr, @ meaningrsimifar tathat s h o w1
of defeatmenémerged in 1600jefeatin (63b ) means o6overthrow in mil
In this way, the two forms are synchroally (or at some stage in the history of English, at

least) synonymous. The same is true of the examplglrand(65), where the converted

nominal occurred earlier than the suffixed one.

(64)  Aevile

1579 Hee must heare threates, hee must sugfiglesand tauntes.
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(65) revilement

a. 1590 [ €] Her bitetilamentr ayl i ng and f
b. 1637 He was not..moved with whatsoex&rilements
Revilein (64), which firstoccurred n 1579, has the meaning of
The suffixed counterparevilementc ame i nto use in 1590. I t s
reviling; the fact or practice of e@pm).oyin
However, it al so began to be used®69i th the

Even though the two forms of these examples are synchronically synonymous, they
are not appropriate data here because we need to compare the original meanings of the two
forms to demonstrate whether or not blocking has occurred. A close examin&the
data on synonymous pairs reveals that 14 instances represent such inappropriate data, as

shown inthe table in(66).

(66)
The laer form started out as
a non:gﬂicg;ycmgor the a synonym for the earlier on
-mentN Y counV (i) 6 doublets (i) 25 doublets
conver t-mahtNN (i) 8 doublets (iv) 33 doublets
Total 14 doublets 58 doublets

We do not discuskere how the two forms became synonymous in the 14 doubktsthe
tables in(84) and (85) in Appendix) The other 58 doublets are more relevant for our
purposes. Let us examine them in detalil.

In 25 of the 58 doublets, amentnoun occurs earlier than its converted ceupart,

both with similar meanings. Some of the doublets aré6if) (see the table i1{86) in
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Appendix for other examples)

(67) brabblement, brabble / discernment, discern / embracement, embrace /

mumblement, mumble / resignment, resign / etc.

For examplemumblemenin (68a) emerged in 1595 with the meaning of something mumbled
or muttered. Despite the earlier existencenainblementthe converted synonymous noun

mumbleappeared in 1902, referring to a mumbled indistinct utterance or soundé@b)n

(69) a. 1595 Such hismumblementbeing ouetheard cara afterwrdes in
question to his danger.

b. 1902 A series omumblesand grunts

A similar pattern can be observed in another 33 doublets, in which converted and suffixed
forms emerged in the reversed order of appearance. Some of these are extmbfe
(see the table i(B7) in Appendix for other examples)

(69) amaze, amazement / countervail, Acount

endeavour, Aendeavourment / |l angui sh, I

For example, althougdndeavouin (70a) already existed, the suffixed noamdeavourment
in (70b) cooccurs with the same meaningeasieavar; both forms refer to the action of

endeavoring.

(70) a. 1417 The great laboures, travels, ambevouresmade by the said
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Lifetenaunte.

b. 1523 Yourendeuormen§o have ye done.

In this way, in the 58 doublets in totalJater form can occur even with the same meaning as
an earlier form.

To sum up, the data observed so far indicate that contrary to the predictenc
suffixation analysisbut in line with our predictiom;onvertedRNs and their suffixed nominal

counterparts do not block each other.

5.7.3. Competition Sensitive to Derivational Processes
The result shown in Sectioh.7.2 suggest that the competition in wosbrmation
compares not only the two resultant structures but also the processes forming them. Thus,
we can refine the notion of competition and blocking as follows.ord/formations compete
if they share underlying structigeand belong to the same type of process. Put simply,
blocking is sensitive not only to sharing the same meaning but also to sharing the same
derivational processes. Accordingly, if the two forms are produced by the same process,
they are mutually exclise. Conversely, if they are created by different processes, they can
co-exist even ithey aresynonymousand, more importantly, they share the same structures
The competitive relationship between two forms can be obsémntbe case ofer and
man which are both grammatical elementdJnder the notion of competition refined here,
the two items compete with each other whieeytundergo Syntactic Inserti@md one form
is blockedas a result This isindeedthe case,awe havalreadyobservedn Sectiord.4.2

taxerwins out oveitaxman as in(71).

(7 a. a taxer of hidden assets
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