# Detection of Midair Finger Tapping Gestures and Their Applications 

September 2017

Hani Karam

# Detection of Midair Finger Tapping Gestures and Their Applications 

Graduate School of Systems and Information Engineering University of Tsukuba

September 2017

Hani Karam


#### Abstract

With the recent advancements in touchscreen and various sensors technology, interaction with computers is starting to slowly shift from the keyboard and mouse paradigm to inputting commands directly with the body. This kind of interactions forms the basis of Natural User Interfaces. Numerous possibilities exist in Natural Interfaces, midair interaction being one of them.

Multiple approaches related to midair interactions have already been proposed. However, many of them are limited in terms of interactions, vocabulary and naturalness; some of them make the users wear extra hardware or can be tiring or difficult to utilize. Most of them lack a mechanism that allows users to control their beginning and end. In this study, we focus on creating midair interfaces that feel natural by replicating midair tapping, a gesture that humans are used to execute on a regular basis. Such a gesture can be chained multiple times or simultaneously executed from different fingers to enrich the interaction vocabulary, all while keeping the gestures easy to remember and perform.

The starting point of our research was the detection of an index finger tap using a depth camera. It aimed at overcoming previously developed unintuitive selection gestures by replacing them with a familiar finger tapping gesture. Thus, we developed the "Three Fingers Clicking Gesture", where the users fold their ring and small fingers, extend their thumb and middle fingers, and execute taps with the index finger. Our system had a good reliability and did not need any training for the software to be able to recognize clicks.

However, we have noticed some limitations of that system. The users were only allowed to move their index finger, and as a result, the index was the only finger that was being used for taps. In addition, the posture was ergonomically poor. To improve the previous detection system, we introduced "Depth Click" where the users could keep all of their fingers extended in a neutral position; this allowed the detection of taps from all five fingers, and the ergonomics improved by having a more relaxed posture. Furthermore, we have separated a click gesture into "Click Down" and "Click Up". A click was therefore defined as a Click Down followed by a Click Up. This gave the users a full control over the tapping gestures, and they could perform as slow or as fast as they desired. Additionally, the separation of a tap into two distinct gestures gave rise to the ability of cancelling a gesture, even after it has started.


While Depth Click was better than the previous detection system, it was still limited to a generic tap detection mechanism, and its neutral position was causing some tiredness in the hand. To overcome its limitations, we have developed "Xpli Tap", where we have introduced a new relaxed posture for the neutral position. In addition, the new algorithm detects finger clicks explicitly by extracting the fingers positions when they are at their deepest point during a tap. This made retrieving the exact position of the tap gesture possible. When multiple fingers moved together, we used their positions to isolate the tapping finger by analyzing their motions and determining the one that traveled the biggest distance. Furthermore, we were able to distinguish three shapes for a tapping finger by examining its clicking position, and we were thus able to use the shape to increase the interaction vocabulary. We have developed a midair keyboard as an application to Xpli Tap.

Finally, we created "MultiX Click", a method that makes simultaneous taps possible. We were able to mix multi-clicks with regular clicks, thus increasing the gesture vocabulary. We could detect simultaneous taps originating from both hands. We have created a midair keyboard that simulates the usage of the Shift, Control, and Alt modifier keys. It made it possible to input a modifier key with one hand and a regular key with the other. We have introduced detection zones to prevent overlapping of regular taps and multi-clicks. Furthermore, we were able to detect the concurrent taps originating from multiple fingers of a single hand. As an application, we implemented a midair piano where it was possible to input single notes and multiple ones such as chords.

In summary, natural interfaces are slowly making their way into mainstream usage, albeit in a limited way. Our research highlighted some previous problems in midair interactions and aimed at overcoming some limitations and improving their usability by eliminating the difficulty of their execution. Moreover, the conducted experiments have shown that our proposed algorithms are efficient and reliable. In the future, our techniques may be incorporated in devices such as smartphones and smartwatches equipped with adequate sensors and enrich their usage by allowing the users to perform midair gestures that are not limited by the restricted size of their screens.
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## Chapter 1

## Introduction

Gestures are an important topic in Natural User Interfaces (NUI) and have been studied for over thirty years. Gestures lack a mechanism that allows users to control their beginning and end. Our research aims at detecting midair finger taps and making gestures interaction easier to use, and increasing the interaction vocabulary through the use of the familiar gesture of tapping. The starting point of our research was the detection of an index finger tap using a depth camera. It aimed at overcoming previously developed unintuitive selection gestures by replacing them with a familiar finger tapping gesture. Thus, we developed the Three Fingers Clicking Gesture, where the users fold their ring and small fingers, extend their thumb and middle fingers, and execute taps with the index finger. Our system had a good reliability and did not need any training for the software to be able to recognize taps.

However, we have noticed some limitations of that system. The users were only allowed to move their index finger, and as a result, the index was the only finger that was being used for taps. In addition, the posture was ergonomically poor. To improve the previous detection system, we introduced Depth Click where the users could keep all of their fingers extended in a neutral position; this allowed the detection of taps from all five fingers, and the ergonomics improved by having a more relaxed posture. Furthermore, we have separated a tap gesture into Click-Down and Click-Up. A click was therefore defined as a click-down followed by a click-up. This gave the users a full control over the tapping gestures, and they could perform as slow or as fast as they desired. Additionally, the separation of a tap into two distinct gestures gave rise to the ability of cancelling a gesture, even after it has started.

While Depth Click was better than the previous detection system, it was still limited to a generic tap detection mechanism, and its neutral position was causing some tiredness in the hand. We wanted to overcome its limitations. We have therefore developed Xpli Tap, where we have introduced a new relaxed posture for the neutral position. In addition, the new algorithm detects finger taps explicitly by extracting the fingers positions when they are at their deepest point during a tap. This made retrieving the exact position of the click gesture possible. When multiple fingers moved together, we used the positions to isolate the tapping finger by analyzing their motions and determining the one that traveled the biggest distance. Furthermore, we were able to distinguish three shapes for a tapping finger by examining its tapping position, and we were thus able to use the shape to increase the interaction vocabulary. We have developed a midair keyboard as an application to Xpli Tap.

Finally, we created MultiX Click, an algorithm that makes simultaneous taps possible. We were able to mix multi-clicks with regular clicks, thus increasing the gesture vocabulary. We also implemented a midair piano as an application to multi-clicks.

### 1.1 Dissertation organization

This thesis is organized as follows. In Chapter 2, we introduce two techniques for distinguishing midair finger taps which could be detected in 3D using a depth camera. Chapter 3 introduces an algorithm which overcomes previous limitations, adds precision to the detection and enriches the gestures vocabulary. Chapter 4 describes a technique that allows the detection of simultaneous multiple midair finger taps. Finally Chapter 5 provides conclusions.

## Chapter 2

## Finger Click Detection Using a Depth Camera

In this chapter, we describe two approaches for midair finger tap detection using a depth camera. The design of each system is described, including detailed explanation of the algorithms. We start by describing the benefits of finger tap detection, then we conduct experiments to determine the usability and reliability of each approach. We then discuss the capabilities and limitations of the system. Finally, we talk about a prototype application of finger tap detection. Throughout the rest of the thesis, we will use the terms "tap" and "click" interchangeably to signify the same gesture.

### 2.1 Research Goals

Gestures have long been studied in the field of Human Computer Interaction (HCI). They form an important part of NUI, and their applications vary across a wide area, ranging from home appliances control $[1,2]$ to video games $[3,4]$ to interaction with medical devices in the operation room [5, 6]. Gesture data fetching is an important procedure in hand gesture recognition, and the used methods can be mainly divided into two categories [7]: glove-based and computer vision based. Using gloves forces the users to wear the sensors in order to have their gestures recognized. This can feel unnatural, as the ideal gestures in NUI should be performed by using just the body, without the need to wear any additional sensors. In such cases, cameras feel more natural than gloves. Cameras can be divided into two categories: RGB cameras and depth cameras. Computer vision is used with RGB cameras
in order to recognize gestures. Vision based gestures identification is highly dependent on the environment; noise or a dark space can prevent gestures from being detected [8]. It also uses gestures that are mainly performed in 2D. In the recent years, advancements have made depth sensors widely available as commercial products, such as the SoftKinetic DepthSense and Leap Motion. Unlike RGB (color) cameras, depth cameras add an additional dimension in depth maps and thus allow data to be captured in 3D. Detection became more robust, and gestures can be performed in 3D thus increasing the interaction vocabulary. A lot of researches has been conducted on depth-based gesture recognition, however most of them feel unnatural and lack a precise way of controlling the start of the gesture identification. In this research, we would like to detect selection mechanism gestures that are natural for the users. They should also be intuitive and easy to perform. Furthermore, existing selection mechanism gestures lack the precision for controlling the selection to create a more interactive UI; adding a "tapping" option would make the interface more flexible and would give users the possibility to precisely select a command at will by granting them the opportunity to choose the exact timing of the command they wish to issue. Therefore, we propose new methods for detecting midair finger taps, since finger taps is a natural gesture. The gestures should be detectable regarding of the hand position in the 3 D space. In order to increase the interaction vocabulary, they should have the capability of increasing the vocabulary from the existing basic selection.

### 2.2 Gesture Detection

Several gestures and gestures recognition techniques have been proposed [9], [10], [11], [12]. Gesture data fetching is an important procedure in hand gesture recognition, and the used methods can be mainly divided into two categories [7]: glove-based and computer vision based. A third, recently introduced approach can also be cited: depth-based data fetching. In this section, we describe some related work from each approach, while also discussing their limitations as well as the advantage of our approach over them.

### 2.2.1 Glove-based Hand Gestures Recognition

Data gloves use sensors embedded in gloves for digitizing hand and finger movements. They relay the digitized information to a computer system using wires. The sensors make the data captured by the gloves very precise, as they can capture the position of each finger,
as well as the orientation of the hand. Therefore, using data-gloves for gesture recognition can result in high reliability and precision.

Lévesque et al. [10] presented a gestural interface that uses data gloves to increase efficiency and reliability. They were able to use multiple 3D gestures such as selecting and designating an object, then moving/rotating/resizing it. They were also able to define object-specific manipulations, as well as system control through menus.

Kenn et al. [13] used data gloves to create applications to a gesture based interface. They were able to get high recognition rate and provide an interesting user experience. Kumar et al. [14] used wireless data gloves using Bluetooth technology to detect various gestures such as left-clicking, right-clicking, dragging, rotating and pointing.

While data gloves can precisely acquire the hand gesture's data, they often encumber the user with tethers and setup time. Even wireless gloves are still bulky and not portable. "Come as you are" [15] is an HCI design paradigm that suggests that a system should be usable as soon as users are in the proximity of the system; they should be able to start using it as soon as they get close to it, without any additional setup. Data gloves do not comply with this paradigm because the users need to wear them first. Because of the wired environment, the users are limited in space and the overall apparatus might seem unnatural.

### 2.2.2 Vision-based Hand Gestures Recognition

Vision-based gesture recognition uses digital cameras usually connected to a computer system. Unlike data gloves (2.2.1) where hand information is relayed to the computer using wires, or forces users to wear gloves, vision based recognition is nonintrusive and untethered. This frees the users from donning any special hardware or apparatus to enable them to interact with the system, which gives rise to a more natural interaction [16].

Chu et al. [9] used a webcam and computer vision to create a hand gesture system for taking self-portaits. They detect the locations of the fingers by applying low-level image processing operations on each captured frame. To accomplish this, they first need to detect the hands. This is achieved by using skin-color detection algorithm [17], which categorizes every pixel as a skin-color pixel or non-skin color pixel. They then segment and apply contour finding algorithm to isolate the hands, after which they detect the fingertips by using curvature-based algorithms. In their interface, the users could use any of the detected fingers to interact with an onscreen button by extending this finger over it for one second.

As skin detection relies on finding pixel with color similar to that of the human skin, it is very sensitive to lighting conditions. The color can also be affected by some camera settings such as white balance. Due to this, skin and finger detection might not be optimal or even possible in some conditions. To overcome this, [18] used the Lucas-Kanade optical flow algorithm [19] which can be used to measure the motion gesture between two frames. This can be particularly useful if the hands move at high speed which results in a blurred image where fingertips detection might be impossible.

YCrCb color ranges was used in [20] for skin color extraction. They were able to detect faces and hands using this technique. Since their purpose is to detect hands, they had to perform a face removal step. They then execute a series of techniques such as contour extraction, polygon approximation and convex hull detection to determine the hand and fingertips locations and direction, which in turn were used to recognize simple hand gestures such as open palm and pointing.

Even though computer vision frees users from the tethers of data gloves, and complies with "Come as you are" paradigm, vision based recognition interactions can only be accomplished in 2D. Moreover, their success depends on many conditions such as proper lighting or slow hand movement speed. This makes the possible interactions limited to very specific environments and gestures.

### 2.2.3 Depth-based Hand Gestures Recognition

Unlike RGB based recognition which relies on analyzing features of a 2D image, depthbased recognition uses depth maps, which are images representing the depth (distance from the sensor). The introduction of Microsoft Kinect [21] has led to an increase in research on depth based recognition.

Dominio et al. [22] extract the hand from depth maps by also using information from the color image, and then segment it to palm and fingers regions. They then use two different set of feature descriptors, and employ a multi-class Support Vector Machines classifier to recognize gestures by classifying the vectors with the distance and curvature features concatenated into classes corresponding to the various gestures of the database.

In [23] the authors applied machine learning algorithms to detect gestures such as armswings, arm-push, zoom-in and zoom-out. They captured the depth data using a Kinect
sensor and extracted features that were then fed to a nearest neighbor classifier. They succeeded in implementing a robust gesture recognition system.

Biswas et al. [24] first isolate a human from the background scene of a depth image by using auto-thresholding on the depth histogram. They then execute further operations on the resulting histogram to extract hands and determine regions of interest, which are then loaded in a multi-class SVM classifier which was used to train the system for the classification of the gestures.

The work in [25] uses a Kinect sensor to acquire depth images from which a hand's fingers are identified by applying several calculations on information retrieved from the hand. The fingers are then used in gestures recognition. Interesting interactions were then defined by using this approach.

### 2.3 Selection Mechanisms using Gestures

A User Interface (UI) is seldom made from just one item; it usually consists of several elements, such as buttons, menus, icons and drop-down lists. In a UI, each of these elements has its own use. To operate such an interface, a user has to be able to designate those elements distinctly, hence the need for selection mechanisms. In traditional Graphical User Interfaces (GUIs), users point to items (buttons, icons, etc.) by using an input device, usually a mouse, and select a given item by performing a click operation. However, in the recent years, with the advances in Natural User Interface (NUI), the research is mainly focusing on using hand gestures as a means for user interaction. Wachs et al. states that gestures tend to be an intuitive and natural way to communicate with a computer [8]. In [26], it is suggested that gestures can be an effective means of interaction with the everyday desktop. As gestures make a good candidate for controlling a computer system naturally, we therefore proposed using them as selection mechanisms in a NUI environment.

Gesture design is an important step in creating a NUI system. [8] suggest that gestures should be intuitive to users: when a gesture is performed, is should closely resemble the operation it is associated with. This helps users remember the gestures more easily. Moreover, the operation of the system will feel more natural. [27] suggest that "air tapping" (emulating a mouse click in midair) was ranked best form for midair interaction because of the familiarity with mouse clicking. In respect to that, we designed the selection mechanism gesture as a click.

### 2.3.1 Related Work

Chu et al. [9] used hand gestures to take self-portraits. They used an onscreen "hover button interface" as a selection mechanism, where they would hover with a finger to trigger the camera's shutter. But because of the noise of detection and cluster background, they have to keep the finger for 1 second over the button. While this reduces the amount of errors, it introduces a waiting time in the interaction. After the time threshold has been crossed, the action is triggered. If the user wanted to cancel his action, he could only do so before the time trigger has passed, since the system does not provide the user with a flexible way to cancel a selection operation. The works [11] and [28] used a crossing technique that was originally developed for pen-based interfaces: the crossing event occurs when the cursor intersected with the boundary of a graphical object. While effective, these crossing techniques are limited to a basic selection operation. Another approach used in [10] consists of using "index pointing, thumb up" gesture to perform a selection. However, this gesture does not feel intuitive as a selection technique, and contradicts the idea presented in [8]. Liu et al. used postures which were defined by which fingers were raised or folded and whether the thumb was stretched out, aligned with the palm, or tucked into the palm [29]. Those postures used multiple fingers to enrich the vocabulary, and were used to issue command events or command parameters; however, they were not defined for precise input. Kulshreshth et al. introduced a 3D gesture menu selection approach based on finger counting [30] in which all the menu items are numbered and the user has to extend a corresponding number of fingers to select a given item. It was shown to be a viable option for 3D menu selection tasks. Nonetheless, items have to be numbered, and the fingers will be used for counting, and are thus dedicated to this operation and cannot be used for other different tasks. Table 2.1 summarizes the above explained limitations.

### 2.4 Three Fingers Clicking Gesture

This section explains in details the Three Fingers Clicking gesture. First, the difference between machine learning and heuristics regarding gesture detection is explained. The gesture detection algorithm is then explained, followed by an evaluation. Finally, the results and limitations of the gesture are discussed.

Table 2.1: Summary of existing work.

| Reference | Limitation |
| :--- | :--- |
| $[9]$ | Users hover their hand over an onscreen button, and have to <br> wait for 1 second to trigger the action. This introduces waiting <br> time and does not allow the user to cancel his operation after <br> the trigger time has elapsed. <br> $[11,28]$ <br> Use a crossing technique; the crossing event occurs when the cur- <br> sor intersected with the boundary of a graphical object. While <br> effective, these crossing techniques are limited to a basic selec- <br> tion operation. |
| $[10]$ | Uses an "index pointing, thumb up" gesture to perform a selec- <br> tion, which is not an intuitive selection gesture since it is not <br> related to the operation it is associated with. |
| $[29] \quad$Uses postures which were defined by which fingers were raised <br> or folded, and whether the thumb was stretched out, aligned <br> with the palm, or tucked into the palm. While the vocabulary |  |
| $[30]$ | is increased, the system cannot be used for precise input. <br> Menu items are numbered and the user has to extend a corre- <br> sponding number of fingers to select a given item. This forces |
| the fingers to be dedicated to counting and hence cannot be used |  |

### 2.4.1 Machine Learning vs. Heuristics-based

3D gesture recognition methods can be mainly divided into two parts: machine learning and heuristics-based [31]. In the case of machine learning recognition, important features are extracted from the data and are then used as input for a classification algorithm. In addition, training is needed to make the classifier more robust and to maximize accuracy, as explained in 2.2.3. Conversely, in a heuristic based approach, no machine learning algorithms are used. For example, if users are playing a video game that they can control with movements of their body, they might need to perform a jump action, which is easily detectable using a heuristic algorithm: the head's position is tracked, and a height threshold is defined. Whenever users jump, the algorithm checks if the difference of the head position during the jump and its position while standing is greater than the defined threshold, then a jump is detected.

### 2.4.2 Gesture Detection

While machine learning based recognition is more commonly used ([22]), we have opted for heuristics-based recognition. A simple heuristics-based solution for detecting an index-
tap would be to check when the distance of the index finger to the camera is smaller than the distances of the other fingers. However, this approach is flawed in the fact that if the hand is not perfectly parallel to the depth camera, (i.e. if the hand is tilted in such a way where the little finger is the closest finger to the camera) the distance of the index to the camera will never be smaller than that of the middle, ring and little fingers'.

In the "Three Fingers Clicking Gesture", we introduce a new approach to detecting a midair tap gesture. A SoftKinetic DS325 depth sensing camera which uses Time-of-Flight technology [32] was used to detect the gesture. The DS325 has a 320 x 240 depth pixel count and $74^{\circ} \times 58^{\circ} \times 87^{\circ}$ (Horizontal x Vertical x Diagonal) depth field of view. The nominal operation range is $0.15 \mathrm{~m}-1.0 \mathrm{~m}$. Using the DS325 Software Development Kit (SDK), the 3D position of the thumb $(\mathrm{T})$, index ( I ), middle finger (M) and palm center ( P ) were retrieved. From those positions, the vectors $\overrightarrow{P T}, \overrightarrow{P I}$ and $\overrightarrow{P M}$ were created. Since a plane can be defined from 3 points, the plane $[P, T, M]$ was defined from the respective 3 D coordinates of the palm center, thumb and middle finger. For this reason, the thumb and middle finger had to always stay extended. This plane now represents the palm of the hand. The normal vector $\overrightarrow{P N}$ protruding from the palm is then computed as the cross product of vectors $\overrightarrow{P T}$ and $\overrightarrow{P M}$. Next the dot product of $\overrightarrow{P N}$ and $\overrightarrow{P I}$ is calculated, from which the cosine of the angle $\angle$ NPI can be retrieved. The value of $\angle$ NPI is then deduced by using the arc cosine function. The angle $\theta=90^{\circ}-\angle$ NPI is then computed; it represents the angle between the index finger and the palm of the hand. The tapping gesture is performed by executing a tap with the index finger. When the latter moves, $\theta$ varies, and when it crosses a given threshold (an angle of $12^{\circ}$ was used in this study), a tap is detected. The DS325 SDK allows the detection of the 3D coordinates of the fingers and palm center, but cannot retrieve the palm normal vector stated above; we had to compute it manually and therefore the little and ring fingers had to be folded to prevent any modification of the plane $[\mathrm{P}, \mathrm{T}$, $\mathrm{M}]$ due to unintended movements of the middle fingers which can be caused by the moving of the little and ring fingers. Figure 2.1 shows the Three Fingers Clicking gesture, and the algorithm of the click detection is summarized in Algorithm 1. This method does not need a calibration step to be usable; users can start using it immediately. Another advantage is the fact that the reference (plane $[\mathrm{P}, \mathrm{T}, \mathrm{M}]$ and vector $\overrightarrow{P I}$ ) is always using with the hand, and thus the users could rotate their hand in any direction, and the tap would always be detected even if the distance of the index finger to the depth sensor was smaller than that of other fingers.

```
Algorithm 1 Three Fingers Clicking Algorithm
    procedure OnFRAME
        Get the 3D position of thumb \((T)\), index \((\mathrm{I})\), middle finger \((M)\) and palm center \((P)\)
        Define the plane [P, T, M]
        Deduce normal vector \(\overrightarrow{P N}\) perpendicular to the palm
        Compute \(\angle\) NPI from the dot product of \(\overrightarrow{P N}\) and \(\overrightarrow{P I}\)
        Compute angle \(\theta=90^{\circ}-\angle\) NPI
        if \((\theta>\) Threshold) then
            GenerateClick()
        end if
    end procedure
```




Figure 2.1: The Three Fingers Clicking gesture: a and b illustrate an unclicked state; c and d represent a clicked state.

### 2.4.3 Evaluation

A prototype was built using a SoftKinetic DS325 depth sensing camera and its SDK. The camera was placed on top of a 23 " monitor with Full HD resolution, facing the user and tilted down approximately $10^{\circ}$. The algorithm was implemented on a computer equipped with an Intel Core i5 3.2 GHz CPU. The SDK of SoftKinetic was used to detect hand tip positions. Onscreen rendering was implemented in Allegro [33]. The entire prototype was written in C++. To evaluate our system, an experiment was conducted. 9 participants ( 5 males, 4 females) aged between 23 and 30 volunteered; 6 among them are computer scientists/engineers. 8 of them are highly familiar with computers. 2 of them are lefthanded. They were instructed to hold open the thumb, index and middle fingers of their preferred hand an to fold the ring and little fingers. They were then asked to perform taps with their index finger until 20 taps were detected. The total number of taps was counted to spot false detections. The obtained success rate was $89.56 \%$.

### 2.4.4 Discussion

Using 3D coordinates allowed the gesture to be detected regardless of the hand's position or rotation. It was also detected even if the hand was moving. In this experiment, the camera was facing the user. However, the Three Fingers Clicking gesture can also be detected even if the camera is behind the users' palm. This can be used in a tabletop setup, where the depth sensing camera is pointing downwards.

Since the gesture relies on the detection of three fingers, this can be a detection limitation. When a given hand is in its own half of the camera space, the three fingers were easily detected. However, when the hand moved into its opposite half of the camera space, the finger detection failed, even if the hand was still in the camera's field of view. This is due to the fact that when the hand crosses into the opposite space, the thumb and the index are occluded by the middle finger, and the camera fails to keep track of them (Figure 2.2). Another limitation is the gesture itself: 6 participants reported that keeping the three fingers held open stressed their forearm's muscles quickly, and found some difficulty in maintaining the gesture.


Figure 2.2: Limitations of the Three Fingers Clicking gesture: The fingers of the left hand in the left half of the camera space are easily detected (a), however, detection fails when the left hand moves to the right half of the camera space (b).

### 2.5 Depth Click

By using the Three Fingers Clicking gesture (2.4), a midair tap was successfully detected. However, since the thumb and middle fingers were always extended to generate a plane, they could not be used for other actions. Moreover, the ring and little fingers had to be always folded. Those conditions had 2 effects on the functionality and ergonomics of the gesture.

First, since the thumb, middle, ring and little fingers were dedicated to specific poses, they could not be used for tapping, and thus a tapping gesture was only limited to the index finger. Furthermore, maintaining the thumb and middle fingers extended and the ring and little fingers folded stressed the hand's muscles and as a result, the users' hands would get tired quickly. Maintaining the gesture proved difficult, which reduced its ergonomics.

To overcome the previous limitations, we introduced "Depth Click", an amelioration over the Three Fingers Clicking gesture. In this section, we explain about the improvement and detection of midair finger clicks, then we move on to the evaluation of Depth Click. We then discuss the approach. Finally, we explain in details the prototype application that uses Depth Click as means of interaction.

### 2.5.1 Gesture Detection

A Creative Senz3D depth sensing camera [34] using Time-of-Flight technology and capturing videos at 30 fps , was used for the gestures detection. The Intel Perceptual Computing SDK was utilized to retrieve the 3D coordinates of the Thumb (T), Index (I), Middle Finger (M), Ring Finger (R) and Little Finger (L), as well as the palm center (P). By using the coordinates of those points, the vectors $\overrightarrow{P T}, \overrightarrow{P I}, \overrightarrow{P M}, \overrightarrow{P R}$ and $\overrightarrow{P L}$ are computed (Figure 2.3 - a). The normal vector $\vec{N}$ perpendicular to the palm is also retrieved (Figure 2.3-b). To detect a tap (Figure $2.3-\mathrm{c}, \mathrm{d}$ ) the angle $\alpha$ between $\vec{N}$ and any of the previously mentioned vectors is computed (using the same approach as in 2.4.2). Then the complement of this angle is computed $\left(\theta=90^{\circ}-\alpha\right)$. $\theta$ represents a value that is used for a tap detection by comparing it to a threshold; if a finger crosses this threshold (an angle of $12^{\circ}$ was used in this study), we suppose that this finger is now in a click position.

This approach led to a series of enhancements over the Three Fingers Clicking Gesture (2.4). First, users do not need to keep their ring and little fingers folded anymore; this proved to be easier to maintain than the previous one. Moreover, those two fingers can now be used for tap detection, and can thus have their own dedicated taps. Furthermore, the thumb and middle fingers are not needed anymore to generate the palm plane for tap detection, which also means that they can have their own dedicated taps detected independently. Finally, since the ring and little fingers do not need to be folded at all times, and since the thumb and middle fingers are not required to be extended, the neutral position (no click is occurring) became a more relaxed open palm gesture.


Figure 2.3: Depth Click: a and b depict the front and side views of an unclicked state. c and d show the front and side views of an Index-click gesture.

### 2.5.2 Click Down and Click Up

To make the tapping gesture more robust, another improvement was introduced in the way a it is detected. Simply $\theta$ crossing the threshold (2.5.1) is not enough anymore. In the Three Fingers Clicking Gesture (2.4), once the index finger crossed the threshold, a continuous tap event was being fired; this resulted in multiple taps in a row. To prevent this, we introduced a new rule, where a click gesture was now separated into two actions: a "Click Down" and a "Click Up". Table 2.2 summarizes those two gestures

Table 2.2: Click Down and Click up

| Gesture | Explanation |
| :--- | :--- |
| Click Down | $\theta$ of a given finger crosses the threshold. This finger is now in <br> Click Down mode |
| Click Up | A finger that was previously in Click Down mode retreats to <br> behind its threshold. After this action, the given finger is now <br> back into neutral position (no click is detected) |

A click was therefore defined as a Click Down followed by a Click Up, for a given finger, as summarized in Algorithm 2. This approach now clearly defines the beginning and the end of a tapping gesture. To make the best use of the gestures, we implemented them using the Observer Design Pattern [35]. This design pattern is ideal for events and is typically used in GUIs. It dictates using two objects for an event: an Observable (which generates an event) and an Observer (which receives said event). Figures 2.4 and 2.5 show the Click Down and Click Up actions for the index and thumb respectively

```
Algorithm 2 Depth Click
    procedure OnFrame
        Get palm center ( P )
        Get normal vector \(\overrightarrow{P N}\) perpendicular to the palm
        for every Finger F in hand do
            Get the 3D position of F
            Define the vector \(\overrightarrow{P F}\)
            Compute \(\angle\) NPF from the dot product of \(\overrightarrow{P N}\) and \(\overrightarrow{P F}\)
            Compute angle \(\theta=90^{\circ}-\angle \mathrm{NPF}\)
            if ( \(\theta>\) Threshold) then
                GenerateClickDown(F)
            else
                if (Finger has been in Click Down posture) then
                    GenerateClickUp(F)
                end if
            end if
        end for
    end procedure
```


### 2.5.3 Possible Gestures

Separating a tap into two different events not only prevented the generation of multiple tapping events in a row, but also introduced a series of improvements and possibilities to the interaction itself. A tap gesture is now limited by two boundaries (Click Down and Click Up), which makes its detection more robust. Furthermore, a click is not limited by a time constraint: users can keep their finger in Click Down mode as long as they wished, and a full click will only be detected after a Click Up. By using this method, a new "Long Click" event became possible. A long click was generated when users kept their finger in Click down posture for more than a given time threshold ( 500 ms was used in the prototype); once the click is released, the Long Click event is terminated. A Long Click and a regular click are detected separately, and hence can be used in the same interface independently.

Another gesture that we were able to detect is "Double Click", which is defined as two consecutive taps that occur within an interval of time that is less than a specified threshold (a 1000 millisecond threshold was used in the prototype).

All of the above mentioned gestures can be detected anywhere, as long as the hand was detectable by the depth sensor. However, they can also be used for precise input in the case of a user interface element. That is, that element cannot be activated unless the hand is hovering over it. The palm center of the hand was therefore used as a cursor, because


Figure 2.4: Index-click sequence: in a, the index finger executes a Click Down, and in b, it performs a Click Up. Note that the GUI element (button) changes color to green when it is clicked.
its location does not change when fingers are executing a tap (if the fingertip was used, its position will change when it is performing a tap gesture). As such, a user interface element can be clicked if the cursor intersects it. The separation into Click Down and Click Up have made the cancellation of the event possible. To accomplish this, a tap had therefore to satisfy an extra condition, in the case of a user interface. Not only it should it consist of a Click Down followed by a Click Up, but both those gestures have to occur inside the boundaries of the user interface element. Due to this, users can now cancel the event even if they started clicking an element. This can be used to reduce errors due to the activation of the wrong target. Because both Click Down and Click Up have to occur over the same target, users can cancel the action, even if they already started performing a Click Down, by simply moving the cursor outside of the element before releasing the click. By doing so, the Click Up event will not be detected over the interface element, and as a result, the click itself will be canceled and an accidental click will be prevented.

### 2.5.4 Evaluation

A prototype was built using a Creative Senz3D depth sensing camera which uses Time-of-Flight technology, capturing videos at 30 fps. The resolutions are $640 \times 480$ for RGB and $320 \times 240$ for depth. The camera was placed on top of a $23 "$ monitor with Full HD resolution,


Figure 2.5: Thumb-click sequence: in a, the thumb finger executes a Click Down, and in b, it performs a Click Up. Note that the GUI element (button) changes color to green when it is clicked.
facing the user and tilted down approximately $10^{\circ}$. The algorithm was implemented on a computer equipped with an Intel Core i5 3.2 GHz CPU. The Intel Perceptual Computing SDK 2013 was used to retrieve the 3D positions of the fingers and palm center, as well as the normal vector protruding from the palm. Those points were used to construct the various vectors described in 2.5.1. Onscreen rendering was implemented in SFML [36]. The entire prototype was written in $\mathrm{C}++$. To evaluate our system, two experiments were conducted and a questionnaire was filled in. 10 participants ( 5 males, 5 females) aged between 20 and 36 volunteered; 5 among them are computer scientists/engineers. All of them are highly familiar with computers. 1 of them is left-handed. After explaining the process of the experiments to the participants, they were given 2 minutes to practice the different interactions (Index-click, Index- Double-click, Index-long-click and Thumb-click). They were also given the chance to test the Image Gallery Prototype (2.5.10).

### 2.5.5 Experiment 1 - Comparison With Other Types Of Selection Mechanisms

In this experiment, Depth Click was compared with 3 other gestural selection mechanisms. 9 blue buttons, sized $100 \times 100$ pixels, were arranged in 3 rows of 3 buttons each, separated by 100 pixels horizontally and vertically (Figure 2.6 ). The buttons were num-
bered from 1 to 9. An additional Start button was also added. After selecting the Start button, a number is displayed at the top of the screen, and the participants had to select the corresponding button. Selecting a button with a different number than the one that was shown counted as an error. 20 selections were required. The number of errors and the completion time were saved. The participants were required to repeat this experiment 4 times, once per selection mechanism ( 80 selections per participant, for a total of 800 selections).


Figure 2.6: 9 buttons, plus the Start button at the right. A number at the top of the screen showed the button that should be selected.

A cursor showed the position of the palm center. Whenever the cursor hovered over a button, that button's color changed to red to indicate hovering to the user, and that button's color flashed to green upon a positive selection. The different selection mechanisms used in this experiment were:

- Depth Click (Click Down, then Click Up over the same button).
- Double Cross: the cursor has to hover over a button, exit the button's boundaries, then hover over the same button again to trigger a selection. Crossing an unintended target only once does not select it, and hence was not counted as an error.
- Cross: the cursor hovers over a button to trigger a selection. An unintended cross was counted as an error.
- Closed Hand: the user hovers over a button, then closes his hand to select it.


### 2.5.6 Experiment 2 - Detection Test

The participants were asked to perform 20 clicks over a single button sized $200 \times 100$ pixels. They were required to repeat this experiment 3 times ( 60 clicks per participant, for a total of 600 clicks), each time using a different click (index-click, thumb-click and index-double-click). The number of detections per click type were then checked.

### 2.5.7 Questionnaire

After completing the experiments, the participants were asked to fill the following questionnaire, to which they could respond on a five point Likert scale $(-2=$ Strongly Disagree, $2=$ Strongly Agree):

1. Is an Index-click easy to perform?
2. Is a Thumb-click easy to perform?
3. Is a Double-click easy to perform?
4. Does our method feel more natural than other selection mechanisms?
5. Does a Long Click feel more natural than a Closed Hand for performing dragging actions?

In the last question (What is your preferred selection mechanism?) the participants had to choose an answer out of the following 4 possibilities: Cross, Double Cross, Click, Closed Hand. In addition, the participants were offered the opportunity to enter their reason, and overall comments, freely.

### 2.5.8 Results

In the first experiment, the mean time to perform 20 selections using Depth Click is 55.45 seconds (S.D. $=12.58$ ). While it is slightly faster than Double Cross (mean 57.2, S.D. 12.61): $\mathrm{T}(18)=-0.3, \mathrm{p}=0.76$, the difference is not significant. Depth Click was slower than Cross (mean 44.4, S.D. 5.54 ): $\mathrm{T}(12)=2.54, \mathrm{p}<0.05$, showing that the difference is considerable. Finally, Depth Click is also slightly faster than Closed Hand (mean 58.21, S.D. 12.61): $\mathrm{T}(18)=-0.48, \mathrm{p}=0.63$, but the difference is not significant. It is to be noted that the times include the processing time that was performed to detect the various gestures. Depth Click had a success rate of $18.2(91 \%)(S . D=1.39)$, higher than Double Cross (mean $16.8(84 \%)$, S.D. 1.87$): T(17)=1.89, p=0.07$. It also had a success rate higher than Cross (mean $15.6(78 \%)$, S.D. 2.36): $T(15)=2.99, \mathrm{p}<0.05$, and higher than Closed Hand (mean
$17.6(88 \%)$, S.D. 2.95): $T(13)=0.58, p=0.57$. The results of Experiment 1 are shown in Figure 2.7


Figure 2.7: The results of Experiment 1.

In the second experiment, out of 20 clicks, the average numbers of detected Index-clicks, Thumb-clicks and Double-clicks are respectively 17.3 ( $86.5 \%$, S.D. 2.21 ), 17.3 ( $86.5 \%$, S.D. 3.02 ) and 17.5 ( $87.5 \%$, S.D. 3.2). Figure 2.8 shows the results of Experiment 2.


Figure 2.8: The results of Experiment 2.

As for the questionnaire, all the averages were above neutral. Most people agreed that an Index-click is easy to perform (mean 1.2, S.D 0.63) and many agreed that a Thumb-
click is easy to execute (mean 0.6, S.D 0.84 ), same for a Double-click (mean 0.9, S.D 0.73 ). Most participants strongly agreed that a click is more natural than the other proposed selection mechanisms (mean 1.4, S.D 0.69), and many felt that a Long-click is more natural for dragging (mean 0.7, S.D 1.15). 8 out of 10 participants ( $80 \%$ ) chose clicking as their preferred selection mechanism.

### 2.5.9 Discussion

Depth Click was faster than Double Cross and Closed Hands; however, the difference in completion time was not significant. It also had a higher success rate than those methods, but nonetheless, the difference was not considerable. And while it was slower than Cross, Depth Click's error rate was significantly lower than that of Cross. And with detection rates higher than $86 \%$, we can say that the method is robust and reliable. The reason why Cross is fast is that the cursor only needs to intersect the button to trigger the selection; however, this makes it more error prone as it is easy to hover over unintended buttons. Depth Click requires a tapping motion; the gesture itself and the processing time to detect it result in an interaction slower than Cross. However, Depth Click has higher reliability regarding errors in selections.

As per the answers of the questionnaire, it can be deduced that tapping is more natural than the other selection mechanisms, and it was the preferred one.

One of the problems that we faced was the fingers detection. Since we were using the camera's SDK to retrieve the fingers' positions, the detection of a tap was constrained by the camera's abilities to detect the fingers. The camera proved to be sensitive to strong ambient light, and in many cases, the hand would stop being detected in many frames, even if the user did not move said hand. Since the algorithm relies on having a Click Down and Click Up being performed over the target, if the palm center's detection fails during the Click Up gesture, it would be considered as a canceled click, and thus not detected. The detection problem especially affected the Long-click: while being pressed down, the finger might not be detected and thus the interaction would end.

Depth Click's design gave it some advantages over other techniques that could not be quantified in experiments. Those possibilities are listed in Table 2.3.

Table 2.3: Depth Click's possibilities compared with other techniques.

| Possible Action | Depth Click | Double Cross | Cross | Closed <br> Hand | Hover |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Detection not limited by time | Yes | Yes | Yes | Yes | No |
| Allows a change of mind | Yes | Yes | No | No | Partial |
| Allows a "long press" | Yes | No | No | Yes | No |
| Unaffected by the interface layout | Yes | Partial | No | Yes | Partial |
| Can be used for actions other than selections | Yes | No | No | No | No |
| Detectable without a target | Yes | No | No | Yes | No |

### 2.5.10 Image Gallery Prototype

An image viewer prototype with functionalities similar to that of a smartphone's gallery was implemented, and control was provided with Depth Click. Three possible interactions with the displayed images were defined: "Swipe", "Zoom" and "Rotate". Figure 2.9 shows the zooming and rotating functionalities in action.


Figure 2.9: Users click (a) and push their hand closer to the camera to zoom in (b); to rotate, they click (c) and turn their hand (d).

Swiping allows users to change photos. In "Swipe" mode, the action is triggered using a long Index-click-down. The cursor (determined from the palm center as explained in 2.5.3) has to be above the photo, otherwise it cannot be swiped. Once a Long-index-click-down is detected, the position of the cursor is then saved. The users can then move their hands left or right, and the photo will move along. When an Index-click-up is detected, the position of the cursor is retrieved, and the horizontal distance between the Click Down position and Click Up position is measured. If the distance is greater than 300 pixels, the previous/next image is displayed.

Zooming gives the users the opportunity to zoom in/out of photos. In "Zoom" mode, just like in "Swipe" mode, the action is triggered using a Long-index-click-down. The cursor
has to be above the photo, otherwise the zooming action cannot be accomplished. Once a Long-index-click-down is detected, the distance of the index finger to the depth sensor ( Z coordinate) is saved. At this moment, users can either push their hand closer to the depth sensor to zoom in, or away from it to zoom out, all while the index is in Click Down position. When the click is released, the distance of the index to the depth sensor is again measured. If the new distance (on Click Up) is smaller than the old one (on click-down) then the finger got closer to the sensor, and a zoom-in action is executed. On the other hand, if it is greater, then the finger got further from the sensor, and a zoom-out action is performed. A 0.1 difference in the scaling factor was added or removed in every frame to implement the zoom-in and zoom-out effects respectively. The overall scaling factor was limited between 1.0 and 2.0 to prevent users from performing extreme zooming.

Rotating allows users to rotate photos. In "Rotate" mode, the action is triggered using a Long-index-click-down. The cursor has to be above the photo, otherwise it cannot be rotated. Once a Long-index-click-down is detected, the positions of the thumb ( T ) and index (I) are saved, and the vector $\overrightarrow{T I}$ is created. Now the users can rotate their hands clockwise and counter-clockwise, and the photo will rotate along. This is accomplished by continuously retrieving the vector $\overrightarrow{T I}$ and measuring the angle between it and the original $\overrightarrow{T I}$. The photo is then rotated by this angle. A Click Up stops the rotation interaction.

Since those three interactions are executed in midair, it is possible to unintentionally activate two or all of them at the same time. For example, when users are performing a Swipe, if their hand moves closer to the sensor, then Zoom will be also executed. To prevent this from happening, we included a cycling mechanism; this forces users to only use one interaction at a time. Furthermore, they need to cycle between the available options in order to use them. To cycle between those three functionalities, users would execute a Thumb-click anywhere in the screen. Every tap of the thumb would then change the interaction mode to one of the above cited three functionalities. When the applications starts, it is in Swipe mode. A Thumb-Click would put it in Zoom mode, and another one would activate Rotate mode. The next Thumb-click would reactivate Swipe mode, and so on.

### 2.6 Summary

In this chapter, we presented methods on finger tap detection using a depth camera. In the first approach, we used the thumb and middle fingers to generate a plane. which was employed to determine the angle of the index finger in regards to this plane. The angle was compared with a threshold to determine whether an index tap was executed. It had good performance, but was tiring to use and limited to the index finger. In the second approach, we were able to detect the angle of every finger in regards to the hand's palm, thus any finger could be used to perform taps. Furthermore, the tap gesture was separated into Click Down and Click Up gestures, which increased the possibilities for the usage of taps and gave the users control over the start and stop timing of the gesture. We were able to detect additional gestures such as Long Click and Double Click. Moreover, in the case of a user interface, we added an extra rule to detect a click, which stipulated that both Click Down and Click Up gestures should be executed over the interface element, which reduced unintended selection errors and allowed users to change their mind even after starting a click operation. Finally, we implemented an image viewer prototype which uses clicks as a mean of interaction, and the clicks were used to start more complicated gestures that could be executed in 3D. This approach still had limitations such as a tiring neutral position and the lack of use of precision of the taps, which formed the motivations for the next step of our research that is described in details in Chapter 3 .

## Chapter 3

## An Algorithm For Explicit Midair Finger Clicks Detection

In this chapter, we describe in details Xpli Tap, an algorithm to explicitly detect midair finger clicks, as well as its midair keyboard application. The design of the system is described. First we describe the movements of the human fingers, then we detail the algorithm steps that we used to reliably detect midair taps. We later explain how a midair keyboard was implemented and the assumptions behind it, including three different approaches for detecting a keyboard row. We then conduct experiments to determine the reliability of the approaches. Finally, we discuss the capabilities and limitations of the system and describe some possible applications.

### 3.1 Research Goals

Previously, we have proposed two selection mechanism algorithms for finger tap detection using a depth camera. However, we have found that they had some limitations. The Three Fingers Clicking Gesture (2.4) was limited to a simple index tap because the other fingers were not usable, and it was difficult to maintain. Depth Click (2.5) improved on that, but still suffered from limitations of its own. While it could detect the taps from all the fingers, it was not precise: the position of the fingers and their taps was not usable. This limited Depth Click to a generic click, and using precise information from a fingers position was impossible. Moreover, the neutral position was an open palm, where the users had to keep their fingers fully extended, which caused tiredness after some use, since relaxing a
finger might cause it to cross its threshold and might as a result generate an unintended tap. To overcome these limitations, we decided to make the identification of a tap more precise. To accomplish this, we will carefully identify the tapping finger. To further increase the precision, we want to detect the exact location of the tap when it occurs. Furthermore, we would like to make the gestures more ergonomic, by making them easier to perform, and customizing them for every user; this will also increase their accuracy.

### 3.2 Midair Tap

Using hand gestures for computer control opens up the possibilities for different kind of interactions, such as waving [9], "index pointing thumb up" gesture [10], checking the folded and extended fingers [29] and pinching [37]. Different gestures have different usage, and an important aspect of an interface usability is being able to select its different components. We have covered using a finger tap gesture as a selection mechanism in Chapter 2. However, a midair finger tapping gesture can extend beyond that, especially if additional features of the fingers and gesture can be taken advantage of. In 3.2.1, we first start by discussing the importance of a midair tap.

### 3.2.1 Importance Of Midair Tapping

Van de Camp et al. [27] investigated the interaction with distant interfaces while using gestures, which they separated into three groups, depending on the body part that was used for those gestures: the fingers, the hand and the arm. They performed their study on the following gestures: push, pull, rotate, point, dwell, bend, air-tap, pistol and grab. Since every gesture's accuracy depends on its respective recognition system, they used a Wizard of Oz setup [38] where the participants interacted with a pretense system that was actually controlled by a hidden human experimenter, which allowed the participants to experience each gesture as if its recognition system was working perfectly. The participants chose air-tapping as their favorite input gestures, and many of them pointed out that it is very intuitive because it has a high resemblance to the use of a computer mouse. While air-tapping in the above study was performed with the index finger while having all the other fingers folded, in our study we used all the fingers to make the most use of the gesture.

### 3.2.2 Related Work

In uTrack [39], two magnetic sensors were worn on a user's fingers, and the sensors' readings were analyzed thus enabling the use of a combination of two fingers as an input device. The two sensors were attached to a finger different from the thumb (e.g. the ring finger), and a permanent magnet was attached to the thumb. The second sensor removed the ambiguity in locating the magnet's position, which in turn was used to control a cursor on a computer screen. This solution requires the attachment of sensors to the hand and is limited to only one finger.

Lin et al. [40] created an imaginary air touch panel that can be anchored in midair at any location that the user wills. After positioning the panel, users can interact with it by executing a quick tap on it.

In [41], Bai et al. use the fingertip to create an Augmented Reality (AR) interaction system for mobile devices. To utilize with the system, a finger is put behind the screen so that it can be detected by the device's camera; keeping the finger still in a small area for a defined amount of time changes the state of that finger so that it can interact with the device.

Similarly, Hürst et al. used finger tracking for AR interaction with a mobile device [42]. They used a marker on the fingertip they wished to track, and that finger had to hover an object from the real world until the associated progress bar filled indicated that the object has been selected. Baldauf et al. [43] implemented a markerless fingertip detection that was used to create natural interactions with mobile devices; several interactions became possible: a fingertip can be used to select a virtual object by pointing at it, and a pinch gesture with the index and the thumb can be used to grab a virtual object or to control an imaginary volume knob by turning it. Micro input devices systems (MIDS) utilizing microelectromechanical systems were used in [44] to create wearable devices that can function as a computer mouse or keyboard. A MIDS ring was made using accelerometers and was used to detect a finger tap motion; it was shown that it could handle the operations of a keyboard or mouse.

A flood filling technique was used in [45] to detect a tap by touching a surface; here, a depth map retrieved from a depth sensor was analyzed to determine if a finger intersects with a solid object. When a finger comes in touch with a surface, the flood filled area's
pixels are counted, and when they cross a determined threshold, that finger is deemed to be tapping.

A finger clicking interface for Augmented Reality systems was presented in [46], since it feels more natural for a user to interact with a virtual object in a similar way he uses his hands to interact with objects in the real world. The limitation of this approach is that the click is used just as a selection mechanism, and the only finger used for clicking is the index finger. All of these works either attach some sensor to the users' hands and fingers, force the users to touch a physical object for tap detection or have a limited scope of possible interactions such as being able to use just one finger or detecting a simple tap that cannot be used beyond a selection mechanism purpose.

### 3.3 Human Fingers Motion

Since we are detecting midair finger taps, understanding the workings of the human fingers and the anatomy of the human hand is crucial. By understanding the behavior of the fingers, we can then create better algorithms that take their motions into consideration to get a higher accuracy.

According to Zatsiorsky et al. [47], "force enslaving" is the phenomenon under which fingers produce forces, even though subjects were using other fingers: even when the subjects were required to perform pressing gestures with one, two or three fingers, without lifting the other fingers, those other fingers still generated some forces. Li et al. [48] studied the motion of a given finger (master finger) and its effect on neighboring fingers (slave fingers), by measuring the angular displacements of the fingers. They found out that slave fingers tend to move when the master finger moved. They call this phenomenon "motion enslaving". They suggest that the enslaving effect was mostly observable on neighboring fingers, and that the middle and ring fingers have an enslaving amount of more than $60 \%$ of their own maximum angular displacements. They also suggest that the index finger had the highest level of independence. In [49], Häger-Ross et al. state that normal human subjects produced motion in other fingers, even when instructed to move only one digit without moving the others. They also suggest that the independence level between the fingers did not depend on the subjects' handedness, as they could not find a difference in finger movement independence between the dominant and non-dominant hands.

As can be seen in the above mentioned studies, human fingers move together, even if subjects are asked to move just one. This creates a particular challenge in midair tap detection: since there is no physical object to prevent the noninstructed fingers from moving, multiple taps from different fingers will be detected simultaneously due to the unintended motions created in the slave fingers. This can be problematic in the case of precise input, or if the input depends on the fingers (i.e. if different commands are assigned to different fingers).

### 3.4 Xpli Tap

Xpli Tap is the algorithm that we developed to explicitly detect midair finger taps. We use Depth Click (2.5) that we have previously discussed in Chapter 2 as our starting point.

Depth Click was shown to be a fitting selection mechanism, and less prone to generating errors (mis-selections) than existing gestural selection mechanisms, especially in a situation involving many targets packed in a tight area. Results have shown that Depth Click's success rate in choosing a specific target among many was higher than other selection gestures.

However, Depth Click still had some limitations. One of them is the fact that individual finger taps could not be distinguished: for example, if both the index and ring fingers crossed the threshold at the same time, the system would simultaneously register and Index Click and a Ring Finger Click, and would thus prevent the users from individually assigning functionalities to every finger. Another limitation is the neutral position of the hand. When the users did not want to tap, they had to keep their fingers extended. This caused tiredness in the hand muscles, since any bending of the fingers would create an angle greater than the threshold and as a result generates an unintended tap. Moreover, Depth Click detected a "generic click", that is, once the threshold was crossed, a click was detected regardless of the position of the finger, and as such, during a clicking operation, using precise information from a finger's position is impossible.

To overcome these limitations, we first introduced a "Relaxed Neutral Position" where the users could keep their fingers relaxed even when they are not executing any tap. Furthermore, by carefully examining the movements of the human fingers (3.3) we wrote an algorithm that isolates the tapping finger. We then proceed to the actual detection of the tap gesture. The above mentioned steps will be explained in details in the following sections.

### 3.4.1 Relaxed Neutral Position

"Neutral Position" is the term we use to indicate a hand posture during which no tap occurs. In Depth Click (2.5) a tap was detected once a finger crossed a given threshold. This threshold was the same for all users; this worked well on some individuals, but not on others. Moreover, the threshold was the same for all fingers, which forced the users to keep their fingers fully extended when in the neutral position. This created tension in the hand and forearms muscle after repetitive use.

Our goal is now the creation of a "Relaxed Neutral Position" to overcome the above mentioned limitations. In this new posture, we suppose that when no tap action is being performed, the fingers should be in a relaxed position that is ergonomic to the users, rather than fully extended as the previous one was defined. Figure 3.1 illustrates the difference between the original neutral position (Figure 3.1 - a) and the relaxed neutral position (Figure 3.1 - b).


Figure 3.1: Difference in neutral postures of Depth Click (a) where the neutral posture assumes that the fingers should be fully extended when not clicking, and Xpli Tap (b) in which the fingers can be relaxed.

To accomplish the new position, and make it as ergonomic as possible, we had to take into consideration the following two points:

- Every finger of the same hand has a threshold angle $\theta$ that is different from the other thresholds of the remaining fingers of that hand.
- Even for the same finger, different users have different thresholds, and varied ways of holding the relaxed posture of that given finger.

This has lead us to implement a calibration mechanism that allows the creation of thresholds for each finger separately. Furthermore, those thresholds should be customizable for each and every user according to his/her preferred neutral position. We explain this calibration system in 3.4.2.

### 3.4.2 Calibration

Before describing the details of the calibration mechanism, we first start by explaining the coordinates systems that are used by the Leap Motion sensor.

The Leap Motion controller uses a right-hand coordinates system as can be seen in Figure 3.2 - a. According to [50], x, y and z coordinates of a finger tip are expressed in millimeters as the distance from the controller itself. That is, the frame of reference is the Leap Motion sensor itself, which in this case represents the origin $0,0,0$.


Figure 3.2: Absolute (a) vs. Relative (b) coordinates systems.

This "world coordinates system" is useful when measuring the position of the hand or fingers in respect to the sensor, or when checking the distance traveled by the hand. However, in some sections of our work such as when the exact reading of the position of the finger during its tapping motion is required, we would like to measure the movements of fingers according to the hand itself rather than the controller. The Leap Motion SDK provides a functionality to allow us to transform world coordinates (absolute coordinates) to "local coordinates" (relative coordinates) where they become in the hand's frame of reference [51]. Here, the palm position becomes the origin, therefore the coordinates of the fingers are retrieved according to this new origin, rather than the controller. The relative coordinates system is shown in Figure 3.2 - b.

To start the calibration process, the users put their hands above the Leap Motion controller, while our system is reading the required information. This is performed during 200 frames, and takes approximately 2 seconds (software using Leap Motion runs at approximately 100 fps , but the frame rate varies depending on the available resources). During those 200 frames, we save the following information:

- The 3D coordinates of every fingertip, in world coordinates.
- The 3D coordinates of the palm center, in world coordinates.
- The 3D coordinates of every fingertip, in local coordinates.
- The 3D coordinates of the palm center, in local coordinates.
- The $\theta$ angle (Figure $2.3-\mathrm{d}$ ) of every finger.
- The finger bones angle (explained in 3.5.3) of every finger.

After retrieving the above information, we compute the mean values for all of them. From the above values, we then compute the mean values of the $\theta$ angles. We call those mean values $\theta_{\text {neutral }}$. We then define the new thresholds, for every finger, as being $\theta_{\text {neutral }}+$ $10^{\circ}$. We also calculate the mean values of the Finger Angles $\angle \mathrm{LPR}, \angle \mathrm{RPM}$, and $\angle \mathrm{MPI}$ (Figure $2.3-\mathrm{a}$ ). We call the mean values of these angles $\angle L P R_{\text {neutral }}, L R P M_{\text {neutral }}$ and $\angle M P I_{\text {neutral }}$ respectively. Those angles are assumed to be in the same horizontal plane as the palm; that is, the fingers' Y coordinates are projected to the palm. This is introduced so that a vertical movement does not affect the angle's value when the finger moves down and up, but rather only a horizontal movement does. We also compute the mean value of the distance between each fingertip and the palm center. We suppose that this is the neutral palm distance, that is, the distance between the fingertip and the palm center when the fingers are in their neutral (relaxed) position.

### 3.4.3 Elementary Tap Detection

As stated in 3.4, Xpli Tap is more than a simple tap detection algorithm. The first step in the algorithm is, however, an elementary tap detection mechanism. Once a tap can be detected, further improvements will be applied to make the system more robust and reliable. To accomplish that, we used Depth Click (2.5.1) as our starting point. We have also use the same Click Down and Click Up (2.5.2) approach that we had used in Depth Click: whenever a finger crosses its threshold, a Click Down event is fired; whenever that finger goes back behind its defined limit, a Click Up event will be raised. However, in Xpli

Tap, each $\theta$ threshold is going to be custom-defined for every finger, as well as for every user, as described in 3.4.2. An elementary tap can now be detected for every finger of the hand.

### 3.4.4 Determining The Tap Position

Detecting the tap gesture is quite useful for creating natural user interfaces. A possible way of increasing the gestures vocabulary is by determining the finger that is associated with the tap. This has already been accomplished in Depth Click, and is a feature of Xpli Tap (3.4.3). To further increase the vocabulary, it is necessary to use other features from the information available about the fingers. Such a feature is finding the exact position of the tap for each finger. Previously, we have used the palm center as a cursor (2.5.3, 2.5.10). This is quite advantageous when using 2 D interfaces, and a cursor has to displayed onscreen to help guide the users, for example, to tap a button. In 3D applications where a cursor is not needed, other approaches can prove more suitable; such an approach is detecting the tap position for the tapping finger. This can help augment the gestures vocabulary; for example, we can calculate the distance between the palm center and the tap position. This distance can then be used when a tap is detected to distinguish new gestures. For example, if the distance is greater than a predetermined value, the gesture will be different than if the distance is smaller than that value. In this way, we have now, for each finger, two distinguishable taps, and thus the vocabulary has been augmented twofolds.

Since a tapping motion consists of a finger going in a down motion, followed by a going up movement, we have defined the "Tap Position" as the position of the fingertip (3D coordinates) when it reaches its deepest position during a Click Down (right before it starts going up). To achieve this, we supposed that the finger will be in its deepest position when its $\theta$ angle is at its greatest value. To determine when the angle of a clicking finger has reached its biggest value, we save the value of this angle in each frame after a finger has crossed its threshold. We also save the position of the fingertip. From the fingertip's position, we deduce its distance to the palm center. We then proceed to subtracting the neutral palm distance (determined in 3.4.2) from the current distance. We then compare the values of $\theta$ across the frames: when a finger starts moving back up, its angle will start decreasing. We thus determine the value of the greatest angle for the clicking finger, as well
as its associated fingertip position, distance from the palm center, and difference between this distance and the neutral palm distance. Algorithm 3 summarizes this step.

```
Algorithm 3 Determining the tap position
    procedure OnFrame
        for every Finger in hand do
            if (AngleOfFinger \(>\) threshold) then
                Save \(\theta\)
                Save fingertip position
                Deduce PalmDistance \(=\) Distance(palm center, fingertip)
                Compute DistanceDifference \(=\) PalmDistance - PalmDistanceNeutral
            end if
            Determine the greatest \(\theta\)
            Determine its associated position and distances
        end for
    end procedure
```


### 3.4.5 Tapping Finger Isolation

As explained in 3.3, human fingers tend to move together, even when we intend to only move one. Häger-Ross et al. [49] have found that noninstructed fingers generate a force when the instructed finger moves; the latter is however greater than that of the noninstructed fingers. The unintentional motion of these fingers does not affect the result of typing on physical keyboard, because their generated force is not enough to push a physical key. However, in the case of midair typing, there is no physical object to prevent an unintended tap from being detected.

To overcome this problem, we have implemented a "finger isolation algorithm". Another point that we have previously explained in 3.3 is that according to Li et al. [48] the uninstructed fingers will move at a $60 \%$ angular displacement of the instructed finger. Based on this information, we supposed that during a tapping motion, the intended finger will move more than the unintended ones. To be able to find the finger that the user intended to tap with, we first defined the $Y$-Travel variable, which represents the difference of the Y-coordinates of a finger, between its clicking position, and its neutral relaxed position. That is, it represents the amplitude that is traveled by the moving fingers across the Yaxis. We therefore assumed that the finger which the user intends to use for a tap will have the greatest Y-Travel value during a tapping operation. Figure $3.3-\mathrm{b}$ explains how multiple fingers might cross the thresholds. The blue arrow illustrates the amplitude of the
ring finger, whereas the yellow represents that of the little finger. Here, we assume that the latter is the tapping finger, and thus its Y-travel is the greatest between the two.

To determine this value, once one or multiple fingers cross their respective thresholds, we start saving their current position. We repeat this for every frame where at least one finger is crossing the threshold (that is, during every frame of a Click Down event). After saving the Y-travel value of every finger, we then proceed to computing the means of those values that have been saved across the previous frames until the current one. We then proceed to determining the greatest of the mean values. This operation is also performed in every frame of a Click Down event. This aforementioned result will represent the biggest Y-travel of all the tapping fingers; we then retrieve the finger that is associated with it. This will represent the intended tapping finger. We repeat this as long as one or many fingers are in clicking posture, as shown in algorithm 4.

```
Algorithm 4 Determining the tapping finger
    procedure OnFrame
        for every Finger in hand do
            if (AngleOfFinger > threshold) then
            for every finger in hand do
                    Find Y-Travel
            end for
            Determine the greatest Y-Travel
            CurrentFinger \(=\) finger with greatest Y -Travel
        end if
        end for
    end procedure
```


### 3.4.6 Tap Detection

In Xpli Tap, detecting a tap requires multiple steps; in each of them different values and features are determined. So far, the following procedures are executed:

- Determining the relaxed position: a calibration mechanism is used here to allow the customization of the threshold angles for every finger and every user.
- Detecting an elementary tap: here, a basic tapping action is detected.
- Determining the tap position: when a tapping finger reaches its deepest point, various features are extracted such as its position.
- Isolating the tapping finger: since the human fingers move together, the tapping finger had to be correctly separated from the other moving fingers.

The remaining step is detecting the tap and generating an event for it.
A midair tapping gesture occurs when a finger goes in a Down-Up motion, separated into Click Down and Click Up steps. Since the human fingers move together, there is a possibility of detecting clicks that are unintentional; this is why we have isolated the intended finger. A result of the simultaneous motion of multiple fingers is that there are going to be a Click Down and a Click Up events for every finger that has crossed its threshold. Considering that a tap is a Click Down followed by a Click Up, once the instructed finger has been isolated, the other fingers' events should be rejected. To realize this, whenever a finger that has previously entered a Click Down mode goes back behind its threshold (i.e. becomes in Click Up mode), we check whether it is the previously isolated tapping finger. If it is, we suppose that this finger has satisfied both the Click Down and Click Up steps, and as a result, we generate its corresponding Click event. If it is not, no action is taken.

Since multiple fingers can move together, after the isolated finger has gone back behind its threshold and its relevant click event has been generated, there is a chance that the other fingers (the uninstructed fingers that moved simultaneously with the intended finger) are still crossing their thresholds. As a result, a Click Down event will be triggered for the deepest finger, and then a Click event will be generated for it once it goes back behind its respective threshold. This scenario is illustrated in Figure 3.3 - c; here, the tapping finger was the little finger, and even though it has backed behind its threshold, the ring finger is still crossing it, and thus is still in a tapping position. To prevent those unintentional taps from being detected, we have added the following rule: once a tap has been generated, a new tap cannot be detected unless all the fingers have backed up behind their thresholds. This is used to further prevent new taps from being detected during the Click Up phase. Figure 3.3 illustrates the complete cycle for a tap detection. The complete algorithm is summarized in Algorithm 5.

### 3.5 Midair Keyboard

Our Xpli Tap algorithm not only has the potential of detecting midair taps for every finger, but it can also extract the precise position of the tapping gesture. To show the potential of our system, we have implemented a midair keyboard that uses our tap detection


Figure 3.3: This figure depicts a little finger tap. In a, all the fingers are behind their thresholds. For the sake of simplicity, we have represented the threshold as a single red dashed line, whereas in reality, each finger has its own defined threshold. In b, both the ring and little fingers have crossed their thresholds, however, the Y-Travel of the little finger (in yellow) is bigger than that of the ring finger (in blue), so the little finger is detected as the tapping finger. The little finger has gone back behind its threshold in c , so a little-finger-click is generated, but since the ring finger is still crossing its threshold, no new tap can be detected ( canClick $==$ false). In d, all the fingers went back behind their thresholds, so a new tap can be detected hereafter.
mechanism. To evaluate it, we have defined the following three levels for the recognition rate:

- Level 0: $90 \%$ accuracy.
- Level 1: $99 \%$ accuracy.
- Level 2: $99.9 \%$ accuracy.

We have also defined the following 3 levels for input speed:

- Level 0: 8 strokes per minute - we can input in any way.
- Level 1: 40 strokes per minute - we can input with some stress.
- Level 2: 200 strokes per minute - we can input with no stress.

Our initial goals were Level 0 for accuracy and Level 1 for speed.

```
Algorithm 5 Tap Detection
    procedure OnFrame
        for every Finger in hand do
            if (AngleOfFinger \(>\theta\) ) then
                    if canClick \(==\) false then
                return
            end if
            Find the tap position, then isolate the tapping finger
            CurrentFinger \(=\) tapping finger
            GenerateClickDown(CurrentFinger)
            else
                if (Finger has been in Click Down posture) \(\& \&\) (Finger \(==\) CurrentFinger)
    then
                GenerateClickUp(CurrentFinger)
                canClick \(=\) false
            end if
            end if
            if All the fingers backed up behind their thresholds then
                canClick \(=\) true
            end if
        end for
    end procedure
```

Previous work on midair keyboards has already been done. In [52], Yi et al. have created a midair keyboard. They have used a dictionary and a heuristic algorithm to estimate the words based on the sequence of fingers movements; that is, they analyze what fingers the users tapped, and generate a list of words depending on the possible combinations of keys that the fingers may have tapped. They also use one thumb to cycle through the possible results, and keep on using thumb clicks to go to the next word in the list of possible words that was generated from a dictionary. Once the desired word has been reached, the other thumb is then tapped to confirm it; a space is then appended automatically. This approach only uses combinations of keys and cannot be used to input individual keystrokes. Furthermore, it is impossible to input the space character by itself. Murase et al. [53] used a single RGB camera to detect key typing above a table. They estimate the row by detecting which row was selected. They accomplished this by calculating HOG features of the hands. While the required hardware is simple, the key press detection depends on two-dimensional values which prevents the users from freely twisting and turning their hands in 3D space. [54] used a projected keyboard on a surface, then estimated the pressed key by detecting
the finger that touched the surface and mapped its coordinates with a calibrated projection matrix to find the required key. This solution requires a virtual keyboard to be projected on a surface which uses extra hardware and requires a physical space for the projected image.

Several attempts were made to create a virtual keyboard using Leap Motion. In [55], a QWERTY keyboard is projected on a virtual reality device, and users have to tap a key from that keyboard by having one finger intersect with an on-screen key. A similar approach is made in [56]. In both examples, users have to actually "hit" a key by hovering over it then tapping it, so their finger must be moved on top of the key before using it, therefore the hands must adapt to the keyboard's position. Moreover, it seems that only the index finger can be used to input keystrokes. A different method was used in [57]. Here, a QWERTY layout is not used, and the keys are arranged on a single line. From the above examples, we can say that no virtual keyboard has been realized yet.

By using Xpli Tap, we wanted to implement a midair keyboard that replicates as much as possible the operation of a physical QWERTY keyboard. For that purpose, we intended to implement a system that can explicitly detect each key by itself, without using any dictionary for finding the possible words that users may be trying to input. Our algorithm already detects taps from each finger. It also isolates the intended finger to make it more accurate and help preventing the input of the wrong key. However, additional work is required to create a midair keyboard: we must be able to distinguish the desired row. By detecting the clicking finger and the row, the key can then be determined. In the following paragraphs, we explain in details the assumptions behind the finger movements that occur when typing on a QWERTY keyboard, as well as the different methods we used to determine the row.

### 3.5.1 Fingers Movements Assumptions

We wish to implement a midair version of the QWERTY keyboard and keep it as close as possible, in terms of usage, to the physical one. In order to do that, we had to determine how the fingers moved when typists were utilizing the keyboard. We suppose that a keyboard is composed of three rows:

1. The upper row, containing the keys $\mathrm{Q}, \mathrm{W}, \mathrm{E}, \mathrm{R}, \mathrm{T}, \mathrm{Y}, \mathrm{U}, \mathrm{I}, \mathrm{O}$, and P
2. The middle row, or home row, containing the keys A, S, D, F, G, H, J, K, L and Semicolon.
3. The lower row, containing the keys Z, X, C, V, B, N, M, Comma, Period and Forward Slash.

Overall, the keyboard is limited to the above mentioned keys. Furthermore, we consider that the space bar key is usable; however, we did not give it a "fixed" location below the lower row as is usually done in physical keyboards. The usage of the space bar is explained in 3.5.6.

In our study, we assume that when using a QWERTY keyboard, typists perform the following finger movements in order to type:

1. When they are not typing, the users' fingers are over the home row. In this position, no tap is being performed and the fingers are in a relaxed position, ready to type.
2. To hit a key from the home row, the users perform a downwards tap from the relaxed position. We consider that no further movement of the hand is required to go from the relaxed position to tap a middle row key.
3. Regarding the index fingers, they are usually used to tap two different columns each. For example, the left hand finger is used to tap the keys "R, F, V" and "T, G, B". Estimating the column is explained in details in 3.5.5.

As determined in the touch typing rules [58], we mapped the fingers, except the thumbs, to the keys as shown in Tables 3.1 and 3.2.

Table 3.1: Left hand fingers mapping.

|  | Little | Ring | Middle | Ring |
| :--- | :--- | :--- | :--- | :--- |
| Upper Row | Q | W | E | R or T |
| Middle Row | A | S | D | F or G |
| Lower Row | Z | X | C | V or B |

Table 3.2: Right hand fingers mapping.

|  | Index | Middle | Ring | Little |
| :--- | :--- | :--- | :--- | :--- |
| Upper Row | Y or U | I | O | P |
| Middle Row | H or J | K | L | $;$ |
| Lower Row | N or M | , | . | $/$ |

Successfully hitting a given key from the keyboard requires identifying the row as well. In order to accomplish that, we have defined three approaches:

- Tap Position Approach: the row will be determined based on the location of the tap.
- Finger Shape Approach: the shape of the tapping finger will be used to estimate the row.
- Palm Position Approach: the row will be approximated based on the palm's position.

The Tap Position Approach, the Finger Shape Approach and the Palm Position Approach are explained in details respectively in 3.5.2, 3.5.3 and 3.5.4.

### 3.5.2 Tap Position Approach

We have previously discussed how our system is able to detect the exact position of a tap by determining the finger's deepest point during its motion (3.4.4). By using this feature, we can measure the distance from the palm center to the fingertip when a tap takes place; from that distance, we can approximate the row of the keyboard when a tap occurs. To realize this, we used the data collected in 3.4.2 and 3.4.4. To detect the row of a given tap, we have first defined Distance $_{\text {Middle Row }}$ as $60 \%$ of the neutral palm distances of the index, middle and ring fingers, and $40 \%$ in the case of the little finger. We have then defined a margin of $15 \%$ for all the fingers. Once a tap is detected, we measure the new palm-to-fingertip distance, and use it in the following way, along with Distance $_{\text {MiddleRow }}$ and margin, to approximate the row:

- If the distance is smaller than Distance $_{\text {MiddleRow }}+$ margin, or greater than
 of the keyboard.
- If the distance is greater than Distance $_{\text {MiddleRow }}+$ margin, we determine that the finger tapped the upper row.
- On the other hand, if the distance is smaller than Distance $_{\text {MiddleRow }}$ - margin, then we suppose that the finger tapped the lower row.

By using this approach, each finger tap has now three functionalities, rather than just one. We have thus been able to augment the tap's interaction vocabulary. Figure 3.4 illustrates how a row is determined in the case of the left hand's index finger.


Figure 3.4: Illustration of how a row is estimated, in the case of an index click. The two parallel black lines represent the margin area for the finger. In a, the hand is in the neutral position. b shows the click occurring inside the margin, and thus the middle row is detected. In c, the click takes place beyond the margin, which means the upper row was clicked. The bottom row was detected in d, since the click occurred below the margin.

### 3.5.3 Finger Shape Approach

Just like Tap Position Approach (3.5.2), this method is used to increase the possible vocabulary of a single tap: instead of just assigning one given action to a tap, we detect the finger's shape then assign an action to each shape upon a successful tap detection. Therefore, instead of using the tap's positions, we will use the finger's shape during the tapping action to detect the row. Since our keyboard has three rows, we need to detect three different finger shapes in order to accomplish this task. We have defined shapes that occur while performing a tap: "Extended", "Bent" and "Relaxed". Figure 3.5 shows the different shapes of a tapping index finger.


Figure 3.5: Illustration of the different finger shapes that we detect during a tap - here we show a tapping index finger. In a, the finger is relaxed. In $b$ it is extended, whereas in $c$ it is bent.

An extended finger is almost straight; we assume that this shape will occur when users are trying to tap the upper row of the keyboard. A bent finger will have its bones at an angle of approximately $90^{\circ}$; this is the shape that is supposed to be used when hitting the lower row. A relaxed finger is neither straight nor bent. This is the shape of a finger when in neutral position (3.4.1). If a finger has this shape when a tap is detected, then we assume that the intended row is the home row. To determine these shapes, we use the angle $e_{\text {bones }}$
(Fig 3.6) extracted in 3.4.2. If, for a given finger, its angle $e_{\text {bones }}$ is less than $30^{\circ}$, we suppose that it is extended. If it is greater than $90^{\circ}$, then it is bent. If a finger is neither extended nor bent, then it is relaxed. Those values were determined taking into consideration the gesture: the shape of the finger has to be varied without actually moving the hand. The value $90^{\circ}$ was chosen as the shape in this case is easy to approximate by the user. An extended finger is straight, and will thus have its angle $e_{\text {bones }}$ between $0^{\circ}$ and $10^{\circ}$. To reduce errors, we chosen a value of $30^{\circ}$. Upon detecting a tap, we then perform the above check to determine the shape of the finger; this helps assigning extra functionalities to a tapping action.


Figure 3.6: The angle between the distal (black) and proximal (red) bones of the index finger.

### 3.5.4 Palm Position Approach

In the previous methods (3.5.2, 3.5.3), the interaction vocabulary of a single tap has been augmented by relying on the tap position or the finger shape, that is, even if the hand did not move, the different augmented actions could be detected. In this technique, increasing the vocabulary relies on actually moving the hand before executing a tap. The position of the hand (that is, the position of the palm center) will be used to differentiate different actions for a single tap. To map this technique to our keyboard, we assume that typists move their hands to hit different rows. We therefore consider the following motions:

1. For an upper row key, they slightly move their hands away from their body before performing a tap.
2. In the case of a lower row key, they slightly move their hands closer to their body, then tap.

We have already retrieved Palm $_{\text {neutral }}$, the palm center in the neutral position (3.4.2). When a tapping action occurs, we determine the position of the palm center Palm tap. To estimate the row that the users want to input, we compare Palm tap against Palm $_{\text {neutral }}$. To accomplish this, we compute the distance value of $\left[P_{\text {alm }}^{\text {tap }}, P\right.$ Palm neutral $]$ according to the Z coordinates only, that is, if the hand moved on the X axis (left-to-right or right-to-left motion) or relatively to the Y axis (vertical motion), the results are not affected. We then compare that distance against a predefined threshold (we used 60 mm in our study). If it is less than the threshold, we consider that the tap occurred in the middle row. If not, the tap then occurred in the upper or lower row. In this case, we check the Z coordinates of Palm tap and Palm neutral: if Palm tap is beyond Palm neutral , then we suppose that the tap occurred in the upper row region. Conversely, if Palm $_{\text {tap }}$ is below Palm neutral , then we suppose that the tap occurred in the lower row region. The Leap Motion sensor has a $150^{\circ}$ left/right field of view, a $120^{\circ}$ front/back field of view, and a range of 600 mm . Furthermore, it has an "interaction box", a rectilinear shape in this field of view in which the hand (or finger) is guaranteed to be detected. The Leap Motion controller software allows the modification of the size of this interaction box. By setting the box's height higher, its size becomes larger and the usable depth became 200 mm ( 100 mm on each side of the sensor according to the Z coordinate). By taking those values into account, as well as the to-and-fro movement of the palm, we have empirically determined the above mentioned 60 mm threshold to minimize the generation of errors. Figure. 3.7 illustrates the different zones that we defined in our row detection approach.

### 3.5.5 Column Estimation

As defined in Tables 3.1 and 3.2, each index finger can be used to input keys from two different columns: "R, F, V" and "T, G, B" for the left hand, "U, J, M" and "Y, H, N" for the right. We call "T, G, B" and "Y, H, N" the outermost columns. On the other hand, "R, F, V" and "U, J, M" are called the innermost columns. When typing a key from the outermost columns, the users extend their index fingers horizontally (away from the middle


Figure 3.7: The different zones that are detected to determine the row. Zones 1,2 and 3 are respectively mapped to the middle, upper and lower rows.
finger) in regards to their palm before executing a tap. To estimate the column tapped by an index finger, we used the angle $\angle M P I_{\text {neutral }}$ computed in 3.4.2. To detect the column, we suppose the users will move their index away from the middle finger and closer to the thumb, and thus, the new $\angle \mathrm{MPI}$ angle will be greater than $M P I_{\text {neutral }}$, so we defined the threshold MPI $I_{\text {threshold }}=M P I_{\text {neutral }}+6^{\circ}$. During a tap, we measure the new value of $\angle \mathrm{MPI}$; if it is greater than $M P I_{\text {threshold }}$, we suppose that the outer column was hit ("T, $\mathrm{G}, \mathrm{B}$ " in the case of the left hand, "Y, H, N" in the case of the right). Conversely, if it is smaller than $M P I_{\text {threshold }}$, we consider that the innermost columns are tapped.

### 3.5.6 Midair Keyboard Implementation

In our research, we suppose that the users will utilize the midair keyboard in the same way they do a physical QWERTY keyboard. The keys are assigned to fingers in the same way too. For example, the little finger of the left hand can tap the "Q, A or Z" keys. The possible keys on our keyboard are the twenty-six alphabet keys, in addition to the following four keys: semicolon (;), comma (,), period (.) and forward slash (/). The space key is also usable. We consider the following steps in detecting a tap:

- If a thumb tap was detected from either hand, a space key tap is generated, regardless of the position of the tap.
- If a middle finger, ring finger, or little finger tap was detected, we deduce the row of the tap, then generate a tap of the corresponding key.
- In the case of an index tap, we deduce both the row and the column (3.5.5). We then generate the appropriate key tap.

In order to estimate the keys using the above steps, we used the data collected in 3.4.6. Knowing the tapping finger, the hand, the row (and column, in the case of an index finger), it is easy to determine the key. For example, if the right hand's index tapped the upper row and outer column, then the key is Y. Figure 3.8 shows the onscreen rendering of the midair keyboard. As explained in 3.6.2, the onscreen keyboard is used for feedback purposes only, that is, its shape and size do not affect the detection. And even though the onscreen keyboard looks "rectangular", during detection the keys are actually distributed along the fingers themselves, creating a more ergonomic use. And since the detection is performed relatively to the palm of each hand, the hands become fully independent of each other in terms of position and rotation: they do not need to be on the same level, and can be rotated in any position that is comfortable to the user.


Figure 3.8: Onscreen rendering of the midair keyboard.

### 3.6 System Overview

In this section we describe the various hardware that we used for our system, as well as the prototype implementation.

### 3.6.1 Hardware

To implement our prototype, we used a Leap Motion sensor, which runs at approximately 100 fps (the frame rate varies depending on the available resources). A 23 -inch monitor with Full HD resolution was used as the output device. The prototype has been implemented on a computer equipped with an Intel Core i5 3.2 GHz CPU and 4GB of RAM.

### 3.6.2 Prototype

We used the Leap Motion SDK [59] to detect the hands, as well as to retrieve the 3D positions of the fingers, palm center, and the normal vector perpendicular to the palm. We used those points to construct the various vectors, angles, and distances described in 3.4.1, 3.4.3, 3.4.4, 3.4.5 and 3.4.6.

Leap Motion allows the use of absolute and relative coordinates systems (Figure 3.2). We have chosen the relative coordinate system for the greater precision and flexibility that it allows, since the hands can become totally independent of each other in this case. For example, the hands can be on different height levels, or turned inward in different angles. Onscreen rendering was implemented in SFML [36], and the entire prototype was written in C++. The prototype's interface consisted of an onscreen keyboard containing thirty keys of a QWERTY keyboard: the twenty-six letters of the alphabet, plus the extra four keys as described in 3.5.6. The space bar was also included. The keys' background was rendered in blue, and the text in white. The tap detection algorithm would recognize taps and send the information to the onscreen keyboard. Whenever a key was tapped, its background color changed briefly to green and then back to blue; this provided the users with visual feedback.

### 3.7 Evaluation

Here we evaluate the Xpli Tap algorithm by using our midair keyboard. We have developed three different approaches for detecting the rows; we therefore evaluate them separately. For each approach, we explain in details the experiments and we discuss the results.

### 3.7.1 Tap Position Approach Experiments

This evaluation part is related to Tap Position Approach (3.5.2). To evaluate our system, 14 participants (13 males, 1 female) aged between 21 and 28 were recruited; 13 among them were computer scientists/engineers. All of them had to be able to touch type. We carried out three experiments to analyze the accuracy of Xpli Tap. The experiments consisted of using the midair keyboard for either inputting all keys, each key five times, or inputting several words.

A brief introduction was given to the participants on how to carry out the experiments. They were then given ten minutes to familiarize themselves with the tap detection algorithm. One experiment (three tasks) took approximately 30 minutes to complete. Participants 7, 9 and 13 were allowed to practice for twenty minutes instead of ten. The experiment apparatus consisted of a Leap Motion sensor placed on a desk, and a computer screen on which the participants could see the results of what they were typing. To perform the experiments, the participants placed their elbows on the desk, and their hands about 20 cm above the Leap Motion sensor, as can be seen in Figure 3.9.


Figure 3.9: Midair keyboard prototype.

The first experiment consisted of entering every key (the twenty-six letters of the alphabet, plus the extra four keys) five times. The second experiment consisted of inputting nine words consisting of keys from all three rows of the keyboard. The third one is similar to the second, where the participants had to input eight words; this time, however, the words consisted only of keys from the upper and middle rows of the keyboard. We explain the experiments in details in the following subsections.

### 3.7.1.1 Experiment 1

In the first experiment, the participants were asked to input all thirty keys, five times each (FFFFF, RRRRR, VVVVV...). They started with the index finger of their left hand ( $\mathrm{F}, \mathrm{R}, \mathrm{V}, \mathrm{T}, \mathrm{G}, \mathrm{B}$ ) then moved to the middle ( $\mathrm{D}, \mathrm{E}, \mathrm{C}$ ), ring ( $\mathrm{S}, \mathrm{W}, \mathrm{X}$ ) and little ( $\mathrm{A}, \mathrm{Q}, \mathrm{Z}$ ) fingers. They then repeated the same pattern with their right hand's index (J, U, M, H, Y, N ), middle (K, I, comma), ring (L, O, period) and little (semicolon, P, forward slash). The purpose of this experiment was not only to determine the detection and precision of Xpli Tap, but whether repeated input of the same key led to a better detection (that is, whether training can improve the participants' accuracy). Since in this experiment, the participants had to input the same key five times, if the input was incorrect, they had the chance to readjust the position of their fingers depending on the output, and re-attempt to input the key during the remaining number of times. In this experiment, the participants made 150 input.

### 3.7.1.2 Experiment 2

In the second experiment, the participants had to input the following words: "unix cuba; cavity/ proxy voice maze aztec bump. cozy". They were also required to input spaces between every two words. The above word list covers all rows from the entire keyboard; all fingers had to be used too. While performing this experiment, the participants had only one chance per key; if the input was incorrect, they did not have the possibility to readjust their fingers and re-input the key. In this experiment, the participants made 52 inputs.

### 3.7.1.3 Experiment 3

This experiment is similar to Experiment 2; however in this case, the word list consisted of words made only from all the keys of the middle and upper row of the keyboard; the
words still consisted of letters that covered all the fingers. The following words were used: "fish ugly dial dusty hook; powerful walk qed". As in Experiment 2, the users had only a single attempt to hit the correct key. Here, they made 44 inputs.

### 3.7.1.4 Questionnaire

After completing the experiments, the participants were asked to fill out the following questionnaire, to which they could respond on a five point Likert scale ( $-2=$ Strongly negative answer, $2=$ Strongly positive answer):

1. In what way does the keyboard made with our tap detection replicate a keyboard's usual operation?
2. To what extent does our tap detection's usage feel natural?

The participants were also offered the opportunity to enter comments, if any, freely.

### 3.7.1.5 Results

Each participant made 150, 52 and 44 inputs in Experiment 1, Experiment 2 and Experiment 3 respectively, for a total of 246 inputs. All in all, 3444 inputs were made by 14 participants. We have only counted the results that were the same as the intended keys. Simultaneous key detection was rejected: if more than one key was outputted for a single tapping gesture, it was counted as a false detection.

Figure 3.10 shows the results of the exact hits detection average. The results of all the keys, except the space bar, are deduced from Experiment 1. The results of the space bar accuracy are deduced from Experiments 2 and 3. Overall, this approach had a detection rate of $68.9 \%$.

The results of the questionnaire are shown in Table 3.3
Table 3.3: Questionnaire results.

| Question | Mean | SD |
| :--- | :--- | :--- |
| Question 1 | -0.29 | 0.73 |
| Question 2 | 0.43 | 0.85 |

### 3.7.1.6 Discussion

We will start the discussion by evaluating the tap detection. We will then elaborate on each experiment individually. While the experiments where being performed, many taps



Figure 3.10: Results of the Tap Approach Detection Average.
went undetected. We attribute this to two reasons. The first reason is that the tap detection depends on the calibration step introduced in 3.4.2. The participants had to calibrate before each training session, and each experiment step. Therefore, there is a possibility that the participants could not replicate the same calibration throughout the entire experiment. In some cases, for the same participant, the training phase had a high detection rate which could not be reproduced in the real experiments. In other cases, the calibration was effective for just one hand, and thus the detection rate was high for said hand, and low for the other one. The second reason is the tap detection condition proposed in 3.4.6. In this condition, after a tap has been performed with a finger, all the fingers are required to go back behind their thresholds, otherwise no tap is detected. As the humans fingers move together [48], [49] any finger could have moved unintentionally during the tap; if it crossed its given threshold, it will prevent the intended tap from being detected.

Moreover, we discuss some factors that have contributed to lowering the accuracy results. We divide these factors into two categories:

1. The wrong finger was detected.
2. The right finger was distinguished, but a wrong key was detected.

For category 1, there are times where the Y-travel for the intended finger was less than the Y-travel of other finger(s), thus detecting the tap of a different finger. Participant 3 had his
ring finger always engaged in tapping position, therefore generating unintended ring finger taps, whereas Participant 8 was unconsciously tapping with the thumb of the opposite hand while performing the taps. For category 2 , most of the participants complained that it was very difficult to type in midair without physical feedback, and could not precisely hit the intended key. This is also due to how the algorithm was constructed: the difference in positions between the rows was subtle and difficult to be precisely hit. In some cases, the participants' finger motion also affected the results; for example, when Participant 5 was performing a little finger tap, his little finger was always fully extended, and as a result, only the upper row was being detected.

In Experiment 1, a single key was inputted five times. From the results, we have observed that many of the correct hits were the fourth and fifth hits. We assume that the participants were able to adjust their fingers positions based on previous inputs of the same key, and thus generating an exact hit. Participants 7,9 and 13 , who were given an extra time to practice, scored respectively $42.66 \%, 45.33 \%$ and $52 \%$, higher than the mean of $32.19 \%$. This suggests that with practice, the users can ameliorate the exact hits rate. This experiment's detection rate is also higher than that of Experiment 2, further corroborating this fact. While the detection rate of Experiment 3 was greater, we duly note that in Experiment 3, only the middle and upper row of the keyboard were used.

In the case of Experiment 2, the exact hits rate was lower than in Experiment 1. One of the reasons is that the users had only one chance to hit the exact key. Another reason was the fact that the keys belonging to the lower row of the keyboard were very challenging to hit. Many participants commented that the lower row was difficult to hit. This can be due to the motions used by the participants while performing a lower row tap. While the difference between the middle and lower rows is subtle and thus difficult to estimate, most of participants bent their fingers towards their palms in an exaggerated rate, which prevented a tap from being detected at all, thus contributing to the reduction of the detection rate.

Since the exact hits rate of this Experiment 3 is higher than that of Experiment 2, and considering that no keys from the lower row of the keyboard were used in this experiment, this suggests that in our algorithm, a tap of a key belonging to the middle or upper row was easiest to perform. A possible reason for this is the fact that when the participants tried to input a key from the lower row, their finger became very close to the palm and the sensor could not detect it anymore. This experiment had also a low no-detection rate, further validating the point raised in the analysis of Experiment 2.

We now discuss the results of the questionnaire. The result of Question 1 shows that the participants did not agree that our algorithm could replicate a physical keyboard's operation. As a matter of fact, most of them did comment that typing in midair was too difficult. The result of Question 2 shows that the participants marginally agree that our tap detection's usage felt normal.

### 3.7.2 Experiment - Finger Shape Approach

In this section, we evaluate the Finger Shape Approach (3.5.3). 9 participants (all males) aged between 21 and 27 were recruited; 6 amongst them were computer science students. A brief introduction was given to the participants on how to carry out the experiment. They were given one hour to practice using the system. To perform the experiment, the participants placed their elbows on the desk, and their hands about 20 cm above the Leap Motion sensor, as can be seen in Figure 3.9. Our system consists of detecting midair taps, and identifying the indented tapping finger from uninstructed ones. Then a midair keyboard was implemented as an application for the tap detection algorithm. As a preliminary evaluation to our system, we have focused on evaluating the tap detection more than evaluating the keyboard. In this task, the participants were asked to input all thirty-one keys, twenty times each (QQQ..., WWW..., EEE, ...). They started with their left hand, and inputted the keys corresponding to the upper row of the keyboard ( $\mathrm{Q}, \mathrm{W}, \mathrm{E}$, R, T), then moved on to the middle row (A, S, D, F, G). Finally, they continued with the bottom row (Z, X, C, V, B). Next, they repeated the same task using their right hand, where they started with the upper row (Y, U, I, O, P), middle row (H, J, K, L, ;) and bottom row (N, M, comma, period, forward slash). Finally, they entered the "space" key twenty times. Overall, the participants made 620 inputs per trial. In the future, an evaluation focusing on the keyboard can be made in which random keys appear which participants would then attempt to hit, rather than hitting the same key repeatedly.

### 3.7.2.1 Results

Each participant made 620 inputs in the experiment. All in all, 5580 inputs were made by 9 participants. We have analyzed the success rate of the taps: we have only counted the results that were the same as the intended keys. Any simultaneous key detection was
rejected: if more than one key was outputted for a single tapping gesture, it was counted as a false detection. Figure 3.11 illustrates the success rate by key.
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Figure 3.11: Success rate (\%) by key of Xpli Tap's Finger Shape Approach.

### 3.7.2.2 Discussion

The Finger Shape Approach and the Tap Position Approach (as well as the Palm Position Approach) share the same basic tap detection algorithm, which has already been discussed in 3.7.1.6. Therefore, we only discuss here the different aspect of the algorithm, which is using the finger shape to approximate the keyboard's row.

We first start by discussing the results of the lower row of the keyboard. As can be seen in Figure 3.11, compared to the middle and upper rows, the algorithm had the lowest accuracy in the lower row. This is mainly due to the inability of the participants to correctly tap keys from the lower rows. To accurately detect a key tap, our algorithm must detect both the tapping gesture, as well as the finger shape. If any was missed, the result will be invalid. To hit a key belonging to the lower row, the participants had to bend their fingers to about $90^{\circ}$ (Figure $3.5-\mathrm{c}$ ). This gesture was particularly challenging for the participants, as they had trouble performing a tap while bending their fingers in this shape. This has reduced the accuracy of the detection. Furthermore, we noticed that the angle of the finger bones was defectively reported at times. To detect this angle, we rely on the Leap Motion

SDK's ability to detect the vectors of the different bones that constitute the finger. Even though the fingers angles were clearly greater than $90^{\circ}$, the SDK reported an angle of about $20^{\circ}-30^{\circ}$. This has caused erroneous key detections to occur and as a result decreased the accuracy of the algorithm.

This kind of angle detection error rarely occurred for the upper and home rows. Here, the fingers had to be either extended or relaxed to respectively tap the upper and middle rows. The likelihood of unsuccessfully detecting the fingers angles was low in this case. However, the participants reported that they found difficulties in differentiating the rows. The differentiation between the upper and home rows was subtle, which caused erratic results. This was mainly noticeable with the Little finger. The Ring and Middle fingers had overall higher accuracy in this case.

We discuss the Index fingers results independently as the unlike the other fingers, each Index finger can be used to tap keys from two different columns. When compared with the other digits, the Index fingers had lower results, regardless of the row. This is due to the column differentiation algorithm, where we measured the angle between the Index and Middle fingers. To implement the algorithm, we yet again relied on Leap Motion's SDK to retrieve the vectors representing those fingers. We have noticed in many cases, that even though the Index and Middle fingers were widely open (with an angle clearly greater than the threshold), the returned angle was negative, as if the fingers were crossed. This was the main reason for the decrease of the Index finger' accuracy.

Furthermore, some wrong keys detections are due to the fingers movements as discussed in 3.7.1.6. The participants had to focus on keeping the tapping finger in a certain shape; many of them unconsciously kept other fingers in their tapping position, especially the thumb.

Moreover, we would also like to mention that the specifications of the sensor might influence the results. For example, a sensor using radar waves (impervious to ambient light) and with higher accuracy might generate better results.

### 3.7.3 Experiment - Palm Position Approach

Here we evaluate the Palm Position Approach. 14 participants ( 1 female) aged between 22 and 27 were recruited; 10 amongst them were computer science students. We carried out an experiment to analyze the accuracy of Xpli Tap's Position Approach. A brief introduction
was given to the participants on how to carry out the experiment. They were given 2 hours to practice using the system. The participants were asked to input all thirty-one keys, ten times each (QQQ..., WWW..., EEE, ...). They started with their left hand, and inputted the keys corresponding to the upper row of the keyboard ( $\mathrm{Q}, \mathrm{W}, \mathrm{E}, \mathrm{R}, \mathrm{T}$ ), then moved on to the middle row (A, S, D, F, G). Finally, they continued with the bottom row (Z, X, C, V, B). Next, they repeated the same task using their right hand, where they started with the upper row (Y, U, I, O, P), middle row (H, J, K, L, ;) and bottom row (N, M, comma, period, forward slash). Finally, they entered the "space" key ten times. To perform this task, they placed their elbows on the desk, and their hands about 20 cm above the Leap Motion sensor, as can be seen in Figure 3.9, just as was done in the previous experiments.

### 3.7.3.1 Results

Each participant made 310 inputs. All in all, 4,340 inputs were made by 14 participants. We have performed the same analysis that we conducted in Experiment 1. We have analyzed the success rate of the taps: we have only counted the results that were the same as the intended keys. Any simultaneous key detection was rejected: if more than one key was outputted for a single tapping gesture, it was counted as a false detection. Figure 3.12 illustrates the success rate by key of for Xpli Tap.
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Figure 3.12: Success rate (\%) by key of Xpli Tap's Palm Position Approach.

### 3.7.3.2 Discussion

In this approach, the position of the palm was used to discriminate between the rows. Moving the hand is easier than bending the fingers to a given shape or attempting to identify a location in midair. This has contributed in getting higher results as can be seen in Figure 3.12. In consequence, these results accurately reflect the performance of Xpli Tap, rather than that of the row detection. We therefore discuss the new results, without going back to the common points that have been discussed in 3.7.1.6 and 3.7.2.2.

As can be seen, Xpli Tap has an accuracy higher than $90 \%$ for most of the keys. The accuracy of the Ring and Middle fingers is also greater than that of the Little finger, just as reported in 3.7.2.2. Using this approach, the participants were satisfied compared to the previous two. The hindrance that they encountered was mainly the distinction of the Index finger columns; this too has been previously discussed in 3.7.2.2.

Xpli Tap has been shown to be a reliable midair tap detection algorithm, albeit having some decrease in accuracy when the keyboard's row and column detection constraints were introduced. In the future, we plan on using newer sensors which may detect the required positions more accurately and thus generate better results overall. Moreover, the column differentiation algorithm can be changed. As an example, a thumb finger tap may be used to detect the outermost Index columns, whereas an Index tap will be utilized to input keys from the innermost ones.

By checking the results of the Tap Position, Finger Shape and Palm Position approaches, we can learn that there is some kind of trade-off between precision and vocabulary: when using the tap position or finger shape to augment the vocabulary, the precision dropped, whereas it got higher when we used the palm position (which is simpler than the previous two in terms of adding functionalities). Future sensors with more advanced capabilities and higher sensitivity might help reduce that trade-off.

### 3.7.4 Input Speed Experiment

The results of the above experiments show that Palm Position Approach is more accurate than Finger Shape Approach and Tap Position Approach. We therefore have conducted the third experiment to determine the input speed of the Palm Position Approach. Here, the same participants from 3.7.3 were recruited. They were asked to input 5 sentences. Then, we measured the time required to input each of them. The following sentences were used:

1. when in rome, do as the romans
2. the pen is mightier than the sword
3. a penny saved is a penny earned
4. the quick brown fox jumps over the lazy dog
5. actions speak louder than words

In this experiment, we did not focus on the accuracy of the keyboard, but rather on the detection speed. Therefore, in case a mishit occurred, the participants would not correct it, but simply continue with the next character. The accuracy was also not used in determining the speed.

### 3.7.4.1 Results

Each participant made 168 inputs for a total of 2,352 for 14 participants. We measured the average speed in seconds it took the participants to complete the input of each sentence. We then deduced the input speed in characters per minute and we have obtained an average result of 57.43 characters per minute. Table 3.4 summarizes the results of the time (in seconds), speed (in characters per minute) and standard deviation for each sentence.

Table 3.4: Results of input speed.

| Value | Sentence 1 | Sentence 2 | Sentence 3 | Sentence 4 | Sentence 5 |
| :--- | :--- | :--- | :--- | :--- | :--- |
| Time $[\mathrm{sec}]$ | 35.67 | 35.60 | 29.04 | 45.46 | 30.67 |
| Speed $[\mathrm{cpm}]$ | 50.46 | 57.31 | 61.98 | 56.75 | 60.65 |
| S.D. | 9.94 | 6.72 | 6.31 | 11.14 | 9.54 |

The expected speed depends on the application in which the system is being used. The results of the speed are a preliminary evaluation of a midair input mechanism. All the participants have spent years using a physical keyboard, and this was their first time using a midair keyboard, after only a limited amount of training time. Their transition from physical to midair is incomplete, and their usage of the keyboard is still influenced by the physical one. The obtained speed therefore falls within our expectation for the current situation.

### 3.8 Possible Applications

Our system allows the detection of taps from any finger of the hand, and uses also the finger shape of during the tapping operation to expand the interaction vocabulary. In this section, we describe some possible applications that take advantage of these features.

A possible application would be pairing our system with a dictionary and a heuristic algorithm. Depending on the used finger, its shape and position, the heuristic algorithm would then be able to analyze the sequence of taps to retrieve a list of most probable words from the dictionary, and suggest them to the users in order of decreasing probabilities. This would create a reliable midair keyboard than can be used as an effective input method for the above mentioned futuristic environments.

In the future, smartglasses and see-through head mounted displays such as the Atheer AiR Smart Glasses [60] or the Microsoft HoloLens [61] are expected to become increasingly common in our everyday lives. Google introduced "Soli", a gesture detection system that is small enough to fit in smartphones and smartwatches [62]. Such devices are some of the best examples of NUI, where users will be required to perform many gestures using their hands, and a tap detection mechanism will prove useful in many situations. A particular case where Xpli Tap might be advantageous is when it is used in an "eyes-free" environment. For example, a smartwatch has a very small screen which makes it difficult to display many clickable buttons in its interface. If it is equipped with a sensor like "Soli", it will be possible to assign functions not only to individual fingers, but to their shapes as well, thus increasing the interaction vocabulary of a single hand. And since the functions can be distinguished by fingers and their shapes, users can utilize them without the need to look at the screen.

DSLR cameras can also be a good candidate with which Xpli Tap can be useful. In some situations, a camera should not be operated with the hand, because touching it might shake it or change its direction (such as when using a long shutter speed while photographing fireworks). In this case, photographers use a cable release or remote control to trigger the camera's shutter. However, there is also a need to modify other functions of a camera, such as aperture, white balance or shutter speed. A camera equipped with a sensor can be operated without touching it; and by assigning functions to different fingers, it can also be operated in an eyes-free way. For example, this adds the possibility for a photographer to change some settings while taking a self-portrait without the need to look at the screen or visor of the camera.

### 3.9 Summary

In this chapter, we presented Xpli Tap, a novel approach to detecting midair finger taps. We used Depth Click from Chapter 2 as our starting point, and added multiple improvements to the algorithm. First, we added a new Relaxed Neutral Position during which the hands are relaxed and not performing any taps. Next we introduced a calibration step which allowed to detect multiple parameters related to the hand and fingers. Those values were used throughout the algorithm. We then introduced a routine in which the exact position of the tap was detected. Here, the motion of the tapping finger was analyzed; when the finger reached its deepest point, we considered that point as the tap position. Detecting the exact tap position allowed us to increase the interaction vocabulary of a single tap. We then combined the above mentioned steps to create a reliable midair tap detection mechanism. To increase its accuracy, we also included a new rule which prevents a tap from being detected unless all the fingers have backed up behind their thresholds. To show the advantages of Xpli Tap, we implemented a midair keyboard that relies on detecting the keys without using any dictionary. To detect the rows of the keyboard, we used three different approaches: the Tap Position Approach which uses the exact location of the tap to increase the gestures vocabulary, the Finger Shape Approach which relies on the finger shape to augment the interactions and the Palm Position Approach which in turn utilizes the palm's position during a tap to expand the interaction vocabulary. We have also conducted several experiments to evaluate the above mentioned approaches, and we deduced that the Palm Position Approach generates the most accurate results. From the results of these experiments, we can say that our initial goals, i.e., Level 0 for accuracy and Level 1 for speed, were satisfied in the Palm Position Approach. The results also show that when removing the row detection constraints which were added for the midair keyboard, Xpli Tap proved to be a reliable tap detection algorithm.

## Chapter 4

## A Method To Detect Midair Multi-clicks Gestures

### 4.1 Introduction

This chapter describes MultiX Click, a midair multi-clicks gestures detection method. First, we describe the benefits of multi-tap detection. Then we explain in details how we implemented a midair multi-click keyboard and the zones that we created to trigger multiclick detection. We later discuss another application of our method, a midair piano. We then conduct experiments to determine the feasibility of MultiX Click. Finally, we discuss the method and its limitations and we describe some other possible applications.

### 4.2 Research Goals

We have previously discussed the advantages of midair tap detection in Chapter 3. We have focused on isolating the tapping finger when multiple fingers move together to make the system more reliable. We have also detected the exact position of the tap and successfully used it to augment the gesture vocabulary whenever a tap is detected. Furthermore, we have detected the tapping finger's shape and effectively used it to further increase the vocabulary. We would like to enrich the gestures vocabulary even more. To accomplish this, we have implemented a multi-tap detection method that allows the simultaneous detection of multiple taps. Moreover, we created a midair keyboard with multi-click capabilities to detect a combination of modifier keys and regular keys. By definition, when using a
keyboard, only one tap should be detected at a given time to prevent the multiple input of several keys. To overcome this, we create zones in which a multi-tap can be triggered. Additionally, we implemented an air piano in which users could simultaneously tap multiple fingers to play piano chords.

To assess our method, we have established some targets which should be reached. First, we have defined the following three levels for the recognition rate:

- Level 0: 90\% accuracy.
- Level 1: 99\% accuracy.
- Level 2: 99.9\% accuracy.

We have also defined the following 3 levels for input speed:

- Level 0: 8 strokes per minute - we can input in any way.
- Level 1: 40 strokes per minute - we can input with some stress.
- Level 2: 200 strokes per minute - we can input with no stress.

The target recognition rate and the target speed will depend on applications. For the Midair Keyboard application, our initial goals were Level 1 for accuracy and Level 1 for speed. For the Air Piano application, our initial goals were Level 0 for accuracy and Level 1 for speed.

### 4.2.1 Related Work

Multi-touch interaction involves using more than one finger while operating a given interface. Multi-touch has been researched extensively. Colley et al. [63] report that users preferred the multi-finger technique to the traditional interface while utilizing a touchscreen.

In HandyScope [64], Kuribara et al. used two fingers to invoke a remote control mechanism for large tabletop setups, and a third finger to interact with the remote control.

Murugappan et al. [65] used a touchscreen to detect multi-touch and a depth camera to identify users, their fingers and handedness; mixing those allowed them to create rich interactions. A similar approach was used in [66] to differentiate the fingers that are being used to operate the touchscreen; they suggest that identifying the fingers can be helpful in some situations such as using shortcuts.

In SixthSense [67], Mistry et al. used markers on fingertips to detect the fingers and their gestures, including multi-touch gestures such as simultaneously detecting four fingers (two fingers from each hand) performing a "framing" gesture to trigger a camera.

Sridhar et al. [68] used midair multi-finger interactions for word input by differentiating fingers and assigning different characters depending on the simultaneously flexed fingers.

Multi-touch gestures were suggested to be a promising technique for biometric authentication in [69] where the authors detected twenty-two different multi-touch gestures.

### 4.3 MultiX Click

The importance of midair gestures has been discussed in Chapters 2 and 3. These gestures, however, have been executed using one finger at a time. The ability to simultaneously use more than a finger can notably augment the gestures' vocabulary. For example, different actions can be assigned to gestures that are using two fingers. Discriminating the fingers can further help increasing the vocabulary. Here, actions can be assigned to a number of fingers, as well as their identity.

In this section, we introduce MultiX Click, a method that we have developed to detect multi-clicks, that is, simultaneous detection of tapping gestures coming from different fingers. To implement MultiX Click, we used Xpli Tap (3.4) as our starting point. While Xpli Tap explicitly singles out the tapping finger when multiple ones move simultaneously (3.4.5), it does originally detect the taps from all the hand's fingers (3.4.3). This allowed us create different possibilities of interactions. We were able to mix finger isolation with multi-tapping. Furthermore, we were able to discard the finger singling part and created pure multi-tapping operations. Moreover, we have created two applications that use these new methods.

The basic tap detection algorithm is the same as the one used in Xpli Tap (3.4.6); for this reason, we do not have a section presenting the MultiX Click method. However, as we have created two applications for the method, and since the changes were introduced in the respective applications, the particulars of these implementations will be discussed in details in sections 4.5 and 4.6 to show the new functionalities that have been added to Xpli Tap to make it possible to detect multi-taps.

### 4.4 System Overview

In this section we describe the various hardware that we used for our system, as well as the prototype implementation.

### 4.4.1 Hardware

To implement our prototype, we used a Leap Motion sensor, which runs at approximately 100 fps (the frame rate varies depending on the available resources). A 23-inch monitor with Full HD resolution was used as the output device. The prototype has been implemented on a computer equipped with an Intel Core i5 3.2 GHz CPU and 4GB of RAM.

### 4.4.2 Prototype

To test our method, we have implemented a midair multi-click keyboard and a midair piano. We explain about them in details in 4.5 and 4.6 respectively. We used the Leap Motion SDK to detect the hands, as well as to retrieve the 3D positions of the fingers, palm center, and the normal vector perpendicular to the palm. We used those points to construct the various vectors, angles, and distances used throughout our method. Onscreen rendering was implemented in SFML, and the entire prototype was written in C++.

### 4.5 Midair Multi-click Keyboard

To test MultiX Click, we have implemented a "midair multi-click keyboard", which can be used to input the alphabet characters, some special keys, as well as the "Shift", "Control" and "Alt" modifier keys. In a physical QWERTY keyboard, the modifier keys are used to modify the input that is usually generated when using a normal key. For example, the Shift key is usually used to output a capital letter when it is used in tandem with an alphabet character. For example, to input the character "A" (capital A), the combination "Shift + A" is used, that is, the Shift key is tapped and held down, then the A key is tapped, and finally, the Shift key is released. This operation can be generalized in the following manner:

1. Tap and hold down a modifier key.
2. Tap a character.
3. Release the modifier key.

As a general rule, the hand used to input the modifier key is usually the opposite of the hand that is being used to input the regular character. In the case of "Shift + A", since A is inputted with the left hand, the Shift key has to be held down then with the right hand. In our midair multi-click keyboard, we wish to replicate this operation.

In a physical keyboard, more operations are possible. For example, the Shift key can be used with the numeric key "1" to output an exclamation mark ("!"). Moreover, multiple modifier keys can be combined with a regular character ("Ctrl + Shift +P "). In our study, we will only limit the simultaneous detections to one modifier key and one character belonging to any of the basic three keyboard rows.

### 4.5.1 Triggering the modifier keys

A problem arises when we are mixing both multi-clicks interactions with single-finger taps interactions; in some situations, multiple functionalities might overlap if the same finger is used to detect a Click Down, and later is detected as a regular tap once it goes back behind its threshold. While our system supports this kind of gestures, we have designed the singlefinger clicks and multi-clicks to be mutually exclusive, and only one of them can be used at a given time. To realize this kind of multi-click interactions that can be mixed with single-tap ones, we have defined two zones: the single-click zone, and the multi-click zone. When the hand is inside the single-click area, any tap will be considered a single-tap, that is, the finger isolation will be activated and even if multiple fingers move simultaneously, only one tap will be detected. Whenever the hand moves to the multi-click area, then multiple taps can be used concurrently, thus making it possible to input combinations of a modifier key and alphabetical key. To accomplish this, we have defined a circle-shaped threshold with the sensor as its center (single-tap zone), and the multi-clicks detection will only be activated if the users' hands are outside the circle (that is, if the distance from the palm center to the sensor is greater than the circle's radius). In our system, we used a radius of 80 mm ; using a bigger value will increase the chance of having the hand outside the detection range of the sensor, and will hence decrease its accuracy. To further increase the vocabulary of the interactions, we used the location of the hand's palm center to determine its relative position to the sensor, in the horizontal plane. To accomplish this, we measure the angle $\angle$ XOP between vector OP (where O is the sensor's center, and P is the palm center) and the X axis. We have defined eight angle values to determine the position of the hand. Each angle forms an arc of $45^{\circ}$, and thus these eight angles fit inside a circle. If this angle's value falls within a given arc, it will then correspond to the position related to the arc. This angle is measured when a tap is detected outside the circle threshold. Figure 4.1 illustrates
the arcs and the hand's position depending on the arc, and Algorithm 6 explains how the detection is achieved.


Figure 4.1: a shows the distribution of the arcs around the circle. b shows how to find the position by measuring the angle XOP, as long as the hand is outside the circle. Here, P stands for the palm center (position of the hand), O stands for the origin (position of the sensor), and X corresponds to a point on the X axis, positioned to the right of O .

```
Algorithm 6 Detection of a multi-click
    procedure OnClick
        if \((\overline{O P}<\) radius \()\) then
                return
        end if
        Determine angle \(\angle \mathrm{POX} / / \mathrm{OX}\) is the horizontal X axis
        Deduce position from \(\angle\) POX
    end procedure
```


### 4.5.2 Midair multi-click keyboard implementation

In our research, we suppose that the users will utilize the midair multi-click keyboard in the same way they do a physical QWERTY keyboard. We have used the same layout that was used in 3.6.2, and the fingers were assigned to the keys in the same way too. For example, the little finger of the left hand can tap the "Q, A or Z" keys. The possible keys on our keyboard are the twenty-six alphabet keys, in addition to the following four keys: semicolon (;), comma (,), period (.) and forward slash (/). The space key is also usable.

To input text using the midair multi-click keyboard, users place their hands about 20 cm above the Leap Motion sensor and then perform midair taps as shown in Figure 4.2.


Figure 4.2: Midair multi-click keyboard prototype.

But the main advantage of our keyboard is that it can detect modifier keys such as "Shift", "Control" or "Alt" in a multi-click fashion: users can tap and hold a modifier key with one hand, while inputting regular keys with the other hand, just as it is done when typing on a physical keyboard. To input a "modifier key - regular key" combination, we assume that the hand inputting the modifier key is outside the circle defined in 4.5.1. In this position, a Thumb-click-down is executed. Upon detection of a Click Down gesture, the position of the hand palm is then retrieved, and is used to determine the angle $\angle \mathrm{XOP}$. This angle is then used to determine the position of the Click Down regarding the predefined locations in the circle (Figure 4.1). The final step would be determining which hand
performed the gestures. If the right hand executed the tap, then the following algorithm is applied:

- A Shift-click occurs when the thumb is continuously clicking in the right arc (Figure 4.1-a)
- A Control-click occurs when the thumb is continuously clicking in the lower right arc (Figure 4.1-a)
- An Alt-click occurs when the thumb is continuously clicking in the bottom arc (Figure 4.1-a)

Conversely, if the left hand performed the gestures, then the modifier click is detected in the following way:

- A Shift-click occurs when the thumb is continuously clicking in the left arc (Figure 4.1-a)
- A Control-click occurs when the thumb is continuously clicking in the lower left arc (Figure 4.1-a)
- An Alt-click occurs when the thumb is continuously clicking in the bottom arc (Figure 4.1-a)

To detect a regular key tap, we first consider that the hand is inside the circle defined in 4.5.1. Here, we use the same approach that was used in the keyboard from 3.5. Since it was determined that identifying the keyboard's row using the Palm Position Approach (3.7.3) was the most accurate, we have used that technique in the current midair keyboard. We summarize the multi-click midair keyboard as the following:

- If a thumb click was detected from either hand, a space key tap is generated, regardless of the position of the tap.
- If a middle finger, ring finger, or little finger click was detected, we deduce the row of the tap, then generate a click of the corresponding key.
- In the case of an index click, we deduce both the row and the column. We then generate the appropriate key tap.

To detect the row of a given tap, we determine the position of the hand relatively to the Leap Motion sensor, and use it in the following way:

- If the hand is right above the sensor, and inside a given margin, then we assume that the tap occurred in the middle row of the keyboard.
- If the hand moves away from the user's body, and beyond the above mentioned middle row margin, we determine that the finger tap occurred in the upper row.
- Conversely, if the hand moves closer to the user's body, and below the middle row margin, then we suppose that the finger tap took place in the lower row.


### 4.5.3 Possibility of one-handed multi-click detection

Since MultiX Click is based on Xpli Tap to detect the finger taps, it also uses its finger isolation technique (3.4.5). As a consequence, only one key can be detected at a given time. However, it is not impossible to detect a multi-click generated from one hand.

Our system detects a basic tap by separating it into two steps: a Click Down followed by a Click Up, as discussed in 2.5.2, and raises the respective events when they are detected. This makes it possible to detect the Click Down events of each finger individually, which can be used for a multi-click detection. As an example, we can consider the scenario where we need to detect a simultaneous click of the Ring and Index fingers from the left hand. The following steps can be used to distinguish this combination:

1. Detect the Click Down even of the Ring finger.
2. Detect the tap even of the Index.
3. If the Index tap was detected when the Ring finger was generating the Click Down event, then we consider that a multi-click was generated.
4. The Ring finger is then released (it then generates a Click Up event).

Due to the design of the tap detection of Xpli Tap, the following problems might occur:

- To be successfully detected, the Index finger has to go deeper than the Ring finger.
- The Ring finger has generated both the Click Down and Click Up events, and as a consequence, might generate a tap.

These limitations exist due to the design of Xpli Tap; however, circumventing them is feasible. For example, a time limit can be added to the Ring finger; once it crosses a predefined time threshold, it will not generate a tap anymore, but would only be used for a single-handed multi-click gesture. In our study, we did not implement this design, however, it is not impossible. The current limitations arise from the very nature of the keyboard where detecting multiple simultaneous keystrokes might generate an erroneous
input. By removing the keyboard scenario from the equation, a single-handed multi-click gesture becomes realizable.

Another possibility is to detect multi-taps from a single hand, when that hand is in the multi-click area defined in 4.5.1 and illustrated in (Figure 4.1 - a). Whenever a hand is in this zone, the finger isolation algorithm will not be triggered; this makes detecting multiple fingers originating from a single hand possible. For example, if the Shift and the Ctrl keys are mapped respectively the thumb and index fingers, the right hand might input the combination "Shift + Ctrl" by simultaneously bending the thumb and index fingers. Furthermore, the left hand can input a single character such as "F", for a total combination of "Shift + Ctrl +F ". This kind of multi-digits bending and simultaneous multi-tap detection will be explained in details in 4.6.

### 4.6 Air Piano Application

Our system can detect different forms of simultaneous multiple clicks, such as a Click Down in one hand mixed with a regular tap in the other (as used in the midair multi-click keyboard). Another possibility is detecting all the Click Down gestures that are occurring in one hand. As an application to this situation, we have created an air piano. An air piano is an ideal platform to test our multi-click detection system, especially that when pianists are playing the piano, they hit multiple keys and generate multiple notes at the same time. Our system can detect continuous Click Down motions, so we designed the air piano to keep on playing given notes as long as the related fingers are in Click Down position; this replicates sustained notes in a regular piano. Once fingers are not in Click Down position (after they perform the Click Up gestures), the respective notes stop playing. We have extended this to both hands, so users can play up to ten notes simultaneously.

In our version of the air piano, we have covered two octaves ( 14 white keys, 10 black keys); each hand would operate an octave. The left hand is assigned to the first octave; to right hand to the second. We first start by explaining the hand movement assumptions that we used to simulate playing the piano. We then explain how each hand operates its assigned octave separately (Figure 4.3).

A piano's keyboard has two rows: the lower row which consists of white keys, and the upper row which consists of black keys. When pianists are playing the piano, we suppose that they move their hands up (away from their torso) to reach the black keys, and down


Figure 4.3: Keys detection in Air Piano. The letters S, R, M, I and T correspond respectively to the Small, Ring, Middle, Index and Thumb fingers. Position 1 shows how the left and right hands are assigned to the inner white keys. In Position 2, they are assigned to the outer white keys. Position 3 illustrates how the fingers hit the black keys.
(close to their torso to hit the white keys). To replicate this in our system, we supposed that the Leap Motion sensor sits in the center of our piano version (between the two octaves). We used the same angles model that we have previously utilized in the detection of the Shift, Control and Alt keys: whenever a left hand is in the upper left arc of the circle (Figure 4.1 - a), it will be considered that the users are trying to hit the black keys corresponding to that hand. If the right hand is in the upper right arc of the circle (Figure $4.1-\mathrm{a}$ ), then we consider that the users want to reach the black keys related to the right hand. The next step is assigning fingers to the keys. In the case of black keys, each octave has five, so the fingers are directly assigned to the keys in the following manner: in the left hand, the
little, ring, middle, index and thumb fingers are respectively assigned to the first octave's $\mathrm{C} \#, \mathrm{D} \#, \mathrm{~F} \#, \mathrm{G} \#$ and A\# keys. The right hand's assignment's order will be reversed: the second octave's $\mathrm{C} \#, \mathrm{D} \#, \mathrm{~F} \#, \mathrm{G} \#$ and A\# keys will respectively be assigned to the thumb, index, middle, ring and little fingers (Figure 4.3 - Position 3).

To hit the white keys, we assume that when the left and right hands are respectively in the left and right arcs (Figure $4.1-\mathrm{a}$ ), the users want to hit the white keys. Unlike the black keys, which amount to five in each octave and can thus be directly assigned to the five fingers of each hand, there are seven white keys per octave, and hence a different approach is required to hit them. Therefore, we used the same approach that we had previously used in 4.5.1 to detect when to trigger multiple selection. We used a radius (Figure $4.1-\mathrm{b}$ ) of 80 mm as a threshold. If the distance from the palm center to the Leap Motion sensor is less than this threshold, then we suppose that the users are trying to hit the inner notes of an octave; otherwise, they will be attempting to hit the outer notes. In the case of the left hand, the little, ring, middle, index and thumb fingers are respectively assigned to:

- E, F, G, A, B notes of the first octave, in the case of the inner notes (Figure 4.3 - Position 1)
- C, D, E, F, G notes of the first octave, in the case of the outer notes (Figure 4.3 - Position 2)

As for the right hand, the thumb, index, middle, ring and little fingers are respectively assigned to:

- C, D, E, F, G notes of the second octave, in the case of the inner notes (Figure 4.3 - Position 1)
- E, F, G, A, B notes of the second octave, in the case of the outer notes (Figure 4.3 - Position 2)

Our midair piano supports the simultaneous multi-click detection of MutiX Click, and thus allows the users to play multiple notes at the same time. It also produces an audio output of the corresponding played note to simulate a real piano operation. Visual feedback is also given to the users by changing the color of the key that was hit to green. Both the audio and visual feedbacks continue to operate as long as the corresponding key is hit (that is, as long as the assigned finger is in Click Down position).

The participants of the experiment also tried the air piano, and we have received multiple comments. Figure 4.4 shows the Midair Piano prototype in action.


Figure 4.4: Midair Piano prototype. The active key's color is changed to green as a visual feedback to the user.

### 4.7 Evaluation

To evaluate MultiX Click, we conducted three different experiments. Each experiment is meant to evaluate a specific aspect of the method. The experiments are detailed here below in their respective subsections.

### 4.7.1 Experiment 1

In the first experiment, we wanted to evaluate the effect of multi-clicking on the input accuracy. To evaluate our system, 12 participants (all males) aged between 20 and 29 (average 23.75, S.D 2.42) were recruited; 9 amongst them were computer science / engineering students. All were right-handed. A brief introduction was given to the participants on how to carry out the experiment. They were asked to practice using the system for about 10
minutes. To perform the experiment, the participants placed their elbows on the desk, and their hands about 20 cm above the Leap Motion sensor, as can be seen in Figure 3.9. In one variation of the experiment, the participants were asked to input all thirty-one keys while using the three modifier keys Shift, Control, and Alt. In this case, they have to input a combination of a modifier key and a regular key (for example, "Shift A" or "Control P"). To input this kind of combination, they used one hand for inputting the modifier key, and the other for the regular key. When a key from the left hand side of the keyboard was being inputted (such as R or D ), the modifier key would be inputted with the right hand. Conversely, when a key from the right hand side of the keyboard was being used (such as N or U), then the left hand would input the modifier key. Just like with a physical keyboard, the modifier key should be held down, then the regular key tapped. To translate this into the midair keyboard, a modifier key is first activated by performing a Click Down gesture, and holding it (the finger does not go up). Then, with the opposite hand, a key is inputted in the normal way (Click Down followed by a Click Up). After that, the finger inputting the modifier key can be released (Click Up). In the experiment, the participants start by using the right hand to input the modifier keys by using a Click Down gesture. While keeping the Click Down gesture executed, they then, with their left hand, input a key. Each "modifier key + regular key" combination was entered five times (Shift + Q, Shift + Q, Shift + Q, Shift + Q, Shift + Q, Ctrl + Q, Ctrl + Q, Ctrl + Q, Ctrl + Q, Ctrl + Q, Alt + Q, Alt + Q, Alt +Q, Alt +Q, Alt +Q ) They started by inputting the keys corresponding to the upper row of the keyboard ( $\mathrm{Q}, \mathrm{W}, \mathrm{E}, \mathrm{R}, \mathrm{T}$ ), then moved on to the middle row (A, S, D, F, G). Finally, they continued with the bottom row (Z, X, C, V, B). All those keys are inputted in combination with modifier keys. Next, they switch hands: they input modifier keys with their left hand, while at the same time inputting regular keys with their right hand. They started with the upper row (Y, U, I, O, P), middle row (H, J, K, L, ;) and bottom row (N, M, comma, period, forward slash). Finally, they entered the space key with their preferred hand, while simultaneously entering the modifier keys with the opposite hand.

The other variation of the experiment is similar to the previous one. The only exception is that participants would not enter any modifier key. In this task, the participants were asked to input all thirty-one keys, fifteen times each (QQQ..., WWW..., EEE, ...). They started with their left hand, and inputted the keys corresponding to the upper row of the keyboard (Q, W, E, R, T). They then inputted the keys from the middle row (A, S, D, F, G). Finally, they continued with the bottom row (Z, X, C, V, B). They then repeated the
same task using their right hand, where they started with the upper row (Y, U, I, O, P), middle row (H, J, K, L, ;) and bottom row (N, M, comma, period, forward slash). Finally, they entered the "space" key fifteen times. The participants were allowed to take a break whenever they felt tired, which was almost once after each row (six times per experiment). To prevent the order effect, the order of the experiment variations was changed for every participant.

### 4.7.2 Questionnaire 1

After completing the experiments, the participants were asked to fill out the following questionnaire, to which they could respond on a five point Likert scale $(-2=$ Strongly negative answer, $2=$ Strongly positive answer):

1. To what extent does multiple selection's usage feel natural?
2. To what extent is multiple selection's usage easy?
3. To what extent did multiple selection operate as you thought?

The participants were also offered the opportunity to enter comments, if any, freely.

### 4.7.3 Results Of Experiment 1

Each participant inputted a key 15 times, while at the same time inputting a modifier key with the opposite hand. As a result, each key involved 2 separate inputs, and thus the total inputs per key were 30. This was repeated for all 31 keys of the keyboard, which sums up to $30 * 31=960$ in the multi-click variation. In the other variation, each participant executed $15 * 31=465$ inputs, for a total of 1,425 input per participant. All in all, the 12 participants performed 17,100 inputs. We have analyzed the input accuracy for each experiment variation. Figure 4.5 and Figure 4.6 show the results per key for the regular input variation and modifier key variation respectively.

### 4.7.4 Results Of Questionnaire 1

The results of the questionnaire are shown in Table 4.1
The result of Question 1 shows that the participants agreed that the usage of multiple selection is natural, whereas the result of Question 2 indicates that they marginally agreed that it was easy. Finally result of Question 3 indicates that the participants marginally agreed that multiple selection operated as they thought.

| $\begin{array}{r} Q \\ 94.44 \end{array}$ | $\begin{array}{r} W \\ 91.67 \end{array}$ | $\begin{array}{r} E \\ 93.89 \end{array}$ | $\begin{array}{r} \mathbf{R} \\ 86.11 \end{array}$ | $\begin{array}{r} \mathrm{T} \\ 85.00 \end{array}$ | $\begin{array}{r} Y \\ 86.67 \end{array}$ | $\begin{array}{r} \mathrm{U} \\ 89.44 \end{array}$ | 92.22 | $\begin{array}{r} 0 \\ 94.44 \end{array}$ | P 91.67 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{array}{r} \text { A } \\ 90.56 \end{array}$ | S 92.22 | $\begin{array}{r} \mathrm{D} \\ 93.89 \end{array}$ | $\begin{array}{r} F \\ 89.44 \end{array}$ | $\begin{array}{r} \mathrm{G} \\ 88.89 \end{array}$ | $\begin{array}{r} \mathrm{H} \\ 87.78 \end{array}$ | $\begin{array}{r} \mathrm{J} \\ 89.44 \end{array}$ | K 95.56 | $\begin{array}{r} \mathrm{L} \\ 92.22 \end{array}$ | 91.11 |
| $\begin{array}{r} \text { Z } \\ 92.78 \end{array}$ | $\begin{array}{r} \mathrm{X} \\ 92.78 \end{array}$ | $\begin{array}{r} \text { C } \\ 95.00 \end{array}$ | $\begin{array}{r} \hline V \\ 88.89 \end{array}$ | $\begin{array}{r} B \\ 87.22 \end{array}$ | $\begin{array}{r} \mathrm{N} \\ 81.67 \end{array}$ | $\begin{array}{r} M \\ 86.67 \end{array}$ | 93.89 | 96.67 | / |
| $\begin{gathered} \text { Space } \\ 92.73 \end{gathered}$ |  |  |  |  |  |  |  |  |  |



Figure 4.5: Success rate (\%) by key without using Multi-click.

Table 4.1: Questionnaire 1 results.

| Question | Mean | S.D |
| :--- | :--- | :--- |
| Question 1 | 0.83 | 0.72 |
| Question 2 | 0.58 | 0.79 |
| Question 3 | 0.50 | 0.67 |

### 4.7.5 Experiment 2

In this experiment, we wish to evaluate the effect of multi-clicking on the input speed in our air keyboard. 12 participants (all males) aged between 20 and 26 (average 23.42, S.D 1.62) were recruited; 5 amongst them were computer science / engineering students. All were right-handed. A brief introduction was given to the participants on how to carry out the experiment. They were asked to practice using the system for about 10 minutes. The participants were asked to input the following 5 sentences:

1. "1 Year Has 7 Months With 31 Days"
2. "There are 102248 arachnida species on Earth"
3. "HTML5 is better than HTML4"
4. "Mount Tsukuba Is 877 Meters High"
5. "Star Wars Was Released On May 25th 1977"


Figure 4.6: Success rate (\%) by key while using Multi-click.

The participants had to respect the case of the letters as they appeared in the sentences. They were asked to input each sentence in two different ways. In the first one, they were able to input capital letters by clicking down on the Shift key with one hand, and selecting the appropriate key with the other hand. Since our keyboard does not have keys to input numerical values, we mapped the numbers to a combination of Control button and the keys from the middle row ( $\mathrm{a}, \mathrm{s}, \mathrm{d}, \mathrm{f}, \mathrm{g}, \mathrm{h}, \mathrm{j}, \mathrm{k}, \mathrm{l}$, semi-colon). Ctrl + a would generate the number $1, \mathrm{Ctrl}+\mathrm{s}$ would generate the number 2 , and so on. Control + semi-colon would generate the number 0. In the second method, we added a "Capital Lock" and a "Number Lock" buttons on the left and right side of the keyboard respectively. Those two buttons can then be activated and deactivated in the same way as the modifier keys:

- The Capital Lock button is activated/deactivated when a thumb click occurs in the left arc (Figure 4.1-a)
- The Number Lock button is activated/deactivated if a thumb click is detected in the right arc (Figure 4.1-a)

Once the Capital Lock key is activated, the inputted text following that will be in upper case. To return back to lower case, it has to be deactivated. The Number Lock key operates in the same way. As with the previous method, the keys from the middle row (a, s, d, f, g,
$\mathrm{h}, \mathrm{j}, \mathrm{k}, \mathrm{l}$, semi-colon) are mapped to the numbers $1,2,3,4,5,6,7,8,9,0$. To prevent the order effect, the order of the sentences and that of the input method were chosen randomly for each participant.

### 4.7.6 Results Of Experiment 2

We have measured the average time in seconds to complete inputting the sentence in both input methods. Furthermore, we analyzed the collected data using a paired t-test ( $\alpha$ $=0.05)$. Table 4.2 shows the results.

Table 4.2: Results of Experiment 2. Single-click refers to the method where the Capital and Number lock keys were used. Multi-click refers to the input method where the Shift and Control keys were used to input capital letters and numbers respectively. Diff shows the difference of speed between the two methods.

| Sentence | Single-click | Multi-click | T-test (p) | Difference |
| :--- | :--- | :--- | :--- | :--- |
| 1 | 52.21 s (S.D. 14.22) | 38.65 s (S.D. 15.10) | 0.013 | $26 \%$ |
| 2 | 43.30 s (S.D. 12.06) | 43.07 s (S.D. 14.74) | 0.967 | $1 \%$ |
| 3 | 31.37s (S.D. 8.50) | 33.45s (S.D. 10.06) | 0.590 | $6 \%$ |
| 4 | 44.20s (S.D. 12.49) | 34.00s (S.D. 9.84) | 0.038 | $23 \%$ |
| 5 | 57.10s (S.D. 15.61) | 43.02s (S.D. 11.16) | 0.019 | $25 \%$ |

### 4.7.7 Experiment 3

In this experiment, we wanted to evaluate the multi-click detection in Air Piano. For this purpose, 10 participants (all males) aged between 22 and 26 (average 23.5, S.D 1.08) were recruited; 8 amongst them were computer science students. 9 were right-handed. A brief introduction was given to the participants on how to carry out the experiment. They were asked to practice using the system for about 5 minutes. In this experiment, the participants were asked to input 3 different piano chords, 10 times with each hand. To prevent the learning effect, the hand, and the chord that was executed by that hand were selected at random each time. Piano chords involve hitting multiple notes at the same time. The following chords were used:

- C Major, using C, E and G notes
- C sus 2 , using $\mathrm{C}, \mathrm{D}$ and G notes
- C sus 4 , using $\mathrm{C}, \mathrm{F}$ and G notes

As explained in 4.6 , the notes $\mathrm{C}, \mathrm{D}, \mathrm{E}, \mathrm{F}$ and G are respectively mapped to the little, ring, middle, index and thumb fingers of the left hand, and to the thumb, index, middle, ring
and little fingers of the right hand. Therefore, the fingers used to perform the chords are different for each hand. Table 4.3 and Table 4.4 show the fingers used respectively in the left and right hands to execute the chords.

Table 4.3: Fingers used in the left hand to execute the chords. The corresponding note is shown in parenthesis.

| Chord | Finger 1 | Finger 2 | Finger 3 |
| :--- | :--- | :--- | :--- |
| C Major | Little (C) | Middle (E) | Thumb (G) |
| C sus 2 | Little (C) | Ring (D) | Thumb (G) |
| C sus 4 | Little (C) | Index (F) | Thumb (G) |

Table 4.4: Fingers used in the right hand to execute the chords. The corresponding note is shown in parenthesis.

| Chord | Finger 1 | Finger 2 | Finger 3 |
| :--- | :--- | :--- | :--- |
| C Major | Thumb (C) | Middle (E) | Little (G) |
| C sus 2 | Thumb (C) | Index (D) | Little (G) |
| C sus 4 | Thumb (C) | Ring (F) | Little (G) |

### 4.7.8 Results Of Experiment 3

We evaluated the chords detection in Air Piano. Each chord is inputted with specific fingers. For a positive detection, only the required fingers had to be detected. Any other condition (less than the required fingers were detected, more than the required fingers were detected, no detection at all) was considered negative and was rejected. We duly note that all chords executions were detected, and thus the results reflect whether the right or wrong combination of fingers was detected. Table 4.5 shows the results of the chords detection rate.

Table 4.5: Results of the average chords detection rate per hand (the standard deviation is shown in parenthesis).

| Hand | C Major | C sus 2 | C sus 4 |
| :--- | :--- | :--- | :--- |
| Left | $44 \%(3.13)$ | $83 \%(1.77)$ | $83 \%(1.70)$ |
| Right | $34 \%(4.30)$ | $79 \%(1.79)$ | $91 \%(0.88)$ |

### 4.7.9 Questionnaire 2

After completing the experiment, the participants were asked to fill out the following questionnaire, to which they could respond on a five point Likert scale $(-2=$ Strongly negative answer, $2=$ Strongly positive answer):

1. To what extent is the C Major chord input easy?
2. To what extent is the C sus 2 chord input easy?
3. To what extent is the C sus 4 chord input easy?

The participants were also offered the opportunity to enter comments, if any, freely.

### 4.7.10 Results Of Questionnaire 2

The results of the questionnaire are shown in Table 4.6
Table 4.6: Questionnaire 2 results.

| Question | Mean | S.D |
| :--- | :--- | :--- |
| Question 1 | -0.40 | 1.43 |
| Question 2 | 1.50 | 0.53 |
| Question 3 | 0.80 | 0.92 |

### 4.7.11 Air Piano Impressions

We have received many comments on the Air Piano application, mostly positive. One participant commented that he learned piano for six years and was very satisfied with the air piano. Another stated that he was able to play a section of the "Do-Re-Mi song" after some practice. Other comments included "the air piano was very natural to use", "the air piano was fun", and "I think people can use the air piano to practice on the train". Others commented that "changing octaves was a bit difficult" and "unintentional keys were detected some times".

### 4.8 Discussion

In this section, we discuss the results of the three experiments and the possibilities of our system. We start by explaining the target of the midair multi-click recognition rate. We have defined the following three levels for the recognition rate:

- Level 0: $90 \%$ accuracy.
- Level 1: $99 \%$ accuracy.
- Level 2: $99.9 \%$ accuracy.

We have also defined the following 3 levels for input speed:

- Level 0: 8 strokes per minute - we can input in any way.
- Level 1: 40 strokes per minute - we can input with some stress.
- Level 2: 200 strokes per minute - we can input with no stress.

The target recognition rate and the target speed will depend on applications. For the Midair Keyboard application, our initial goals were Level 1 for accuracy and Level 1 for speed. For the Air Piano application, our initial goals were Level 0 for accuracy and Level 1 for speed. As can be seen from the results of Experiments 1 and 2, the Midair Keyboard goals have almost been satisfied.

Experiment 1 shows that we can type letters with a reasonable recognition rate. If we use multi-selection, we can also type with a reasonable recognition rate, i.e., multi-click does not lower the recognition rate drastically.

Experiment 2 shows that we can type regular English sentences with a certain speed. Comparing single-click and multi-click, multi-click seems to provide us with shorter input time when the words start with a capital letter. On the other hand, when consecutive numbers are appearing, multi-click does not shorten the input time.

Experiment 3 shows the detection and recognition rates of multi-taps. Previous research [48], [49] shows that human fingers do not move independently, and that motions were produced in other fingers even if the subjects were asked to move just one finger. This was especially present in the case of the C Major chord, due to the specific combination of the required fingers. Therefore, the recognition rate of the C Major chord dropped. This problem was less obvious for the C sus 2 and C sus 4 chords which had higher recognition rates. Our system detected all the inputs in Experiment 3 ( $100 \%$ detection rate), however, due to the constraints of the hand anatomy, some rates dropped. But we can say that the above accuracy goal for Air Piano has been satisfied. Moreover, since we can play the Air Piano in real time, we can say Level 1 speed has also been realized.

By introducing finger tapping, and using different fingers, we can input gesture sequences in a smoother way, which is a great advantage compared to one-shot finger shape gesture. By explicitly detecting finger taps, we were able to have a great control over the interaction. We were able to precisely define the beginning and the end of gestures by using clicks. Our
system successfully detects single taps, "hybrid multi-taps" using both hands (two taps, one coming from each hand, are detected simultaneously) and "pure multi-taps" (multiple fingers clicked in one hand). Moreover, in the latter case, the identity of the fingers is also detected and not just the number of multi-clicking fingers (i.e. a multi-click with the index and thumb is different than a multi-click with the index and ring fingers, even though in both cases two fingers are clicked). Identifying the fingers that tap in a single hand expands the vocabulary of the interaction in that given hand. Finally, combining single taps, hybrid multi-taps and pure multi-taps, such as mixing pure multi-clicks in both hands, gives rise to multiple possibilities and thus notably increases the overall vocabulary of midair taps.

### 4.9 Other Possible Applications

A potential application for our system is a midair guitar player. Since our system can distinguish multi-taps this can be used to estimate the chords that a player is trying to play.

Typically, the ability to use multi-clicking enriches the gesture interaction vocabulary. This increase of vocabulary is very flexible too: the combination of multi-clicks can be used to differentiate gestures. For example, simultaneous clicking of different fingers (in the same hand) can generate different gestures, as has been shown in Experiment 3. This can be mixed with regular taps from the other hand. A possible application to this scenario is a secure input system for passwords or PINs. For example, let's suppose that a user's PIN is 123 . Each of the digits 1,2 and 3 will be inputted using a regular tap in one hand, while simultaneously performing different multi-clicks in the other hand. Therefore, the PIN is not just 123 anymore, but a combination of numbers in one hand and multi-tapping with different fingers in the other hand, which makes its input more secure and decreases the chances of being guessed. Another possible application to multi-tapping is 3D multi-touch gestures, the same way multi-touch is used in smartphones or tablets by using multiple fingers. For example, we can click with the index and middle fingers simultaneously, then swipe the hand to trigger a scroll depending on the swipe direction. Moreover, a 2 -finger tap can be used to generate a right-click action, and a pinch with thumb and index fingers can be used to zoom in or out of a picture.

### 4.10 Summary

In this chapter, we presented MultiX Click, a new midair multi-click detection method. We used Xpli Tap which was introduced in Chapter 3 as our starting point, and added the detection of simultaneous multi-taps that are executed using multiple fingers. Xpli Tap isolates the tapping finger for greater accuracy; we have introduced a technique that distinguishes multiple zones which allows to mix single and multi-tapping simultaneously. This allowed the detection of concurrent taps occurring from both hands: in one hand, a Click Down was performed, and a regular tap was executed from the other hand. To show the advantage of this approach, we implemented a midair keyboard which allows the usage of the Shift, Control and Alt modifier keys by combining them with regular keys. Users can utilize these modifier keys by clicking down on them; they can use a normal click on any other key, as if using a physical keyboard. Furthermore, we have detected the multi-taps that are performed in one hand only. In this case, various fingers are bent simultaneously, and their taps are detected concurrently. A midair piano using this approach was implemented where users can play single notes or chords. We have conducted experiments that have shown that MultiX Click is a reliable method, and we have reached the original targets that we had designated as acceptable for our system. Besides detecting multi-taps, MultiX Click allows the identification of every finger. By distinguishing the number of tapping fingers and their identity, the interaction vocabulary can be augmented.

## Chapter 5

## Conclusion

The advancement of depth sensors and processing power have promoted the usage of natural interfaces using the body as the only input device. Unlike worn sensors, a depth camera does not need any wired connectors or donned devices in order to detect gestures. And while RGB cameras can and have been used to distinguish hand gestures, they have some limitations such as sensitivity to light and can only read images in 2D, thus reducing their accuracy. Depth cameras eliminate those problems by using infrared light and detecting a depth map which allows the measure of the distance between objects and the camera.

Different gestures can be detected using depth cameras, and a particularly interesting one is the tapping gesture. Tapping gestures are familiar to humans, as they are use to performing it on keyboards, mice and touchscreens. Moreover, tapping gestures are a good candidate for selection mechanisms which are used to distinguish multiple elements in a user interface. Ideally, a selection mechanism should not only have the ability to differentiate between different user interface elements, but should also allow the users to explicitly start and end a selection action, and cancel it if necessary. These particular points have not been covered in depth in the existing literature.

### 5.1 Contributions

Our research work has provided valuable methods to solve the limitations of the existing techniques in selection mechanisms and tap detection. We have detected a tapping gesture by extending the thumb and middle finger to generate a plane which was used to measure
the angle of the index while executing a tap. Once the angle crossed a defined threshold, a tap was generated. This technique was then improved by using the normal vector of the palm to detect the angle, which freed the thumb and middle fingers from being always extended. Furthermore, this allowed a tap to be detected from every finger of the hand. Moreover, a tapping gesture was split into a Click Down and a Click Up. A full click was hereby defined as a Click Down followed by a Click Up. In the case of a user interface elements, an additional rule was introduced to detect a click. This rule stipulated that the Click Down and Click Up actions should be performed over the same target. This allowed the cancellation of the click even though it may have already started with a Click Down by simply moving the hand away from the target during a Click Up operation. Splitting the tap into two separate gestures introduced the ability to explicitly define the start and end of the gesture. A tap was therefore not limited by any time constraints. This allowed us to use the latter to our advantage; we were able to detect a Long Click as well as Double Click gestures by defining some time thresholds. Furthermore, we were able to detect those two gestures as well as a regular tap depending on the time threshold. Using our technique, we have implemented a prototype which allowed users to operate a photo viewer with midair finger taps. A thumb click would change the function from dragging to zooming to rotating. Then an index tap will allow the users to execute the selected function. During evaluation, our tap detection algorithm proved to be reliable.

We also proposed an algorithm to explicitly detect midair finger taps. First, we created a relaxed neutral posture by introducing a calibration step. Then we were able to extract the exact position of an executed tap by analyzing the fingertip position during the tapping action. Moreover, we were able to isolate the tapping finger when multiple fingers moved concurrently; this has led to an accurate detection of the gesture. Since we could detect the exact position of a tap, we used it to augment the interaction vocabulary by assigning different actions to a single finger depending on the location of the tap. Furthermore, we detected three different shapes for the tapping finger. By using these shapes along with a tapping action, we were also able to enrich the gestures vocabulary. A midair QWERTY keyboard prototype was created as an application to our algorithm. The results of the evaluation experiments have shown its efficiency.

Finally, we proposed a technique to detect multiple taps generated simultaneously from different fingers. We introduced an approach to be able to mix multi-taps with regular taps by defining a zone for each. To show the feasibility of this technique, we implemented
a midair keyboard using the Shift, Control and Alt modifier keys. The users were able to simultaneously input a modifier key in one hand and a regular key with the other. Moreover, we were able to distinguish multiple taps coming from different fingers in a single hand. This made it possible to detect concurrent taps similar to multi-touch gestures in touchscreens. We implemented a midair piano where users could play one or simultaneous multiple notes such as chords depending on the number of fingers that they bend. Both of these approaches have noticeably increased the gestures vocabulary. The evaluation showed that our technique is reliable.

Our proposed methods in midair finger tap detection can overcome some of the limitations of the existing techniques. A possible application of our work is incorporating these methods in portable devices such as smartphones and smartwatches. Nowadays, smartphones have become powerful enough to allow users to send emails and conduct business using them, and smartwatches may in the future be as powerful. However, interacting with those devices is still limited, mainly because of the small size of their screens. The possible interactions can be increased if those devices are equipped with an adequate sensor; users will be able to use them without being restricted by the limited size of their screens. For example, a smartphone can be laid down on a horizontal surface, and then the user can type a full email just by placing his or her hands above the screen and tapping in midair.

Computers have evolved from the terminal form (small monitor and keyboard) to new models including smartphones, large screens and smartwatches. Along with these new computers comes the need for new ways of interactions, besides mice and keyboards. Another contribution of our research is that it moves a step closer towards liberating users from the restrictions of the physical interfaces. In those interfaces, users have to position their hands around physical objects, and are forced to have their hands take the shape of the interfaces, but our midair system can detect the gestures in 3D, making it possible for interfaces to take the shape of the human hands. As a consequence, the interactions may become more natural by moving away from machines and closer to the users, and repetitive stress injuries may be reduced.

### 5.2 Future Work

Our study showed that midair finger tapping can be a promising technique to interact with computers. In the future, we would like to optimize the interactions and reduce
the error rates; we may include machine learning and dictionaries to make the detection and keyboard more reliable. Furthermore, as Virtual Reality and Augmented Reality are becoming increasingly popular recently, we would like to investigate the integration of our system with these technologies, as they present users with virtual spaces that can be good candidates for midair interactions. Moreover, we would like to study the fatigue resulting from these interfaces and its effect on applications.
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