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Abstract: Jones matrix-based polarization sensitive optical coherence tomography (JM-OCT)
simultaneously measures optical intensity, birefringence, degree of polarization uniformity, and
OCT angiography. The statistics of the optical features in a local region, such as the local mean
of the OCT intensity, are frequently used for image processing and the quantitative analysis of
JM-OCT. Conventionally, local statistics have been computed with fixed-size rectangular ker-
nels. However, this results in a trade-off between image sharpness and statistical accuracy. We
introduce a superpixel method to JM-OCT for generating the flexible kernels of local statistics.
A superpixel is a cluster of image pixels that is formed by the pixels’ spatial and signal value
proximities. An algorithm for superpixel generation specialized for JM-OCT and its optimiza-
tion methods are presented in this paper. The spatial proximity is in two-dimensional cross-
sectional space and the signal values are the four optical features. Hence, the superpixel method
is a six-dimensional clustering technique for JM-OCT pixels. The performance of the JM-OCT
superpixels and its optimization methods are evaluated in detail using JM-OCT datasets of poste-
rior eyes. The superpixels were found to well preserve tissue structures, such as layer structures,
sclera, vessels, and retinal pigment epithelium. And hence, they are more suitable for local
statistics kernels than conventional uniform rectangular kernels.
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1. Introduction

Optical coherence tomography (OCT) possesses high resolution and high acquisition speed,
and three-dimensional volumetric imaging and video rate monitoring capabilities. OCT has
been applied in scientific, industrial, and medical fields [1, 2]. Particularly in ophthalmology,
OCT has been widespread and is becoming an essential tool in the diagnosis and monitoring of
human retinal disease [3].

An OCT signal intensity image provides layered structures of the retina and helps in the
accurate diagnosis of retinal disease. Polarization sensitive OCT (PS-OCT) provides not only
structural information but also the polarization properties of the sample [4, 5]. Among the po-
larization properties, local birefringence (BR) is considered to provide collagen contrast [6–13].
The degree of polarization uniformity (DOPU) is another polarization property [14–17]. Low
DOPU signal is considered to be an indicator of melanin [18]. OCT angiography (OCTA) is
another extension of OCT, that provides vascular information through the time variation anal-
ysis of OCT signals [19–22]. Jones matrix-based PS-OCT, the so-called multifunctional Jones
matrix OCT (JM-OCT), provides the following four types of OCT images: scattering intensity,
BR/phase retardation, DOPU, and OCTA using a single scan [10,12,23–25].

Local statistics are frequently used for the image processing of JM-OCT. For example, the
local mean is used to reduce noise and speckle. Similarly, DOPU is computed as a circular vari-
ance of Stokes vectors in a local region [14]. BR is also estimated using signals in a small local
region [8,13]. Conventionally, these local statistics are computed using a fixed-size rectangular
kernel. However, the fixed-size kernel results in a trade-off between image sharpness and statis-
tical accuracy, that is, a larger kernel provides better statistical accuracy but reduces the image
resolution.

We introduce clusters of pixels with a flexible shape, so-called superpixels, as the kernel for
computing local statistics. A superpixel is formed with image pixels that share similar signal
values and possess high spatial proximity [26]. Using the superpixel as the local statistics kernel,
we can preserve tissue structures and simultaneously achieve accurate statistics.

In this study, we present a superpixel method that is based on the idea of the SLIC algo-
rithm [27, 28] but is specially designed for multifunctional JM-OCT. The SLIC algorithm gen-
erates superpixels by clustering pixels based on their spatial proximity and color similarity. Our
JM-OCT superpixel method generates superpixels by clustering pixels based on their spatial
proximity and optical feature similarity where the optical features include OCT intensity, BR,
DOPU, and OCTA. The performance of JM-OCT superpixels is evaluated in detail for datasets
obtained fromin vivo human posterior eyes. Systemic methods for optimizing parameters used
for superpixel generation are also presented.

2. JM-OCT system and measurement protocol

In this study, we used a multifunctional JM-OCT designed for posterior eye imaging [24]. A
MEMS-based wavelength sweeping light source (Axsun Technology Inc., MA) with a center
wavelength of 1.05µm was used. The scanning rate of the light source was 100 kHz and the
average output power was 30 mW. The optical power on the sample was configured to be ap-
proximately 1.15 mW to satisfy the safety standard defined by ANSI [29].

This JM-OCT multiplexed two incident polarization states using passive polarization delay,
and two output polarizations were measured using a polarization diversity detector [9,10,12,18,
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23, 24]. Thus, it measured a set of four OCT images by a single scan. The four images formed
a Jones matrix, which is a similarity transformed matrix of the round-trip Jones matrix of the
sample. Additionally, four Jones matrix B-scans were repeatedly obtained at a single location
on a sample. More details of this JM-OCT are described in Ref. [24].

Four types of optical features, OCT intensity, BR, DOPU, and OCTA, were then computed
from the Jones matrix. OCT intensity was computed by coherently combining four entries of the
Jones matrix and also combining four repeated Jones matrices [24]. BR was computed using a
local Jones matrix analysis method [7] and maximuma-posteriori BR estimator [8]. DOPU was
computed using a DOPU algorithm with Makita’s noise correction [16]. Here each DOPU value
is computed from spatial 3 by 3 pixels times 4 frames times 2 input polarizations. The 4 frames
and 2 input polarizations were accounted by the same manner described in Eq. (3) of Ref. [16].
Additionally, OCTA was obtained by complex correlation analysis with noise-correction [22].
More details of the signal processing are summarized in Refs. [10,24].

The sensitivity of each of the four images was measured to be 91 dB, which is equivalent to 97
dB for conventional non-polarization sensitive OCT [24]. The depth resolution was measured
to be 8.5µm in air, which corresponds to 6.2µm in tissue. The transversal resolution is around
20 µm, although it varies by the aberration of the eye. Each A-line consisted of 480 pixels, and
the axial pixel separation was 4.0µm.

Maculae and optic nerve heads (ONHs) of four healthy human subjects were measured. Hor-
izontal cross-sections were obtained with a 6.0 mm scan range laterally and 1.9 mm in depth.
Sixty-four B-scans were obtained continuously, and each B-scan consisted of 490 A-lines. Four
B-scans among the 64 were used for the analysis. The study protocol adhered to the tenets of the
Declaration of Helsinki, and was approved by the institutional review board of the University
of Tsukuba.

3. Generation and optimization of superpixels for JM-OCT

In this section, we first explain a method to generate superpixels from multi-contrast Jones
matrix OCT images (Section 3.1). Then the methods and algorithms to optimize the parameters
used to generate the superpixels are described in 3.2.

3.1. Superpixel generation

3.1.1. Generation of initial superpixels

A superpixel is a cluster of image pixels with high spatial proximity and high optical feature
similarity. To generate superpixels, we first created initial superpixels that had a fixed size and
hexagonal shape. They were regularly distributed in space and covered the entire image region.
To generate the initial superpixel, we first selected the interval of initial superpixelsS in a pixel
unit. The number of superpixelsK in an image withN image pixels is computed asK = N/S2.
Additionally, the number of pixels in each initial superpixel isS2. In the present study,S was set
to six pixels, and hence the number of image pixels per superpixel was 36 pixels. The number
of image pixels per image was 235,200 pixels (490× 480 pixels), and hence the number of
superpixels was 6,533/image.

3.1.2. Definition of distance in feature space

The initial superpixels were reshaped to increase both the optical feature similarity and spatial
proximity of the image pixels in each superpixel. For this reshaping, we had to simultaneously
evaluate the optical feature similarity and spatial proximity. So, we had to define an image pixel
distance in six-dimensional (6-D) feature space, which consisted of four optical features (OCT
intensity, OCTA, BR, and DOPU) and two spatial coordinates (lateral and axial).

The first step to define the 6-D distance was to define a distance in 4-D optical feature space.
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The optical feature distance between two image pixel pointsa andb is defined as the weighted
Euclidean distance:

Do(a, b) ≡

√

√

√ 4
∑

i=1

wi(ai − bi)2, (1)

wherea andb are position vectors in the 6-D feature space, which can be expressed asa =

[a1, a2, a3, a4, a5, a6]T andb = [b1, b2, b3, b4, b5, b6]T . The first to fourth entries of the vectors
represent the OCT intensity on a linear scale, OCTA, BR, and DOPU, respectively. The fifth
and sixth entries are the lateral and axial spatial positions in the pixel unit.wi is the weight
of the i-th optical feature. A method to define an optimalwi is described in Section 3.2.2.
In our implementation, the optical feature values are normalized in the range of [0, 255] and
represented in floating point numbers in its software implementation. And it does not affect the
final shape of the superpixels.

Similarly, the spatial distance is defined as the Euclidean distance:

Ds(a, b) ≡

√

√

√ 6
∑

i=5

(ai − bi)2, (2)

Additionally, the total distanceDt in 6-D feature space is then defined as a weighted sum of
the optical feature distanceDo and spatial distanceDs :

Dt (a, b) ≡ Do(a, b) +
m

S
Ds(a, b), (3)

wherem is a weight between the optical feature distance and spatial distance. A largerm results
in a larger contribution of spatial distance to total distance. As will be described in the next
subsection, the superpixel is reshaped to reduceDt among pixels within a superpixel. Hence,
a largerm results in more spatially compact superpixels, andm is called as the “compactness
factor” [27]. A method to determine the optimal compactness factor is described in Section
3.2.3.

3.1.3. Superpixel reshaping

After generating the initial superpixels, they were reshaped in an iterative process similar to
the SLIC superpixel method [27]. The reshaping was an iterative clustering process of image
pixels in the 6-D distanceDt . For each iteration, the center of gravity of all the image pixels that
belonged to each superpixel was computed in the 6-D feature space. This center of gravity is
denoted as the centroid of the superpixel. The centroids of all superpixels were computed. Then
each image pixel was reassigned to the superpixel whose centroid was the nearest to that image
pixel. In our implementation, the searching area of the nearest superpixel was limited to within
a 2S × 2S area, which is double the interval of the initial superpixel, to accelerate the searching
speed. The iteration continued until the superpixels converged into particular shapes. In practice,
the iteration continued until the spatial distance between the previous and recomputed centroids
became less than a threshold distance, which was 1 pixel in this study, or reached 10 iterations.
This reassignment reshaped the superpixels to reflect the tissue structures.

After this iteration, some superpixels occasionally split into small fragments because this
clustering process did not constrain spatial connectivity. Hence, after the convergence, small
fragments of superpixels, that is, fragments smaller than four pixels in this study, were merged
into the largest neighboring superpixel. This process is referred to as connectivity enforcement.

3.2. Optimization method of superpixel parameters

The superpixel method relies on some arbitrary defined parameters including the initial super-
pixel intervalS, weightswi , and compactness factorm. Among them, the initial superpixel
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interval is mainly defined based on the allowable computational load, while the weights and
compactness factor should be optimized to make superpixels well adhere to tissue boundaries.
In the following sections, we describe strategies and methods to optimize the weights (Section
3.2.2) and compactness factor (Section 3.2.3). To perform these optimizations, we requested
quantitative metrics of the goodness of the superpixels. Thus, we first define the metrics in
Section 3.2.1 before describing the optimization methods.

3.2.1. Intra-superpixel variance and contribution metric

We assumed that each type of tissue had a specific optical property. Thus, the measured optical
feature values from the same tissue had similar values. If a superpixel adheres well to tissue
boundaries and contains only a homogeneous tissue, the variance of the optical feature values
within the superpixel should be low. Hence, the intra-superpixel variance (ISPV) of each opti-
cal feature can be considered as a metric to evaluate how well a superpixel adheres to tissue
boundaries.

The variance of thei-th optical feature within thek-th superpixel is defined as

σ2
i ,k =

1
sk

sk
∑

j=1

wi

(

xi , j ,k − x̄i ,k
)2
, (4)

wheresk is the number of pixels within thek-th superpixel;wi is the weight of thei-th optical
feature, which is the same as that previously used for the distance calculation in Eq. (1);xi , j ,k
is thei-th optical feature value of thej-th pixel in thek-th superpixel; and ¯xi ,k is the mean of
thei-th optical feature values within thek-th superpixel.

We used the mean of all the variances within each superpixel as a metric for superpixel quality,
which is referred to as the ISPV. The ISPV of thei-th optical featureVi is expressed as

Vi ≡
1
K

K
∑

k=1

σ2
i ,k , (5)

whereK is the number of superpixels in the image. Superpixels that adhere well to tissue bound-
aries obtained by thei-th optical feature should have lowVi .

3.2.2. Optimization of weights for the optical features

We used four optical features to discriminate tissue boundaries. Frequently, the boundary of a
particular tissue is clearly delineated with some optical properties; however, this does not appear
in other optical property images. For example, blood vessels are clearly visible in OCTA, but
are barely visible in BR. Hence, if the superpixel shape is dominated by only a few optical prop-
erties, the superpixel does not follow the shape of tissues that appear only in the non-dominant
optical properties. Thus, it is a rational optimization strategy to make the four optical properties
equally contribute to superpixel formation. In this section, we present a method that controls the
weights of the optical properties (wi) so that all optical properties make an equal contribution.

In our optimization method, the contribution of thei-th optical property was evaluated using
the following metric:

Ci ≡















V
reshaped

i

V initial
i















−1

=
V initial
i

V
reshaped

i

, (6)

whereV initial
i

andV reshaped

i
are the ISPVs of thei-th optical property of the initial and re-

shaped superpixels, respectively. If an optical feature contributes to reshaping, the ISPV of the
optical feature is reduced as the reshaping iteration progresses. Thus, ISPV may be useful as a
measure of the contribution. However, ISPV is not directly usable for comparison among the
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optical features because each optical feature has different magnitudes of variances. Although
we have applied min-max scaling to optical features into [0, 255] (Section 3.1.2), it has not reg-
ulated the variances and standard deviations of the optical features. To overcome this problem,
the ISPV was normalized by the ISPV of the initial superpixel shape, as in the middle part of
Eq. (6). We assumed that all the optical features were equally random within the initial uniform
superpixels. Under this assumption, the normalized ISPV become comparable among the opti-
cal features. Finally, a contribution metricCi is defined as the inverse of the normalized ISPV,
that is, a greater contribution from an optical feature results in a higher contribution metric of
the optical feature.

To equalize the contributions from the four optical features, the variance of the four contribu-
tion metrics was used as a cost functionE:

E(w) =
1
4

4
∑

i=1















Ci(wi) −
1
4

4
∑

i=1

Ci(wi)















2

, (7)

whereCi(wi) is a contribution metric of thei-th optical feature when the weight of the optical
feature iswi andw is a vector of weights defined asw ≡ [w1, w2, w3, w4]T . As the contribution
of all the optical features becomes more equal,E(w) becomes smaller. Thus, the optimization
of weights was performed to minimizeE(w).

We used an iterative method to minimize the cost function. The initial weights were deter-
mined randomly and the initial weight vectorw(0) = [w(0)

1 , w
(0)
2 , w

(0)
3 , w

(0)
4 ]T was normalized to

a unit vector. Hereafter, a superscript in brackets represents an iteration index. A new weight
vector in the (l + 1)-th iteration is then defined to be

w
(l+1)
∝ w

(l) + αd(l), (8)

whereα was a step length, which controls the optimization speed. It was set to be 0.315 in this
study.d(l) is an update of the weight vector defined as

d
(l)
≡ −
[

C
(l)
−max

{

C
(l)
}]

, (9)

where C
(l) is a vector of contribution metrics at thel-th iteration defined asC(l) =

[C(l)
1 , C

(l)
2 , C

(l)
3 , C

(l)
4 ]T . max

{

C
(l)
}

is the maximum entry ofC(l). w(l+1) is then normalized to a

unit vector. Thus, Eq. (8) sufficiently specifiesw(l+1), although it is in a proportional form. The
weights of the optical features with smaller contributions were increased more in the iteration.
This iteration continued untilE(w) become smaller than 10−6 or reached 20 iterations.

Current optimization algorithm equalizes the reduction of variances of each optical feature.
However, this equalization does not work correctly if the measured tissue region does not have
any structures in one or some of the optical feature images. For example, the algorithm cannot
properly optimize the weights of OCTA or birefringence, if a tissue has no perfusion or birefrin-
gence, respectively. Fortunately, for the currentin vivo applications, such cases are hard to be
found. However, if it was found, the optical feature without structure should be excluded from
the equalization.

3.2.3. Optimization strategy of the compactness factor

The compactness factor,m in Eq. (3), controls the balance between optical feature similarity and
spatial proximity. If the compactness factor is too large, superpixels are not reshaped flexibly
and remain almost in their initial hexagonal shape. If it is too small, the superpixels ignore spa-
tial proximity and split into small fragments more frequently. In this case, the small fragments
are absorbed into the largest neighboring superpixel in the connectivity enforcement step (as
described in the last paragraph of Section 3.1.3). This connectivity enforcement ignores optical
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feature similarity, and hence, superpixels do not adhere to tissue boundaries well and the ISPV
increases.

We had to determine an optimal compactness factor that might provide small ISPVs for all
the optical features even after the connectivity enforcement. We optimized the compactness
factor to minimize the normalized ISPVs of all the optical features, where the normalized ISPV
is normalized by the ISPV of the initial superpixels. Recall that the normalized ISPV is the
reciprocal of the contribution metricCi , and theCis of all the optical features are nearly the
same after optimizing the features’ weights, as described in Section 3.2.2. Thus, the ISPVs
of all optical features became similar to each other. We selected a compactness factor so that
the average of the ISPVs of all the optical features (mean normalized-ISPV) had a minimum
value. Superpixels with a lower mean normalized-ISPV can be considered to adhere to tissue
boundaries better. This optimization was performed by brute force optimization, as described
in Section 4.1.2.

3.2.4. Flow of optimizations

The entire optimization process is a three-level-nested iterative process, as summarized in Fig.
1. The outermost iteration optimizes the compactness factor (solid red box in Fig. 1) and cor-
responds to Section 3.2.3. The second-level iteration is within this outermost iteration and op-
timizes the weights of the optical features (dashed green box, Section 3.2.2). The second-level
iteration contains the innermost iteration, which is for superpixel generation (dashed and dotted
blue box, Section 3.1).

4. Results

This section consists of two subsections. In the first subsection (Section 4.1), we present the
validation results of the optimization method of superpixel parameters. In the second subsection
(Section 4.2), we present applications of superpixels toin vivo posterior eye images.

4.1. Validation of the superpixel parameter optimization methods

4.1.1. Validation of feature weights optimization

We searched for the optimal weights as described in Section 3.2.2. Fig. 2 shows examples of the
weights of each optical feature as functions of the index of the optimization iteration. The three
graphs show three trials (trial-1 to -3) of optimization, which were performed for the same ONH
image, but started from different random initial weights. The compactness factor was set to five,
which was found to be the optimal compactness factor as described in the next subsection. The
weights of each optical feature converged after approximately 10 iterations and the converged
values of the three trials were almost the same.

Fig. 3(a) shows the cost functionE(w) of trial-1 at each iteration. It is evident that the cost
function successfully became very low and stable after a few iterations. The corresponding
contribution metrics of each optical feature are shown in Fig. 3(b), where the colors of the plots
of each feature are the same as those in Fig. 2. The contribution metrics of all features were
successfully converged to a similar value after a few iterations. Thus, all the optical features
equally contributed to superpixel formation with the optimized weights.

The optimal weight values varied among the measured tissue types, subjects, and measure-
ment sessions. This issue will be discussed in Section 5.3.

4.1.2. Validation of the compactness factor optimization

Fig. 4 shows how the compactness factor (m) affected superpixel reshaping. The first column
shows kernel-averaged OCT intensity images created using the superpixels as averaging ker-
nels, and the second column shows superpixel images, where each superpixel is displayed in
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Fig. 1. Flow of optimization for parameters used in superpixel generation. The parameters
to be optimized include the compactness factor and weights of the optical features. Three
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dotted blue boxes indicate the loops for compactness factor optimization (Section 3.2.3),
weight optimization, (Section 3.2.2), and superpixel generation (Section 3.1), respectively.
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a randomly selected color. The weights of the optical features were optimized as described in
Section 3.2.2 for each compactness factor. All superpixels generated with the compactness fac-
tor of 100 retained their initial hexagonal shape, even after reshaping [Fig. 4 (k)]. By contrast,
the superpixels generated with the compactness factor 5 had a variety of shapes and sizes, and
they adhered to the layered structure of the retina [Fig. 4 (q)]. Generally, we found that the re-
shaping flexibility of the superpixels increased as the compactness factor decreased. The mean
normalized-ISPVs were 0.86, 0.80, 0.67, and 0.55 form = 100, 70, 40, and 5, respectively.

Fig. 5 shows an example of the mean normalized-ISPVs at each compactness factor,
where a better compactness factor demonstrates a smaller mean normalized-ISPV. The mean
normalized-ISPVs were computed from the same ONH image as that in Section 4.1.1, and
the feature weights were optimized for each compactness factor independently. Generally, the
mean normalized-ISPV decreased as the compactness factor decreased. This is because the
lower compactness factor that reshapes superpixels is more highly dependent on optical feature
similarity than spatial proximity. However, the mean normalized-ISPV increased if the com-
pactness factor become too small. This can be explained as follows: A compactness factor that
is too small results in a severe spatial fragmentation of superpixels at first, and then the small
fragments are merged into the largest neighboring superpixels in the connectivity enforcement
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Fig. 4. Superpixels generated with several compactness factor configurations. The first
column ((a), (c), (e), and (g)) shows the kernel-averaged images with superpixel kernels.
The second column ((b), (d), (f), and (h)) shows the superpixels where each superpixel
is displayed with randomly assigned colors. The third column ((j)–(r)) shows magnified
images of the images in the first and second columns, where the magnified regions are
indicated by yellow boxes. Each row corresponds to the compactness factor of 100, 70, 40,
and 5. The bottom row ((i) and (r)) shows the original (non-superpixelized) OCT intensity
images.
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process. Because this merging is performed irrespective of the optical feature similarity, the
mean normalized-ISPV becomes large.

We performed this evaluation for two retinal locations (macula and ONH) of two subjects,
and found that a compactness factor of five always provided the minimal or nearly minimal
normalized-ISPV. Thus, the compactness factor was set to five to obtain the results of Sections
4.1.1 and 4.2.

4.2. Superpixelization of in vivo posterior eye image

Figure 6 shows an example of an ONH. The superpixels were generated with optimal feature
weights, which were 0.742 for intensity, 0.239 for OCTA, 0.393 for BR, and 0.487 for DOPU.
The compactness factor was set to five. The final mean normalized-ISPV was 0.547.

By observing the magnified images of OCT intensity [Fig. 6(i), (j), (k)], it is evident that the
retinal layer structures that included retinal pigment epithelium (RPE) were well preserved by
the reshaped superpixels. The shape of RPE can also be clearly recognized in the superpixelized
DOPU image [Fig. 6 (t)]. Vessels in OCTA were clearly delineated by superpixels [Fig. 6(n)].
In the superpixelized BR image, high BR regions of sclera were depicted in the superpixelized
BR image [Fig. 6(q)]. Thus, the superpixels were correctly reshaped to represent the tissue
structures.

Figure 7 shows an example of a macula, where the alignment of subfigures are the same as
those in Fig. 6. The optimized feature weights were 0.691 for OCT intensity, 0.313 for OCTA,
0.407 for BR and 0.508 for DOPU, while the compactness factor was set to five. Similar to
the case of the ONH, it can be seen that the reshaped superpixels well adhered to the tis-
sue boundaries. The contrast of the birefringence at deep choroid and sclera is lower in the
superpixel-averaged image [Fig. 7(f)] than the original image [Fig. 7(e)]. It is because of the
property of averaging of measured phase retardation. As described by Makitaet al., the mean
of measured phase retardation asymptotically approaches around 2/3 π radians as the effective
signal-to-noise ratio (ESNR) of Jones matrix OCT signal decreases, and it is irrespective to the
true phase retardation value [7]. Since the ESNR of the deep choroidal and scleral regions is
low, the superpixel-kernel averaging erroneously up- or down-shifts the phase retardation and
degrades the birefringence contrast. One possible solution is “re-estimation” of birefringence
by a statistically relevant estimator in conjunction with the superpixel kernels. It is discussed in
more details later in Section 5.6.

The optimal feature weights varied between the ONH and the macula. The variation and
universality of the optical weights are extensively discussed later in Section 5.3.

4.3. Conventional rectangle kernel and superpixel kernel

In order to demonstrate the advantage of superpixel kernel for local averaging, we compare
averaged images with superpixel kernels and a standard rectangle kernel as shown in Fig. 8.
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Fig. 6. An example of an ONH. The first column shows the original images of (a) OCT
intensity, (c) OCTA, (e) BR, and (g) DOPU. The second column ((b), (d), (f), and (h)) shows
the kernel-averaged images with reshaped superpixels that correspond to the images in the
first column. (i)–(k), (l)–(n), (o)–(q), and (r)–(t) show three types of images in the square
windows in (b), (d), (f), and (h), respectively; (i), (l), (o), and (r) show the original images;
(j), (m), (p), and (s) show the kernel-averaged images with initial (hexagon) superpixels;
and (k), (n), (q), and (t) show the kernel-averaged images with reshaped superpixels.
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Fig. 7. An example of a macula. The first column shows the original images of (a) OCT
intensity, (c) OCTA, (e) BR, and (g) DOPU. The second column ((b), (d), (f), and (h))
shows kernel-averaged images with reshaped superpixels. The square boxes in (b), (d), (f),
and (h) show the locations of (i)–(k), (l)–(n), (o)–(q), and (r)–(t). (i), (l), (o), and (r) show
the magnified original images; (j), (m), (p), and (s) show the kernel-averaged images with
initial (hexagon) superpixels; and (k), (n), (q), and (t) show the kernel-averaged images
with reshaped superpixels.

                                                                              Vol. 8, No. 10 | 1 Oct 2017 | BIOMEDICAL OPTICS EXPRESS 4409 



50

(b)(a) -30(b) (c)

d
B

Fig. 8. Comparison among intensity images of original (a), moving average with a rectan-
gle kernel (b), and local average with superpixel kernels (c). The rectangle kernel has a size
of 6 × 6 pixels and the average pixel number per superpixel kernel is 36. The insets are the
magnified images of the regions indicated by the yellow box. (a) and (c) are the same with
Figs. 6(a) and 6(b), respectively.

Figures 8(a), 8(b), and 8(c) are an original image, moving averaging with a 6× 6-pixel moving
averaged image, and a locally averaged image with superpixels kernels. The mean number of
pixels per superpixel is 36, which is equal to the number of pixels in the rectangle kernel. The
insets are magnified images of the regions indicated by the yellow boxes.

It is evident that thin layered structures, such as RPE, are well preserved by the superpixel
kernels, while it is blurred by the rectangle kernel. It is also noteworthy that the rectangle kernel
image is generated by moving averaging, while the superpixel kernel averaging is non-moving
averaging. So, the superpixel averaged image needs less information for its numerical repre-
sentation than the rectangle kernel image, although it contains more clinically interpretable
information.

4.4. Superpixels generated only form OCT intensity

One of the advantageous characteristics of superpixel kernel is that it follows the structures
appeared in all contrast types. In order to highlight this characteristic, superpixel kernels are
generated only form intensity OCT. Its kernel averaging images are compared with the original
images and standard superpixel kernel averaged images as shown in Fig. 9. Here the standard su-
perpixel kernels are generated by the method presented in Section 3.1. The first to third columns
are the original images, standard superpixel kernel averaged images, and intensity-only super-
pixel kernel averaged images.

Although the structures appeared in the original intensity image [Fig. 9(a)] are more pre-
served in the intensity-only superpixel kernel averaged image [Fig. 9(c)] than the standard su-
perpixel kernel averaged image [Fig. 9(b)], the structures appeared in the other contrasts are
more clearly appeared in the standard superpixel kernel averaged images [Figs. 9(e), 9(h), and
9(k)] than intensity-only superpixel kernel averaged images [Figs. 9(f), 9(i), and 9(l)].

5. Discussions

5.1. Speckle effect on superpixels

OCT tomograms exhibit speckle. So, OCT intensity is broadly distributed in a negative expo-
nential or a close relative of Rayleigh distributions as far as the speckle is fully developed [30].
Since the means of this distributions monotonically increase as the back scattering intensity in-
creases, the superpixels can follow the tissue structures in the intensity OCT image despite of
the broadness of the distributions. But it also can degrade the performance of superpixelization.
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Additional preprocessing for speckle reduction may improve the performance of superpixeliza-
tion.

5.2. Optimal definition of spatial distance

The pixel size of the images in this study was 4.0µm (axial) × 12.5 µm (lateral). Addition-
ally, the spatial distance was expressed as the multiplication of the pixel size in the superpixel
generation algorithm. Hence, the weight of the axial distance was approximately three times
larger than that of the lateral distance. According to the final superpixel images, this imbalance
between the weights of the spatial distances was acceptable. This could be partially because the
retina has a layered structure, and hence it would be reasonable to apply a larger weight to the
axial direction, which consists of a finer structure, than to the lateral direction.

5.3. Universality of the optimized weights of the optical features

In our algorithm, the weights of the four optical features were optimized for a specific single
B-scan using the methods described in Section 3.2. We discuss how universally a specific set of
weights optimized by a single B-scan is applicable to other B-scans. Universality is important
because if the parameter set is universal, to some extent, the optimization is required only once
for some range of B-scans. We discuss three types of universality. The first is intra-dataset uni-
versality, which is universality of the optimized weights among B-scans continuously obtained
by a single measurement. The second is inter-dataset and intra-subject universality, where the
weights are optimized and reapplied to datasets of the same subject but of different measure-
ments. The third is inter-subject universality, which is the applicability of the optimized weights
to a dataset from a different subject.

Optimization was performed to make the four optical features equally contribute to superpixel
generation. Hence, the variance of the contributions among the optical features was used as a
metric to evaluate the eligibility of a weight set, where the contribution is a quantityCi defined
by Eq. (6). This variance of the contributions becomes small if the weights are eligible for the
B-scan. We consider that a set of weights is qualified to apply to a B-scan if the variance of the
contributions is smaller than 0.01. As a reference, in Fig. 3 (b), the variance of the contributions
became smaller than 0.01 after two iterations (0.592, 0.0126, and 0.00245 at the zeroth, first,
and second iterations, respectively).

Additionally, the normalized-ISPV should be small for all optical features if the weights
are eligible. Thus, the largest normalized-ISPV among the four optical features was used as a
second metric to evaluate the weight set. A smaller maximum normalized-ISPV indicates that
the weight set is more eligible for the B-scan. As a reference, we also generated superpixels
without optimization because all weights were set to unity, and compared the normalized-ISPV
to the optimized cases.

We computed these two metrics for B-scans taken from four ONHs and four maculae of four
subjects and evaluated the three universalities. All subjects were 30 to 40 years old East Asians.
Subjects 1 and 2 are the same subjects as those in the previous sections.

To evaluate the intra-dataset universality, we computed a set of optimal weights from a B-
scan (training B-scan) and applied it to the other 3 B-scans (test B-scan) taken with the same
acquisition sequence as the training B-scan. The results of the ONH are shown in Table 1.
The variances of the contributions were smaller than 0.01 (qualified) for all test B-scans. All
the largest normalized-ISPVs were also smaller than those without optimization; that is, all
the largest normalized-ISPVs of the test B-scans with optimization were smaller than 0.578
and those without optimization were larger than 0.673. The normalized-ISPV was evidently
improved by optimization. The same comparisons were performed in the macula, and the results
are shown in Table 2. As with the ONH, the variances of the contributions were smaller than
0.01 for all test B-scans and the largest ISPVs were also smaller than those without optimization
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for all test B-scans. Hence, the optimal parameters can be considered to work well in other B-
scans of the same measured volume.

Table 1. Validation for intra-dataset universality examined with an ONH of subject-1.

Training Test-1 Test-2 Test-3
B-scan 1 B-scan 2 B-scan 3 B-scan 4

Variance of contributions 0.000111 0.00286 0.00377 0.00523
Largest normalized-ISPV
with optimal weights

0.551 0.569 0.578 0.572

Largest normalized-ISPV
without optimization

0.684 0.684 0.673 0.772

Table 2. Validation for intra-dataset universality examined with a macula of subject-2.

Training Test-1 Test-2 Test-3
B-scan 1 B-scan 2 B-scan 3 B-scan 4

Variance of contributions 0.0000700 0.00206 0.00221 0.00404
Largest nISPV with optimal
weights

0.553 0.589 0.581 0.593

Largest nISPV without opti-
mization

0.648 0.662 0.655 0.668

For a reference, the optimal weights for the Training in Table 1 were 0.797 (intensity), 0.207
(OCTA), 0.345 (BR), and 0.451 (DOPU). Those for Table 2 were 0.779 (intensity), 0.280
(OCTA), 0.366 (BR), and 0.425 (DOPU).

For the evaluation of the inter-dataset and intra-subject universality, we first computed opti-
mal weights from a B-scan (training B-scan), and applied it to a test B-scan, which was taken
from another measurement session, but the same subject. The results were also compared with
those with unoptimized results, where all the weights were set to unity. The same tests were
performed for three subjects. The results of the ONH are summarized in Table 3, where VOC
denotes variance of the contributions and nISPV denotes normalized ISPV. The variances of
the contributions were smaller than 0.01 in all test B-scans and the largest ISPVs were also
smaller than those without optimization for all test B-scans. The same comparisons were per-
formed in the macula, and the results are shown in Table 4. The variances of the contributions
were smaller than 0.01 for all test B-scans. However, the largest ISPV of test-3 with optimiza-
tion was 0.609, and was not substantially improved compared with that without optimization
(0.627). We conclude that there was inter-dataset and intra-subject universality, to some extent;
however, it was not always the case. Thus, it would be safe to optimize the weights for each
individual measurement dataset.

Training-1 in Table 3 and Training-1 in Table 4 were the same with the Trainings in Ta-
bles 1 and 2, respectively. So, these have the same optimal weights. The optimal weights of
Training-2 of Table 3 were 0.799 (intensity), 0.219 (OCTA), 0.3412 (BR), and 0.444 (DOPU).
Those of Training-3 were 0.839 (intensity), 0.209 (OCTA), 0.300 (BR), and 0.403 (DOPU).
Those of Training-2 in Table 4 were 0.645 (intensity), 0.384 (OCTA), 0.410 (BR), and 0.517
(DOPU), while those of Training-3 were 0.623 (intensity), 0.332 (OCTA), 0.483 (BR), and
0.518 (DOPU).

For the inter-subject universality evaluation, we computed the optimal weights from a B-scan
(training data) and applied them to the three B-scans (test data) of the other three subjects. We
also computed the largest normalized-ISPV with unoptimized weights, all weights were set to
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Table 3. Validation of inter-dataset-and-intra-subject universality. The validation was per-
formed with ONH datasets. VOC denotes variance of the contributions and nISPV denotes
normalized-ISPV. “Optimal” indicates that the weights were optimized and w/o optimiza-
tion indicates that the weights were not optimized but unities.

Training-1 Test-1 Training-2 Test-2 Training-3 Test-3
Subject-1 Subject-1 Subject-2 Subject-2 Subject-3 Subject-3

VOC 0.0000700 0.00244 0.0000304 0.00609 0.0000787 0.00446
Largest
nISPV,
optimal

0.551 0.592 0.567 0.590 0.541 0.586

Largest
nISPV, w/o
optimiza-
tion

0.684 0.750 0.731 0.777 0.795 0.781

Table 4. Validation of inter-dataset-and-intra-subject universality. The validation was per-
formed with macular datasets. VOC denotes variance of the contributions and nISPV de-
notes normalized-ISPV. “Optimal” indicates that the weights were optimized and w/o opti-
mization indicates that the weights were not optimized but unities.

Training-1 Test-1 Training-2 Test-2 Training-3 Test-3
Subject-2 Subject-2 Subject-4 Subject-4 Subject-1 Subject-1

VOC 0.000111 0.00541 0.000006040.00307 0.000007850.00944
Largest
nISPV,
optimal

0.553 0.604 0.552 0.582 0.546 0.609

Largest
nISPV, w/o
optimiza-
tion

0.648 0.676 0.641 0.656 0.630 0.627

unity for comparison. The results of the ONH are summarized in Table 5, where VOC denotes
variance of the contributions and nISPV denotes normalized ISPV. The variances of the con-
tributions were smaller than 0.01 in all test B-scans and the largest ISPVs were also smaller
than those without optimization in all test B-scans. The same comparisons were performed in
the macula, and the results are shown in Table 6. The variances of the contributions of Test-1
and Test-2 were larger than 0.01. The largest ISPV of Test-2 with optimization was 0.614, and
was not substantially improved compared with that without optimization (0.641). Hence, we
conclude that a set of optimized weights did not always work well in B-scans of other subjects.
This lower universality among subjects could be partially explained by the inter-subject vari-
ation of the optical parameters of tissues. For example, the melanin concentration in choroid
varies by age [31], which results in age-related variation of DOPU in the choroid.

Trainings in Tables 5 and 6 were the same with the Trainings in Tables 1 and 2, respectively.
So, these have the same optimal weights.

To summarize, a specific set of optimal weights was applicable among the B-scans in the
same measurement dataset. However, it was not always applicable to other datasets and other
subjects.

                                                                              Vol. 8, No. 10 | 1 Oct 2017 | BIOMEDICAL OPTICS EXPRESS 4414 



Table 5. Validation of inter-subject universality. The validation was performed with ONH
datasets. VOC denotes the variance of the contributions and nISPV denotes the normalized-
ISPV. “Optimal” indicates that the weights were optimized and w/o optimization indicates
that the weights were not optimized but unities.

Training Test-1 Test-2 Test-3
Subject-1 Subject-3 Subject-4 Subject-2

VOC 0.000111 0.00368 0.00373 0.00516
Largest nISPV, op-
timal

0.551 0.603 0.571 0.587

Largest nISPV, w/o
optimization

0.684 0.731 0.795 0.746

Table 6. Validation of inter-subject universality. The validation was performed with macu-
lar datasets. VOC denotes the variance of contributions and nISPV denotes the normalized-
ISPV. “Optimal” indicates that the weights were optimized and w/o optimization indicates
that the weights were not optimized but unities.

Training Test-1 Test-2 Test-3
Subject-2 Subject-3 Subject-4 Subject-1

VOC 0.0000700 0.0116 0.0165 0.00602
Largest nISPV, op-
timal

0.553 0.627 0.614 0.567

Largest nISPV, w/o
optimization

0.648 0.731 0.641 0.630

5.4. Computational time

The computational time of superpixel generation was dominated by three aspects: 6-D distance
calculation, centroid calculation, and connectivity enforcement process.

The distance calculation measures the distance between the centroids from each superpixel to
each image pixels. The distance calculation was performed approximately 4N -times, whereN
is the number of image pixels. The factor of four was selected because the distance computation
was performed only for the image pixels, which was in an area with a size of 2S × 2S centered
at the centroid, whereS is the interval among the initial superpixels. Thus, the distance was
computed approximately four times on average for each image pixel. According to Eqs. (1)–(3),
the computational time for a single distance calculation is approximately estimated as

τD =
[

(τa + 2τm)no + (no − 1)τa + τsqrt
]

+
[

(τa + τm)ns + (ns − 1)τa + τsqrt
]

= 2(no + ns − 1)τa + (2no + ns)τm + 2τsqrt ,
(10)

whereτm , τa , andτsqrt are the computational times for single multiplication, single addition,
and square root operations, respectively.no and ns are the numbers of optical features and
spatial dimensions, respectively. The first and second pairs of square brackets in the first line
represent the computational times of Eqs. (1) and (2), respectively. The first terms of each part
correspond to the computational time for each operation in the summation (

∑

), and the second
terms represent the summation itself. The computational time for the total distance calculation
is estimated to be 4NτD.

The total computational time for the centroidτC is estimated to be

τC = (no + ns)
[

∑K−1
k=0 (Nk − 1)τa + Kτd

]

= (no + ns) [(N − K)τa + Kτm ] ,
(11)
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whereNk is the number of image pixels in thek-th superpixel andτd is the unit computational
time for a single division. To derive the second line, we assumed that the unit computational
times for single division and single multiplication were the same, that is,τd = τm .

The computational time for connectivity enforcement is highly dependent on its algorithm.
Thus, we consider it as a black box, and denote it asτCE .

The total computational time for superpixel generation is approximately estimated as

τtotal ≃ [4NτD + τC ] ι + τCE , (12)

whereι is the number of iterations in the superpixel reshaping process. Althoughι nonlinearly
varies by the compactness factor, it can be regarded as a constant for the realistic values of
the compactness factor. By substituting Eqs. (10) and (11) into Eq. (12), and assumingτa is
negligibly small andτa ≪ τm , Eq. (12) becomes

τtotal ∼
{[

(8no + 4ns)τm + 8τsqrt
]

N + (no + ns)τmK
}

ι + τCE . (13)

By assumingτsqrt ≃ τm and substituting the parameters of our particular study,no = 4 and
ns = 2 into Eq. (13), the total computational time is approximately, but finally, estimated as

τtotal ∼ ι (48N + 6K)τm + τCE . (14)

This approximate estimation suggests that the number of image pixels (N ) has approximately
an eight times higher impact on the computational time than the number of superpixels (K) by
omittingτCE .

As approximately, but theoretically, estimated above, the computational time of the super-
pixel generation algorithm varies by the number of superpixels, compactness factor, and par-
ticular algorithm implementation. In this study, the number of superpixels was 6,533 and the
compactness factor was five. In our implementation, the core part of superpixel generation,
which was indicated in the dashed and dotted blue square in the optimization chart (Fig. 1),
took approximately 65 s for a B-scan. The weight optimizing process, including superpixel gen-
eration (dashed green box in Fig. 1) took approximately 22 min. Because weight optimization
includes the superpixel generation process, the entire optimization (solid red box) took 22 min
× ni, whereni is the number of iterations required to determine the optimal compactness factor.
The computation was performed using an Intel Core i7 4219HQ CPU with a clock frequency of
2.3 GHz.

5.5. Image segmentation and superpixel

The majority of current retinal OCT segmentation methods uses layered structural property of
retina. It is useful and accurate as far as the layered structure is preserved. However, it is hard to
be applied for severe pathologic cases. For example, the RPE of a highly pathologic eye often
does not preserve the layer structure, and hard to be segmented by the current segmentation
methods.

This problem can be partially solved by polarization sensitive OCT. For example, Götzinger
et al. selected RPE pixels by its DOPU value [14]. Such pixel-by-pixel classification method can
be further improved by multifunctional JM-OCT. JM-OCT provides multiple optical features of
each pixel. Due to these optical features, each pixel in a JM-OCT image can be projected into
multi-dimensional feature space. It will enable application of machine learning based pixel-wise
classifiers, such as support vector machine, to retinal tissue segmentation.

For general image processing, superpixel methods have been originally developed for accel-
erating the machine learning based segmentation by reducing the number of pixels [28]. For
example, the learning time and classification time of standard classifiers, such as support vector
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machine, are proportional to the number of training and test data, i.e., pixels. By using the su-
perpixel, we can reduce the number of training/test data from the numbers of pixels to that of
superpixels. So, a few ten times acceleration is expected.

On the other hand, the specific motivation of the present study is to have an adaptive kernel
to improve the local statistics. The improved statistics can also improve the accuracy of seg-
mentation of JM-OCT [32]. In addition it also can accelerate machine learning based JM-OCT
segmentation as it was intended by the original motivation of superpixel development. So, super-
pixel method would improve the segmentation accuracy of JM-OCT as well as its computation
speed.

5.6. Re-estimation of optical properties by superpixel kernels

In this study, we have used the superpixel as an averaging kernel of birefringence, which is a
constantly scaled version of phase retardation. However, Makitaet al. found that the mean of
measured phase retardation does not asymptotically approach the true phase retardation even the
number of measurement becomes huge [7]. And hence, the averaging of the phase retardation,
and also of birefringence, is not really rational.

One possible solution is combination of maximuma-posteriori (MAP) birefringence estima-
tor [8, 13] and the superpixel kernel. Since our particular method has used the MAP estimator
for the initial estimation of birefringence, this secondary estimation process can be considered
as “re-estimation” of birefringence with an adaptive kernel. Our preliminary study showed that
the re-estimation provides more rational estimation of retinal birefringence [33]. Not only the
MAP estimator, other estimation and averaging methods, such as raw-OCT-intensity averag-
ing [34], Jones matrix averaging [24, 35], Cloude-Pottier-decomposition based Jones matrix
estimation [36], and other methods (see “advanced data processing” section of Ref. [5]), also
can be used with the superpixel kernel.

The re-estimation is potentially applicable also to OCTA and DOPU. However, both of them
are associated with the randomness of the OCT signal. So, the structural randomness within a
kernel might affect these quantities. Superpixel kernels have variety of shapes and sizes, and
hence each kernel has different degrees of structural randomness. So, its application to OCTA
and DOPU re-estimation is not straight forward and it would be a future challenge.

6. Conclusion

We developed a new superpixel method specially tailored to multifunctional JM-OCT. A sys-
temic optimization method for parameters in the superpixel algorithm was presented. The per-
formance of the optimization method was evaluated in detail and it was found to work correctly.
The superpixel method was applied to retinal OCT, and the generated superpixels were found
to well preserve the tissue structures. Hence, the superpixel is expected to be a more suitable
kernel for local statistics computation than the conventional uniform rectangular kernel. Local
statistics with the superpixel kernel may enable more accurate quantitative analysis.
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