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Abstract
In this research, we investigate, develop, and verify an approach

to sense over soft and flexible materials based on the use of a tomo-
graphic technique known as Electrical Impedance Tomography. The
idea has been already investigated in the field of distributed sensing
but has been mostly applied to stiff geometries. In this work we want
to expend its application where the underlying geometry can change
its shape. The use of such capability can be beneficial in applications
related to the fields of robotics, rehabilitation, costumer electronic
devices, but also in the new field of soft robotics.

The technique used as transduction method allows to remove
most of the stiff components that block the flexibility of the sensor,
and to infer the internal structure of the domain under study by re-
constructing its conductivity map. By applying the technique to a
material that changes its resistivity according to applied forces, it is
possible to identify these changes and then localise the area where
the force was applied. We tested the system when applied to flat and
curved surfaces.

In order to fully control all the parameters during the measure-
ments we present a low-cost driving/measurement electronics and
an inverse solver software able to perform similarly to the ones al-
ready developed in other researches. We then tested the system un-
der different configuration and over different structure and scenar-
ios. For all configurations, we evaluate the sensor’s capabilities to
detect forces applied over a single point, over multiple points, and
changes in the underlying geometry. We also tested the system when
applied to a natural soft deformable material such as the human skin.
The results are all promising, and open the way for the application
of such sensors in different robotic contexts where deformability is
the key point.

The main contribution of the work is to introduce the Electrical
Impedance Tomography to the field of deformable structure. This
approach can be used in futuristic application such the ones involv-
ing the soft robotic filed where there are strong requirements on the
deformability and adaptability of the technology used to develop
these robotic devices.
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Chapter 1

Introduction

Robots and robotic devices are continuously improving and making
fast steps in our life, by becoming more ubiquitous and present both
in the workplace, and into other daily activities. As the integration
progress is becoming more popular, additional precautions have to
be taken into account in order to ensure safety for the humans and
objects that surround the robot. The common approach that separate
humans and robots using protective cages is no longer adequate, es-
pecially when future scenarios where a close collaboration between
the robot and its human operator are considered. Consequentially,
it is important to provide solutions that implement sensing capabili-
ties to robots in order to collect information about the surroundings
and thus plan save motion-paths that avoid static and moving ob-
jects and, in case of imminent collision, minimise the damages by
performing avoidance manoeuvre or gently stop its action.

Beside safety, the interaction itself is another important aspect
that should be taken into account. Tactile and haptic feedback from
humans can be a useful additional and more direct channel of com-
munication that can result in being a more natural and understand-
able interaction method. In fact, information provided by touch is
important for humans since from those is possible to extract valuable
data that can help to understand the meaning of the interaction itself.
Having such capabilities will help in the development of the next
generations of robots that will have smoother and softer surfaces to
facilitate the interaction and collaboration not only with humans but
also with other robots.

1.1 Tactile Sensing for Robots
The field of tactile sensing is very promising, for this reason in the
last 30 years [1] many researchers focused their works on it. Par-
ticular interest has been placed on the problem of grasping control
with robotic hands [2], but recently, with the growth of interest in
humanoid and companion robots, the investigations on large scale
robotic sensing is increased [3]. Nevertheless, tactile sensing is a
very hard problem, and it involves several engineering issues that
often require special processing equipment. In addition, there are
fundamental technological difficulties that limit the direct transition
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from the development of a single working sensor to a more com-
plex network of sensors that is spread over large surfaces. However,
different solutions that tackle and try to overcome the problem can
be found in literature. These arrays of sensors, commonly referred
as artificial skins, consist in a group of distributed sensors that are
connected together in order to provide information over the sens-
ing area. The sensor network is usually considered large (i.e. able
to cover completely a wide portion of the robotic device) and able
to conform over different 3D shapes —including curved and mobile
parts— for witch it was design.

In order to replicate the capabilities of the human skin, a diver-
sity of sensing principle has been adopted in the development of
the single sensing elements composing an artificial skin [4]. These,
used alone or in combination with others, allowed the development
of artificial skins capable to distinguish between different phenom-
ena, such as pressure, vibration, and temperature. Regarding tactile
sensing, the main transduction methods identified so far belong to
the following classes: resistive, capacitive, piezoelectric, magnetic,
optical, and ultrasonic. Among these, capacitive sensing gained im-
portance especially in the costumer electronics. The technology has
excellent sensitivity, a good spatial resolution, and a large dynamic
range. As drawbacks, capacitive sensors are very susceptible to noise
—especially over large surfaces, suffer from stray capacitance, and
the measurement system can become complicated as the size of the
sensor grows. Similarly, resistive sensors (e.g. piezo-resistive, and
strain gauges) are among the most used technology; the success is
brought from the low cost, and the high spatial and temporal sen-
sitivity. The weakness of the technique lie in the low repeatabil-
ity rate, high hysteresis —especially for piezo-resistive sensors, and
noise sensitivity. All of these can limit the application of resistive-
based sensor. Ultrasonic sensing, i.e. using resonant property as a
means to detect changes over the domain, has the major advance of
using simple circuitry: a vibration speaker and a piezo-electric mi-
crophone. The technique provide developers with possibilities to
flexibly design, and does not use conductive or magnetic compo-
nents. This makes it safe for direct interaction and non susceptible
to electromagnetic interference. However, even if used in combina-
tion with a material that conducts the vibration efficiently, vibration
is dumped in function with the distance from the source. Thus, if
the artificial skin is large, the sensitive area is limited to a small area
between the speaker and microphone. Other limitations are related
to the material, shape, and ambient noise. Optoelectronics are also a
good candidate for pressure sensors. The technique allows the devel-
opment of (semi-)transparent devices that are fast in response, have
good sensing capabilities with good repeatability and reliability, and
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are immune to electromagnetic field. But the need of smaller hard-
ware architecture and low power consumption, make this technol-
ogy difficult to be used. A comparison between the most common
sensing techniques is presented in Table 1.1.

1.1.1 Problem Statement
An additional shared disadvantage among the presented transduc-
ing mechanism consists in the need of wires to connect the different
sensing unit that are part of the network. The use of a large number
of distributed wires not only forms an excellent antenna for electro-
magnetic noise, but also reduces the mobility of the robot by making
it more bulky in order to contain all the components. This issue is es-
pecially crucial in the field of soft robotics [16, 17] where robots not
only move more naturally, by mimicking biological systems, but are
also made of material (e.g. silicon rubber) that can deform and eas-
ily adapt to different situations. These novel technologies have more
demands than more traditional robotic platforms since it is funda-
mental to maintain their soft properties in order to be advantageous.
The use of this paradigm will open a new path for the development
of novel robotic system that are intrinsically compliant and safer in
case of accidental collision of the robot with a human. Sensors, or
artificial skins, for this type of robots should be flexible, and able to
follow the changes undergoing in the robot structure while maintain-
ing the sensing capabilities even under large deformations.

Among the various approaches that can be used in such context,
the one we found the most promising, is the use of a tomographic
technique known as Electrical Impedance Tomography (EIT). In this
technique, a small current is injected into a conductive domain, and
voltage potentials are then measured around the boundaries in or-
der to infer the internal structure of the domain. Approaches that
use this technique are not new and they have been used in different
application domain spanning from the geophysical inspection [18,
19] to biomedical measurements [20, 21], and recently robotic appli-
cations [22, 23]. In all of those applications, the Electrical Impedance
Tomography has been used to localise areas of inhomogeneity within
the domain caused by the presence of elements that change the do-
main conductivity. If applied to a stretchable conductive substrate,
as in [24–27], the technique can be used to develop a flexible sensor
with arbitrary size and shape, that do not suffers from the presence
of wires within the sensing area. Even if it sounds promising, the
technique has some drawbacks, especially related to spatial resolu-
tion.
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Type Method Pros Cons

Capacitive [5,
6]

Change in ca-
pacitance

Excellent sen-
sitivity, good
spatial resolu-
tion, large dy-
namic range

Stray ca-
pacitance,
susceptible
noise, com-
plexity in the
electronics

Piezoresistive
[7, 8]

Change in re-
sistance

Very good
spatial resolu-
tion, and high
scanning rate

Hysteresis,
lower re-
peatability,
high power
consumption

Optoelectric
[9, 10]

Light intensity
change

Good sensing
range and re-
liability, hight
repeatability
and spatial
resolution,
immune to
EMI

Non-
conformable,
buky in size

Strain Gauges
[11, 12]

Change in re-
sistance

Good sensing
range, low
cost

Susceptible to
temperature
changes and
humidity, EMI
can induce
errors, non-
linearity in
measurements

Combination
of sensors
[13–15]

Complong
of multi-
ple intrinsic
parameters

Can overcome
limitation by
using com-
bination of
measurements

Higher assem-
bly cost

TABLE 1.1: Comparison between conventional sens-
ing methods.
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1.2 Purpose of This Research
By exploiting this sensing technique, the aim of this dissertation is
to investigate and present a low-cost wearable sensor that is able to
adapt to different surfaces and still provide information even when
deformed. As discussed earlier, out main intent is developing a sys-
tem able to detect and monitor pressure changes that are applied
over the surface of the surface where the sensor is applied. In order
to achieve such goal, it is needed to develop a system that consists in
the following components

• A driving/measurement system used to acquire data

• An image reconstruction software

• A conductive domain used for sensing

Due to the nature of the problem involved in the use of EIT as
sensing method, the hardware used in the measurements plays a cru-
cial role, as well in the techniques used in the image reconstruction.
For this reason, all of these have to be verified by using experimen-
tal validation. The system described in this thesis is the results of
various attempt in hardware development. However, only the last
version, the one used in all the experiment will be discussed in de-
tails.

In term of reconstruction software, there are different challenges
involved in developing a functional EIT system that can fit the pur-
pose of this thesis. In order to accomplish this, an appropriate and
in-depth knowledge of the mathematical bases involved in the image
reconstruction, together with programming capabilities are essential.

Regarding the developed conductive sensor, several different de-
sign and prototypes have been carried out involving the use of dif-
ferent conductive materials shaped in different form to which a fixed
number of electrodes (eight) have been attached. However, in this
thesis only the results related to a singular shape—circular—applied
over different geometries and materials will be presented. In addi-
tion, a natural conductive material has been used to test the extend-
ability of the system to different situations.

Our main contribution is, starting from the current solutions, the
development of a simpler and similar effective sensor that can be
used in novel research areas where simplicity and deformability are
the key points. The sensor we developed is small in size, so the cir-
cuitry and the cable assemble that compose the whole electronics do
not interfere in the morphological changes of the device where it is
embedded, and modular in order to adapt to different situations. As
this thesis will show, an in deep study on the mathematical back-
ground of EIT has been carried out in order to fully exploit its prop-
erties for the applications presented in this thesis. Additionally, the
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results presented open novel research paths, and provide solutions
to current problems in different aspect of the robotic field.

1.3 Thesis Outline
The research presented in this thesis is organised i different chapters.
Chapter 2 introduces the related work in the field of EIT and shows
the limitations of the technique. Chapter 3 presents the main core of
this thesis by providing the basis of the imaging reconstruction al-
gorithms, together with details about the mathematical model used
to solve an EIT problem. The measurement system, which consists
in a driving and readout electronics, and a MATLAB® based control
software, will be presented and discussed in Chapter 4. Chapter 5
will introduce a series of preliminary experiments used to charac-
terise the conductive domain used in later applications . These, are
introduced and discussed in Chapter 6. Finally, a general discussion
on the results is presented in Chapter 7 followed by conclusions and
a consideration about future work that are presented in Chapter 8.

Parts of the thesis have been already published or are in the pro-
cess of being submitted for publishing. The background informa-
tion about EIT in Chapters 3 and 4, along with preliminary results
related to the development of the fabric-based sensor in Chapter 5,
have been published in a conference paper and then extended into
one journal. Part of the results published in Chapter 6 have been
published as conference paper, while the remaining are in the pro-
cess of publication.
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Chapter 2

Related Works

The tomographic technique known as Electrical impedance tomog-
raphy (EIT) allows to generates maps of electrical conductivity over
a domain under study by injecting electrical current and measur-
ing electrical potentials. The domain can be either two– or three-
dimensional. In this thesis, EIT is applied over a conductive fabric
and used to monitor pressure changes when the system is applied
over different geometries and materials. The use of such technique
in the presented combination, can applied in the development of a
wearable system that can detect contact forces and displacement of
the underlying structure. The main advantage of this technique con-
sist in the fact that the sensitive are does not contain any wire from
the measurement system since they are all placed around the bound-
aries.

2.1 Background of EIT
From a historical prospective, EIT EIT is a relatively young but ma-
ture technique, which has been used in different disciplines and ap-
plications since its early ages [28]. In fact, thanks to its unique porta-
bility, and low cost has attracted physicists interested in applying
it to bio-impedance measurements, thanks to its safety it has been
used engineers and clinicians that applied it to overcome specific
limitation of other techniques, and as a consequence of its ill-posed
nature, mathematicians interested in finding uniqueness profs to in-
verse problems.

EIT is an imaging technique which is used to determine physical
parameters within a region of interest by using a non-invasive ap-
proach. Other similar techniques are Magnetic Resonance Imaging
(MRI), X-Ray Computed Tomography (CT), Positron Emission To-
mography (PET), and ultrasound. All of these have advantages and
disadvantages when applied to specific case, a comparative review is
out of the scope of this dissertation and the reader is invited to refer
to [29] for a comprehensive discussion.

EIT started to be used as alternative tomographic technique for
traditional imaging by overcoming the disadvantages of these tech-
nique in being expensive, and in providing a biological hazard to the
patient and to the technician while in use. The first attempt of EIT
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imaging has been done by assuming that current flows in a straight
line as in the beans of a X-Ray CT scanner [30]. The method was
successful, but had very low resolution and was prone to artefacts.
Since the initial attempts, a series of different image reconstruction
techniques have been investigated and developed. The first real suc-
cessful method was reported in [31] in which the initial idea has been
applied to a single-frequency system used to scan part of a human
body (in vitro). After the first prototypes, different new model were
developed that were able to extract more properties from the anal-
ysed domain by the use of a multi-frequency approach. The initial
success, and the following systems created a new interest in the clin-
ical field that in the following years, new developments were made
and the technique was applied in more than ten different area includ-
ing imaging for breast cancer and brain function.

When EIT is compared to other techniques, it suffers from some
limitation that may preclude its adoption for typical application in
medical diagnosis. Among the main limitations there are its low spa-
tial resolution, susceptibility to noise and and electrode errors, and
large variability between subjects that prevent its use for anatomical
imaging. However, EIT as proven to be worthwhile as diagnostic
tool for medical clinicians. In fact, among the advantages there is
a low cost in the instrumentations, and small in size—compared to
others such as MRI and CT—that makes it more suitable to be used
in different situation. Furthermore, EIT does not use any ionising
radiation and thus make it safe to be used both for the patient in-
volved i the measurements and the technician that uses the system.
So far we introduced only applications related to the medical field,
but since its early ages its use has also be considered in other fields,
and especially in the industrial one. In industrial application, EIT is
mostly used to determine the composition and structural informa-
tion of materials in well defined region of interest, online monitor-
ing and process control by applying the same procedure used in the
clinical-based cases. In the following sections, we will introduce and
discussed applications where EIT is commonly used.

2.2 Common EIT Applications
Electrical Impedance Tomography has been used mostly in the fol-
lowing field: i) industrial, ii) geophysical, and iii) medical . In in-
dustrial applications, EIT has been used to monitor fluids and its be-
haviour in pipelines, mixing vessels, and in non-destructive testing
in order to test the structural integrity of materials or buildings [32–
34]. EIT has been also largely used in geophisical applications that in-
cluse geophysical prospecting, cross borehole measurement and sur-
face measurement [18, 19, 35]. However, the technique has mostly
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being used in medical applications for all sorts of monitoring pur-
poses. In the specific it has been used to monitor function of lungs—
thorax functional imaging—and hearth, to visualise brain functions,
to measure gastric imaging, to identify and and to classify tumours
in breast or brain tissue [36–41].

2.2.1 Application in Industrial Process
In Industrial applications, EIT is used to provide information of con-
ductive fluids (e.g. water) that fill basins, or flow within vessels or
pipes. In addition to EIT capacitance tomography is also used for
these applications [42]. The techniques can be used to monitor indus-
trial process, determine the presence of inhomogeneities in chemical
reactions and their spatial-temporal concentration variation. These
are also used to measure the mass of liquid moved during each phase
of the industrial processes, or to identify sections where there are im-
pediments or leakages. Example of application in this field are pre-
sented and discussed in [43, 44].

2.2.2 Application in the Geophysical Field
EIT, in geophysical application, is typically used to obtain core sam-
ple data, to probe the soil in order to detect the presence of minerals
close to the earth’s surface, and to perform scanning of borehole. One
of the main use of the technique in this field is to retrieve information
of the inner structures of geological objects. In fact, rocks are resis-
tive and this value can change considerably the order of magnitude
with the change of the type of rock, its composition, structure, and
amount of water it contains. In order to obtain these information, an
array of electrodes is placed in the ground and the soil conductivity
is returned by applying inverse solving of the classical EIT problem.
The distance between electrodes—usually equally spaced—changes
the spatial resolution and the depth of the measurement.

2.2.3 Medical Application
EIT found its main application in the medical field since its early
age. Now it is an established technique to sample and recognise bi-
ological tissues by using the information such as conductivity and
permittivity [45] which change according to tissue’s state of health,
and during the normal functioning of the organ. The property is
been studied and now, it allowed the development of different tech-
nique used to discriminate the presence of tumours within organs
as presented in Jessinet [46] and in Surowiec et al. in [47]. EIT has
also been used in other medical applications, in which the measure
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of the bio-impedance is used to evaluate the global states of biolog-
ical systems—e.g. measure the function of the cardiac and respira-
tory apparatus, to quantify the tissue composition, or measure the
amount of fluid within the body. Bio-impedance measurements can
be taken in order to obtain more detail and thus evaluate the tis-
sue under study. This technique is applied locally and often used to
detect the presence of tumours in the mammary glands and in the
subcutaneous tissue. The techniques been used also to obtain three-
dimensional information and thus provide a comprehensive physi-
ological model of the section of the body under study. In order to
do so, one or more two-dimensional slices are acquired through the
patient, and the obtained images can be interpolated in order to infer
what is contained between them.

2.3 EIT as Wearable Technology
While in the field just introduced there is a trent to expand current
EIT applications to three-dimensional imaging, this thesis in mainly
focused on two-dimensional ones where EIT is used to monitor changes
that occur on a conductive surface. The combination of a conductive
textile and the use of EIT enable the development of artificial skins
that can overcome current limitations of conventional point based
sensor mapping such as the implementation of touch sensitive ap-
plication over complex geometries, or deformable bodies. In addi-
tion the previously introduced applications, EIT has been used also
as a transducing method for pressure mapping but still its use is rel-
atively new in the research field. In fact, nowadays, classical sens-
ing techniques—based on resistive or capacitive changes—are still
widely studied. The main reason lies in the fact that EIT has a poor
spatial resolution, but the advantages brought by a large sensing area
and its deformability make the technique suitable for many applica-
tions.

2.3.1 Pressure Monitoring and Mapping
Fulton and Fulton et al. in [48] introduced the idea of using EIT to de-
velop a pressure sensor. Even though the technology was ready, the
experimental trials failed in the identification of a suitable material
to be used as conductive substrate. The idea was then reconsidered
years later in [49] where the described developments have shown
promising results especially in the adaptability and flexibility of the
method to different geometries (stiff underlying structure), and the
integration of these sensors in robotic applications as artificial skins.
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2.3.2 Robotic Skin Application
Human-robot interfaces have been widely developed in the last years.
Despite this, researchers are still looking for a good solution to be
used in the development of these interfaces. Traditional matrix base
approaches can be used in many applications and can easily adapt
to many surfaced. However, when it is required to cover complex
geometries, this method suffers from limitations in their implemen-
tation. With the use of different conductive materials, and an ap-
propriate sensing method, it is possible to overcome such limitation
and thus implement deformation and pressure sensing ability even
in the case of complex geometries such as the robot face or hand. EIT-
based sensing has been already used to develop such sensors [24–27,
50] since its lack of rigid components in the sensing area enable it to
easily conform to the underlying geometry. In addition, by properly
tuning the system, it is possible to detect multi-touch stimuli while
maintaining the sensor’s deformation sensing ability.
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Chapter 3

Methodology

EIT is an imaging technique that allows to infer the internal struc-
tural of a body by solving an inverse problem that use as starting
point the measurements taken at the boundary of the domain under
study. In this chapter, we will introduce the image reconstruction al-
gorithm, and we will provide an overview of the mathematical fun-
daments used to model the EIT problem and the mechanisms used
for the image reconstruction.

3.1 Image Reconstruction Algorithm
In order to solve the EIT problem, different algorithm have been
introduced and developed. These can be organised in four main
classes, each of these are based on different acquisition methodology.
The classes can be described as follows.

Time difference imaging is a technique that is used to reconstruct
images that represent variation of impedance over a non-fixed time
interval. The main idea consists in acquiring a series of potential
measurements Vi at time ti, and a second set Vi+n at time ti+n, where
n is a non-fixed time interval. The algorithm then computes the
differences in the conductivity between the two time frames. The
method is widely used to monitor temporal phenomena especially
in medical application, e.g. monitoring patient ventilation. Among
the main advantages of the method there is its ability to improve
the stability of the reconstructed image when an unknown contact
impedance has been used in the model, and when an erroneous or
non precise positioning of the electrodes, poor information about
the boundary shape. In addition, the method allows to approximate
three-dimensional electrical fields as a composition of multiple two-
dimensional measurements [51, 52]. The change in conductivity can
not be computed directly since EIT is a non-linear problem. For this
reason, it can be computed by applying a series of non-linear itera-
tive algorithms.

A second class of reconstruction algorithm is the one known as
absolute or static imaging. Here, the images are reconstructed com-
puting the absolute impedance distribution on the domain by using



14 Chapter 3. Methodology

an iterative approach. This method is extremely sensitive to uncer-
tainty in electrode position, and it is generally slow, since at every
step of the iteration, the mathematical model has to be updated with
the newly acquired measured data.

As previously discussed, some EIT system are able to perform
scanning using difference frequency. Multi-frequency imaging can
produce images for frequency-dependant changes in the impedance.
The comparison is similar to the one applied in the time difference
imaging, or by injecting current at different frequency.

Last class of algorithm is known as dynamic imaging. The tech-
nique is mostly used where fast conductivity changes are involved.
The working principle si similar to the one used in time difference
imaging, but the time interval is much faster.

3.1.1 Forward Problem
Working with an EIT problem involves to calculate and solve a for-
ward problem and an associated inverse problem. Here, the forward
problem is used to model the measuring process, while the inverse
one is used to retrieve the conductivity distribution starting with the
measured data. The starting point of all the process are the Maxwell’s
equation of electromagnetism [53], that under the assumption of us-
ing low frequency can be traced back to a Laplace equation with com-
plex values. In this section we are going to derive these equation for
the 2D case.

The initial step is deriving the equation to construct a physical
model and then solve the forward EIT problem. The equations link
the measured voltages, injected currents, and a conductivity distri-
bution and are used to compute boundary potentials starting from
the given electrical conductivity (or permittivity) distribution. If a
non-homogeneous medium is considered, Maxwell’s equations can
be written as:

r⇥ E = �@B
@t

(3.1)

r⇥H = J +
@D

@t
, (3.2)

where E is electric field, H is magnetic field, B is magnetic induc-
tion, D is electric displacement, and J is electric current density.

If the injected currents are time-harmonic with frequency !, the
electric and magnetic fields can be written in the form:

E = Eej!t (3.3)
B = Bej!t. (3.4)
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If the medium is isotropic, the following relations are valid:

D = ✏E (3.5)
B = µH (3.6)
J = �E, (3.7)

where ✏ is the permittivity, µ is the permeability, and � is the con-
ductivity of the element. Usually, to simplify the computation, EIT
bodies are approximated as isotropic. As a consequence, Equations
(3.5–3.7) can be used to rewrite Equations (3.1) and (3.2) by assuming
that the injected current is time-harmonic.

r⇥ E = �j!µH (3.8)
r⇥H = J + j!µ✏E. (3.9)

Current sources in EIT are usually denoted with the symbol Js.
The current density can then be rewritten as J = Jc + Js, where Jc =
�E is the conduction current. It is possible to rewrite Equations (3.8)
and (3.9) with this notation:

r⇥ E = �j!µH (3.10)
r⇥H = Js + (� + j!✏)E. (3.11)

The equations just presented are the full Maxwell’s equations.
From these, in most of the EIT application some assumptions are
made. The first one consists in considering static conditions. This
means that

E = �r � @A

@t
, (3.12)

where electric potential is  , and the magnetic potential vector
A can be neglected since the frequency is low. As a consequence, it
is also possible to neglect the effect of the magnetic induction that
causes the induced electric field. This is possible if:

! �Lc

⇣
1 +

!✏

�

⌘
⌧ 1, (3.13)

where Lc is a distance over which E varies significantly. Since it
is very small, it is possible to neglect the effect of the magnetic field.

A second simplification that is made consists in neglecting the
capacitive effects (j!✏Ein Equation (3.9) ). This is valid when:
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!✏

�
⌧ 1. (3.14)

By considering all these approximations, the Maxwell’s equations
assume a linear form, and when applied to an isotropic medium un-
der quasi-static conditions can be rewritten in the form:

E = �r (3.15)
r⇥H = Js + �E. (3.16)

By applying the divergence theorem on both sides of Equation
(3.16) and substituting Equation (3.15) into (3.16) it becomes:

r · (�r ) = 0, (3.17)

which can be considered true since no further current sources
(Js = 0) are acting inside the body, only the one that is applied at
its boundary.

The conductivity �, and potential  , since they can vary over the
object, can be expresses in their functional form as �(x) and  (x),
where the variable x represents any point considered in the volume
(three-dimensional case) or over the surface (two-dimensional case)
of the domain under study. By using such representation, Equation
(3.17) can then be written as:

r · (�(x)r (x)) = 0, (3.18)

To complete the model it is needed to model the electrodes at-
tached at the boundary of the studied domain. The complete elec-
trode model [54] considers both the contact impedance between the
electrode and the body, and the shunting effect of the electrode it-
self. The model is expressed by Equation (3.18), together with the
following conditions at the boundary [55]:

 (x) + zi�
@ (x)

@n
= Vi x 2 ei, i = 1, 2, . . . , N (3.19)

�
@u

@n
= 0 in the gap between electrodes. (3.20)

Z

ei

�
@u

@n
ds = Ii on ei, i = 1, 2, . . . , N. (3.21)

The model considers the existence of a discrete number of elec-
trodes el of finite size, the shunting effect of a conductive electrode,
and the potential drop due to the electrode’s contact impedance zi.
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In addition it requires that the current density over the electrode sur-
face s is equal to the current Ii. In the equation n is the normal vector
to the electrode surface, while N is the total number of electrodes
used.

To ensure the uniqueness of the solution the conservation of charge
theorem must also hold

NX

i=1

Ii = 0, (3.22)

together with a choice of a ground or reference voltage

NX

i=1

Vi = 0. (3.23)

3.1.2 Finite Element Method
The Finite Element Method (FEM) is a numerical technique used to
find approximate solutions to boundary value problems for partial
differential equations. The method was originally developed as a
tool for design, however, now it is a common tool for numerous fields
and it has been applied to a wide variety of engineering problems. It
has been also used to model electromagnetic and electrostatic fields
[55]. The method, thanks to its adaptability and the ability to be ap-
plied to any arbitrary geometry and to various boundary condition,
is the most common approach used to provide numerical solutions
of EIT problems [31]. The rest of the section is based on the work of
Chiari et al. [56].

If we consider a continuum problem of any dimension, the de-
pendent variables (also known as field variable) of interest, e.g. the
electric potentials in an EIT problem are defined over a infinite num-
ber of variables since the domain consists in an infinite number of
points. By applying the finite element method, the problem is first
discretised into a finite number of elements that form a finite ele-
ment mesh (Figure 3.1). In each of these elements the variable of in-
terest is no more dependent to infinite point, but it is approximated
by functions that are defined only within the single element of the
mesh. The interpolation functions are predetermined, known func-
tions of the independent variables; and these functions describe the
variation of the field variable within the finite element. A node is a
specific point in the finite element at which the value of the field vari-
able is to be explicitly calculated. In the finite element approach, the
nodal values of the field variable are treated as unknown constants
that are to be determined. The interpolation functions are most often
polynomial forms of the independent variables, derived to satisfy
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FIGURE 3.1: A 2D circular mesh generated applying
the Finite Element Method. The mesh has 661 triangles

and 362 nodes.

certain required conditions at the nodes. Although it is possible to
use higher order shape functions, most of the EIT works use linear
shape functions, and all the elements are connected.

Usual approached to formulate Finite Element problems can be
grouped into three main approaches [56]; i) direct, ii) variational, and
iii) using the method of weighted residuals (MWR). Although the direct
approach is limited in its application, it is the most intuitive way to
explain how the FEM works. A different method is the one based on
the variational approach. The method relies on the calculus of varia-
tions and deals with maximising or minimising functionals. The ap-
proach is used to extend the FEM to a class of problems that can not
be approached by the classical direct approach. Among these, prob-
lem involving non-constant conductivity over time or space, when
interpolation functions are not linear, or when the finite element mesh
is made of simplex that are neither triangles nor tetrahedrons. The
last method that can be used to solve a FEM problem is known as
method of weighted residuals, among the three it is the most versatile
approach. The starting point is the governing equations of the prob-
lem and does not rely on a variational statement. The method is
widely used and it is very beneficial for the class of problems where
no functional is available. Main applications where it is used are the
non-structural ones such as heat transfer and fluid mechanics.

The solution of a continuum problem, approximated by the FEM
can be outlined regardless of the particular finite element method
used as follows:

1. Convert from continuum to discrete. The main function of the
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FEM method consists in subdividing the domain into a discre-
tised number of elements connected by nodes. These elements
are, n general, non-uniform, and non overlapping. Common
simplex for the two-dimensional case are triangles and rect-
angles, while tetrahedral and hexahedral elements are mostly
used in the three-dimensional case. In this work, since the
domain under study is two-dimensional, only triangular sim-
plexes are used.

2. Definition of the shape functions. The field variable, as pre-
viously introduced, is approximated by functions that are null
over all the domain except on each single element of the mesh.
Even if a common approach consists in the use of polynomial
functions to solve FEM problem, in this work we mostly used
linear interpolation

Despite the fact that polynomial functions are mostly used to
solve FEM problem, in this work we mostly used linear inter-
polation.

3. Compute the elements’ values by solving the local matrix for
each simplex.

4. Combine the properties of each element in order to obtain a
system of equations of local matrices.

5. Impose the boundary conditions to the mesh. These conditions
can act at different level of the mesh. In detail, they can pre-
scribe a specific value to the field value of an element (Type
I, Dirichlet condition), they can impose a specific value to the
derivative of field value of an element (Type II, Neumann con-
dition), or be a combination of both (Type III condition).

6. Solve the system of equations by considering all the constraints
imposed by the boundary conditions.

7. In case of iterative or adaptive algorithms, perform additional
computations.

By applying the FEM to the problem, it is converted from its con-
tinuum form into a discretised one. This discretisation is usually in
the shape of triangular elements arranged into a finite element mesh
(Figure 3.1). When solving an EIT problem, it is a common approach
to assume constant the conductivity distribution of each of the el-
ements in the mesh, and to assume linear the voltage distribution
over the domain. In figure 3.2, an individual element of the mesh
is shown. For the two-dimensional case, each element is a triangle
in which its are named as 1(x1, y1), 2(x2, y2), and 3(x3, y3) with cor-
responding function N1, N2, and N2, and nodal potential  1,  2, and
 3.
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FIGURE 3.2: An individual element from the Finite El-
ement mesh.

3.1.3 Linear Interpolation Functions
Following the approach used in [57], in this section we are going to
introduce and derive the linear interpolation functions used in this
work. These have been applied to the method of weighted resid-
uals in order to solve the EIT problem. Since it considered is two-
dimensional, the following equations are derived by considering sim-
plex in the form of triangle over which the potentials vary linearly
within all the elements. As a consequence, the potentials at each
node can be written as:

 (x, y) = p+ qx+ ry = [1 x y][p q r]T , (3.24)

where p, q, and r are the coefficients of the linear combination.
Using (3.24) and applying to each of the node of the triangle, it be-
comes:

 1(x1, y1) = p+ qx1 + ry1 (3.25)
 2(x2, y2) = p+ qx2 + ry2 (3.26)
 3(x3, y3) = p+ qx3 + ry3. (3.27)

It is possible to combine these equation into a single system that
can be written as:
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 (x, y) =
1

S

0

@

2

4
 1 x1 y1
 2 x3 y2
 3 x3 y3

3

5+

2

4
1  1 y1
1  2 y2
1  3 y3

3

5 x+

2

4
1 x1  1

1 x2  2

1 x3  3

3

5 y

1

A

(3.28)

Where, S is twice the area of the element T , S = 2

2

4
1 x1 y1
1 x3 y2
1 x3 y3

3

5.

By expanding (3.28) and then re-combining it as a summation, it be-
comes a linear combination with coefficient ↵, �, and �:

 (x, y) =
3X

i=1

1

S
(↵i + �ix+ �iy) i. (3.29)

Consequently, it is possible to express the approximation of the
potential within any element of the two-dimensional mesh as:

 (x, y) =
3X

i=1

Mi i, (3.30)

where Mi the shape function (i.e. interpolation function) that can
be expressed as:

Mi =
1

S
(↵i + �ix+ �iy) =

1

2T
(↵i + �ix+ �iy) (3.31)

By applying the function at each of the three nodes of the triangle
leads to:

M1 =
1

2T
((x2y2 � y2x3) + (y2 � y3)x+ (x3 � x2)y) (3.32)

M2 =
1

2T
((x3y1 � y1x3) + (y3 � y1)x+ (x1 � x3)y) (3.33)

M3 =
1

2T
((x1y2 � y1x1) + (y1 � y2)x+ (x2 � x1)y) (3.34)

These functions are used to interpolate the value of the element
between the vertices of the triangle. The functions Mi are one at the
corresponding vertex, while at the others take null value. The po-
tential within a triangular element is fully defined, as expressed in
Equation (3.30), by a function of the values of the potential at its three
nodes.



22 Chapter 3. Methodology

3.1.4 Application to the MWR
Ordinary differential equation can be solved using the weighted resid-
ual method, in particular using Galerkin method. This is the most
common method of calculating the global stiffness matrix in the fi-
nite element method. The approach can be used to solve Equation
(3.24), starting with the following rewriting rewriting:

r · �r fem = R, (3.35)

where the term R is the residual matrix. In order to solve the prob-
lem, the value of R in the equation should be zero, thus:

Z

⌦

WR d⌦ = 0, (3.36)

where W is the weighting function which is defined as:

W (x) =
nX

i=1

⇠iMi(x), (3.37)

where ⇠i are the coefficients used to weight the shape functions
Mi. By combining Equations (3.35) and (3.36),

Z

⌦

Wr · �r fem d⌦ = 0. (3.38)

Given a generic scalar function f , and given a generic vector func-
tion v, Equation (3.38) yields:

Z

⌦

r · (W�r fem) d⌦ =

Z

⌦

(�r fem ·rW ) d⌦ (3.39)

Boundary condition can be added to the previous equation by
applying the Gauss Theorem to it:

Z

⌦

W�r fem · n̂d� =

Z

⌦

(�r fem ·rW ) d⌦, (3.40)

where, r fem · n̂ = @ 
@n , and � = @⌦ represents the boundary.

Therefore Equation (3.39) can be rewritten as:

Z

⌦

�r fem ·rW d⌦ =

Z

⌦

W�
@ 

@n
d�. (3.41)
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The just presented equation define the boundary integral over the
whole mesh. On the contrary, when it is considered for a single ele-
ment ,i, of the mesh the left hand side of Equation (3.41) changes and
it is given by;

Z

ei

�ir i ·rW d⌦ (3.42)

By considering the FEM domain and using the presented Equa-
tions, yields:

Z

ei

�ir i ·rW d⌦ = �i

3X

j=1

�j

3X

l=1

⇠lK
i
jl, (3.43)

where Ki
jl is the local stiffness matrix and can expressed as follows:

Ki
jl =

Z

ei

rMj ·rMl d⌦. (3.44)

By applying the FEM, for each element T of the mesh we obtain a
3 x 3 matrix. This matrix (known also as local stiffness matrix) is used
to link together the different element when propagating the forward
solution.

3.1.5 The Jacobian Matrix
In some EIT applications it is often needed, and more convenient to
solve the problem by computing the derivative of the voltage mea-
surements with respect to the domain conductivity. These informa-
tion can be expressed as a matrix that contains such information is
the Jacobian Matrix [58] (or sensitivity matrix) and it can be denoted
with the symbol JM . It generalises the gradient of a scalar-valued
function of multiple variables, which itself generalises the derivative
of a scalar-valued function of a single variable. The matrix has a size
equal to the number of measurements times the number of the ele-
ments in the FEM mesh.

In this work, dynamic imaging has been used. As a consequence,
to reconstruct the conductivity changes within the studied domain it
is just needed to acquire two sets of measurements at different time
intervals. The measurements are collections of voltage readings ac-
quired as difference between electrode pairs. The first set, taken at
time t1t, is typically taken when any force or deformation is acting
over the domain, and thus is used as reference. The laters, taken at
time ti with i = 2, 3, . . . ,1, may contain alteration in conductivity or
deformation of the domain.
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By computing the difference between the two set of measured
voltage we obtain �V . With this value it is possible to obtain the
variation in conductivity for each of the elements of the FEM mesh
as a consequence of the change in the electric potentials in the time
interval �t. The following equation represents the relationship be-
tween thee element in the EIT inverse problem. Having this repre-
sentation of the problem helps in simplifying its resolution since only
few parameters have to be considered in its computation.

�V = JM�� + Noise. (3.45)

3.2 Inverse Problem

3.2.1 Singular Value Decomposition
In linear algebra, the Singular Value Decomposition (SVD) is a fac-
torisation of a real or complex matrix. Since the decomposition does
not require any special property (such as being symmetric, or hav-
ing full rank) of the matrix to which it is applied, the method is very
promising when used to solve the EIT inverse problem.

Lets consider A 2 IRmxn a rectangular matrix in which m  n.
Then, the Singular Value Decomposition of A can be expressed in
the form:

A = USV T =
nX

i=1

uisiv
T
i , (3.46)

where U = (u1, u2, . . . , un) and V = (v1, v2, . . . , vn) are matrices
with orthonormal columns, UTU = V TV = I , and S = diag(s1, . . . , sn).
The elements in S are known as singular value, these are non-negative,
and arranged in non-increasing order such that s1 � . . . � sn � 0 by
convention. The other elements, ui and vi are respectively the right
and left singular vector of A.

If rank(A) = k < n, then the singular vectors vk+1, . . . , vn form
an orthonormal basis for null(A), while u1, . . . , uk form a basis for
range(A). On the contrary, if rank(A) < m, then v1, . . . , vk form a
basis for range(A⇤), and uk+1, . . . , un form an orthonormal basis for
null(A⇤). Here A⇤ indicates the conjugate transpose of the matrix A.

In summary:
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Avi = siui i  min(m,n) (3.47)
A⇤ui = sivi i  min(m,n) (3.48)
Avi = 0 rank(A) < i  n (3.49)
A⇤ui = 0 rank(A) < i  m (3.50)
u⇤
iuj = v⇤i vj (3.51)
s1 � s2 � . . . � sn � 0 (3.52)

In order to understand the well– or ill–conditioning of the prob-
lem it is possible to analyse the condition number of the matrix.
This value measures how much the output value of the function can
change for a small change in the input argument. It is also used to
measure how sensitive a function is to changes or error input, and
the precision level of the computations. For a matrix A the condition
number can be computes as the ration s1/sn. Generally, if the prob-
lem has a low condition number it i said to be well-conditioned, on
the contrary if the condition number is hight the problem is said to
be ill-conditioned.

3.2.2 Tikhonov Regularisation
Usually, inverse problem are ill-conditioned systems. For this rea-
son it is needed to introduce a regularisation method that reduce
the effects of numerical errors by smoothing the data and restoring
continuity of the solution [59]. Conventional regularisation methods
include Tikhonov regularisation and approaches based on singular
value decomposition (SVD) [53]. Although SVD, as we discussed
earlier, can be used as a tool to study the ill-conditioning of matrices,
a commonly more accepted method is the use of Tikhonov regulari-
sation that is a more efficient and simpler than SVD.

Tikhonov regularisation works by minimising the least-square
function. Thus, Equation (3.45) can be written by using this approach
as:

min
��

{||JM�� ��V ||2 + ↵2||R(�0 � �r)||2}, (3.53)

where R is a regularisation matrix that controls the smoothness of
the solution, � is a scalar hyper-parameter that controls the amount
of regularisation, and the value �r represents the initial reference
conductivity, which is not necessarily the same as �0. The regular-
isation matrix is usually assumed to be equal to the identity matrix
I. This choice allows to prevent extreme value of conductivity by
properly tuning the penalty term ↵2||R(�0 � �r)||2, but it does not
ensure smoothness or impose any constraint to the solutions. In the
EIT imaging problem, conductivity in each element of the FEM mesh
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is commonly assumed constant and similar in value to nearby el-
ements. To ensure such property a different regularisation matrix
should be used. Possible solutions are the followings:

• Gaussian-type prior [60, 61]: an approach that penalise compo-
nents with high spatial frequency in the reconstructed image by
assuming higher correlation between neighbouring elements
and a gradually diminishing correlation with increased distance.

• Laplacian-type prior [62]: this approach uses a discrete approxi-
mation of the Laplacian filter, which is a second-order filter that
models the correlation between elements, smooth the solution,
and penalise high spacial frequencies.

• Newton’s one-step error reconstructor (NOSER) prior [63]: an algo-
rithm that is based on the the first step of the Newton-Raphson
method, and with the assumption that the conductivity is ho-
mogeneous. The combination with the Tikhonov regularisa-
tion produces smoother results since the regularisation matrix
is scaled according to the sensitivity of each element.

Despite the choice of the regularisation matrix, the formal equa-
tion of the problem (3.53) can be written as [28]:

�� = (JTJ+ ↵2Q)�1(JT�V + ↵2Q(�r � �0)), (3.54)

where Q = RTR. An alternative solution incorporates a weight-
ing matrix W to model the noise variance between the potential mea-
surements and then overcome noise in the potential measurements
produced by faulty electrodes. The full solution takes the form [53,
60, 61]

�� = (JTWJ+ ↵2Q)�1(WJT�V + ↵2Q(�r � �0)) (3.55)

In the work presented here, it will be assumed that full data sets
are available and all measurements have equal noise variance. The
generalised Tikhonov regularisation (3.54) will therefore be used. In
addition, since only the changes in conductivity will be measured, it
can also be assumed that �r = �0. Then, for a fixed initial conductiv-
ity �0, the Jacobian J and (JTJ+↵2Q)JT can be precomputed off-line,
improving the speed in the inverse resolution.
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Chapter 4

System Overview

4.1 Introduction
In this chapter the mathematical description presented in earlier will
be converted in guidelines and requirements for the development of
the experimental hardware and software used in this work. For each
developed component both the descriptive requirements that it has
to satisfy, and the implementation will be presented.

Since the beginning of the work, it has been chosen to develop
all the required components in-house. This was due not because of
a luck of off the shelves technologies, but to have the full control o
the single phase of the data acquisition and image processing. In
addition, this allowed us to develop a more compact system than the
one currently available on the marker that can be used in different
situations.

In addition to the developed EIT hardware, in this chapter will
be also introduced the conductive domain used in the experiments.
This consists in two different structure: an artificial skin that has been
used to test the feasibility and capability of the system under differ-
ent scenarios; and a conductive silicon-based material that can be
used in the developing of a soft deformable robot having embed-
ded the sensing capability. By exploiting the idea of having a soft
conductive robot over which it is possible to apply EIT as sensing
technique, it is possible to overcome the current limitations related
to the embedment of sensor within the soft device and thus obtain a
shape-independent sensorised structure.

4.2 Hardware requirements
In the following section, the main requirements for the development
of the developed portable EIT system will be provided. These can be
organised into two main groups: one related to the requirements for
the current source, and the second that summarise the requirements
for the current injection and potential measurements system. Most
of the decision made during the development were done in order to
simplify the hardware design, and thus reduce its space in order to
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develop a prototype that can be compatible in size and weight with
a soft robot.

4.2.1 Current Sources
Most of the current sources used in EIT systems are more appropri-
ately called voltage-to-current converters, since they produce an out-
put current that is proportional to an input voltage. Ideally, Ideally,
a current source should have an infinite output shunt impedance re-
sulting in the current delivered to the load being independent of the
load voltage. However, real sources have a finite impedance that
is effected by the presence of the load. For this reason, the current
source in an EIT system must be able to deliver current with a de-
sired precision over a specified frequency range to load impedances
within an expected range of values. While a higher level of preci-
sion is generally desired, current accuracy is also important. Higher
accuracy can be obtained through current source calibration, where
the current source is calibrated to deliver an accurate current to a test
load having an impedance that is within the range of expected load
impedances.

4.2.2 Current Injection and Potential Measurement
The hardware implemented to manage the driving patterns has to
satisfy, the requirements defined as follows

• Bipolar current patterns are preferred over optimal patterns
to simplify hardware implementation and to reduce cost and
power consumption. A single current source multiplexed over
multiple channels can be used with bipolar patterns.

• Non bi-directional DC current sources will be adopted; in order
to ensure correctness in the measured data, potential measure-
ments will be acquired after electromagnetic conditions have
been stabilised.

• For bipolar patterns, potential measurements will be taken at
all electrodes. However, potential measurements from the driv-
ing electrode–current source and sink–are not acquired in order
to achieve a constant dynamic range in the data.

• Although in all the experiments it will be used the adjacent pat-
tern, the ability to change between different bipolar patterns is
desirable to give flexibility within the experimental EIT system.

4.3 Hardware for a Portable EIT System
Starting from this requirements, in this work we designed and de-
veloped a simplified version of a commercial EIT system to be used
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FIGURE 4.1: Schematic representation the EIT system.

as the main component of our sensing system. The main focus was
places in developing a low-cost, adaptable system that is able to per-
form measurements by applying different patterns, and powered by
a DC current source. The use of DC current simplifies the hardware
requirements, and allow the use of the developed hardware even
in battery-driven applications. The electronic system is composed
by two main components printed on two separate printable circuit
board (PCB): a voltage to current generator, and a driving/read-out
circuit. Figure 4.1 shows a schematic representation of the developed
EIT system.

The current generator, is implemented by a voltage regulator (Texas
Instruments LM317) set up as precision current-limiter circuit. The
output current value is controlled by a variable resistor, and it can
be adjusted linearly by changing the resistor value. In order to pro-
vide a constant current supply on varying load, a voltage source of
12 V is used as input to the voltage regulator. The electrical current is
then multiplexed across the different channels by the driving/read-
out electronics. Each channel in the driving/read-out electronics is
designed to operate at three independent stages. To provide such ca-
pability we implemented it as a half H-bridge where a n-MOSFET
(International Rectifier IRLML6344TR) and a p-MOSFET (Interna-
tional Rectifier IRLML9301TR) are act as two independent switches
connected to the same path. In such configuration, the p-MOSFET is
connected to the positive source, while the n-MOSFET to the ground.
By opportunely turning on and off the single switch, it is possible to
set each channel to act as current source, current sink, or setting it to
its high-impedance state in which the channel can be used to mea-
sure the voltage. As initial choice, the control of the driving/read-
out electronics was performed directly by the microcontroller. In
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FIGURE 4.2: Schematic overview of the driving and
readout electronics. The image depicts the configura-
tion for a generic channel and its components. By us-
ing this configuration, a single channel can be set as: i)
current source, ii) current sink (ground electrode), iii)
or used to measure the voltage potentials respect an
external, common ground. The process is controlled
by the two independent de-multiplexer connected at

each channel.

order to reduce the number of cables, and add modularity to the
system, we moved to an integrated solution that use two indepen-
dent de-multiplexer (Texas Instruments CD74HC237M). To capture
the smaller voltage variation, we added to each channel an ampli-
fication stage. It consists in a low power, general-purpose instru-
mentation amplifier (Texas Instruments INA118) with variable gain.
The output of this initial stage is referred to the ground. The signal
then passes trough two subsequent op-amp (respectively Texas In-
struments OPA827, and TLV2371) both configured in a non-inverting
gain configuration. Figure 4.2 shows the structure of a single chan-
nel.

The driving/read-out electronics used in this paper has 8 inde-
pendent channels. Although, the system has been designed to be
modular to easily adapt its use to different requirements. Each chan-
nel is connected to the object under study by a single-ended cable
that has at its extreme an alligator clip. The acquired signal is routed
toward an analogue pin of the micro-controller (Atmel ATmega2560).
Since each channel is measured independently, it is possible to per-
form any possible pattern combinations either at run-time or in post-
processing. It is worth to mention that in the current version of the
acquisition system no further processing of the signal, e.g noise fil-
tering, or signal conditioning, has been performed. Figure 4.3 shows
an overview of the developed electronics as an Arduino Mega2560.

A full set of potential measurements as obtained using bipolar
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FIGURE 4.3: Developed EIT driving/read-out elec-
tronics connected to the micro-controller board.

drive patterns. In this technique electrodes placed at the bound-
ary are selected to inject the current, while potentials measurements
are acquired from the remaining electrodes. The electrode pair used
to inject the current is then sequentially changed with the next pair
and the process potential measurement is then repeated until all the
possible combinations have been applied. The frequency of data ac-
quisition was configured through the ATmega2560 micro-controller
around 10kHz. To guarantee static electromagnetic conditions, a
suitable experimental determinate short delay (⌧ ⇡ 2ms.) was incor-
porated after each current injection step. To improve signal-to-noise-
ration, an oversampling technique was implemented by acquiring
multiple potential measurements from all boundary electrodes and
averaging before switching to a new pair of current-injection elec-
trodes.

4.4 Reconstruction Software
A user interface for experimental control and for the real-time in-
verse solution and image reconstruction were written in Matlab®.
Although Electrical Impedance Tomography and Diffuse Optical To-
mography Reconstruction Software (EIDORS) [62] was used for ini-
tial testing, most of the experimental software was designed and im-
plemented by the author. This provided better control of the software
and all desire changes that were required for this robotic application.

Figure 4.4 shows a flow chart of the software implemented. From
that, it is possible to notice that the user interface is used to configure
all parameters and control of data acquisition and real-time visuali-
sation. Some of the main properties are the following:



32 Chapter 4. System Overview

• The geometry of the domain can be selected among a predefined
set of shapes.

• Electrodes can be set up to sixteen in accordance with the hard-
ware design.

• Mesh size used in the solving the inverse problem can changed
in order to control the number of elements of the FEM and thus
adjust its resolution.

• The initial homogeneous resistivity of the domain required for
modelling and solving the forward problem.

• The contact impedance can be set to improve the accuracy of the
model. However, since difference imaging is used, only an ap-
proximated value is required. In fact, any error in the inverse
solution are cancelled out.

• Injection, and measurement patterns can be chosen, and can be
further added by the user. Additionally, the algorithm for the
inverse solution, and the regularisation prior can be selected
accordingly a predefined set.

• The value alpha of the hyperparameter that control the smooth-
ness of the regularisation.

Once the parameter are set, the algorithm proceed in creating the
forward model. Once the model is set, the Jacobian J and (JTJ +
↵2Q)�1JT in Equation 3.54 can be computed from the assumed ho-
mogeneous conductivity distribution. All quantities, at this point,
can be calculated off-line increasing the speed in the inverse resolu-
tion.

In this work, difference imaging has been used. This technique
requires the acquisition of two sets of potentials, V1 and V2, taken
at two distinct time steps. The change in the potentials, �V, is then
used to determine the variation in conductivity, ��, of the domain. A
first set of potential V1 is acquired and stored as an initial reference.
The inverse problem is then solved inside a infinite loop in which V2

is constantly updated with the acquired measurements. Within the
same loop it is possible to display the reconstructed conductivity, and
to store the acquired data for later off-line processing. For display
purpose only, a two-dimensional circular averaging filter was used
after image reconstruction to reduce the stepwise changes caused by
the FEM approximation.

The rate of the image reconstruction depends on the complexity
of the problem, which is linearly dependent on the elements in the
Jacobian matrix J. As stated in the Nyquist sampling theorem, any
dynamic contact that contain frequency components exceeding one
half of the reconstruction frequency rate, can not be accurately deter-
minate.
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FIGURE 4.4: Flow chart of the experimental EIT soft-
ware. Data acquisition stage (grey boxes) is described

in detail in Figure 4.5

FIGURE 4.5: Flow chart of the EIT data acquisition
stage for a full set of potential measurements both

with, and without, the over-sampling stage.
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4.4.1 Metrics for Reconstruction Evaluation
It is not trivial to assess the quality of the EIT reconstructed image. In
fact, EIT imaging performance depends strongly on the reconstruc-
tion algorithm and its parameters. To minimise bias when inves-
tigating driving patterns and verify that that improvements to the
EIT reconstruction are available, several commonly used regularisa-
tion methods and hyperparameter values were compared. Several
metrics [51] [64] [65] have been used in order to measure qualitative
measure the reconstructed image. In this work three metrics—in ad-
dition to the maximum intensity value—previously used un medical
imaging have been used.

Maximum Intensity

This metric is calculated as the value of maximum intensity of con-
ductivity change in the reconstructed image. A desired behaviour to
achieve is a constant intensity change, due to the same stimulus at
any position across the conductive domain.

Spatial Resolution at 50% of Image Amplitude

This value (RES50) is calculated by evaluating the ratio between the
number of elements in the reconstructed image having value at least
50% of the maximum amplitude, and the total number of elements
in the mesh.

RES50 =

 
1�

r
Elements over 50% � 1

Total Elements

!
(4.1)

The metric is similar to the ones proposed in Adler and Guardo
[51] and Wheeler et al. [65]. With the increase of the spatial reso-
lution, the system is able to discriminate between different stimuli
rather than to identify them as a single one. EIT has a low spatial
resolution, when compared to other imaging techniques, that affects
its ability to correctly discriminate between stimuli. For this reason,
the technique is not suitable for applications where high spatial res-
olution is required. In a soft robot, stronger pressures mask weaker
ones, and as a consequence it is non trivial to discriminate when two
distinct events occur at the same time.

Shape Deformation Angle

By properly comparing the difference between its RES75 and its RES50

spatial resolution—where RES75 is similar to the measure just intro-
duced with the main difference in the threshold used—it is possible
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to derive a measurements that evaluate the sharpness of the recon-
structed image. The angle � can be obtained as follows:

� = tan�1

✓
25% of max amplitude
(RES75 �RES50)/2

◆
(4.2)

In a discontinuous reconstruction, RES75 is expected to be equal
to RES50, hence � = 90 deg. The metric is based on the shape defor-
mation metric based on the difference between two assumed circular
areas presented in [64]. Here the assumption of circular reconstruc-
tions is removed and only the absolute differences are computed.
The metric is calculated as an angle since this provides additional
information about the overall shape.

Distance Error at 75% of Maximum Image Amplitude

The distance error (ERR75) was evaluated by computing the Euclidean
distance between the centroid of the stimulus (x1, y1) and the cen-
troid of the reconstructed image (x2, y2). Only those elements in the
reconstructed image containing at least 75% of the maximum ampli-
tude were considered

ERR75 =
p

(x1 � x2)2 + (y1 � y2)2. (4.3)

A distance error value of zero (ERR75 = 0) would represent a
perfect performance of the inverse solver. Similarly to the metric
that measure the spatial resolution, the accuracy of this distance error
varies with a series of parameter such as the patter used to inject the
current and to measure the potentials, and the number and location
of the electrodes used.

4.4.2 Image Processing and Data Analysis
The just mentioned metrics can be used to extract the position and
peculiar information of a single inhomogeneity that has been de-
tected in the reconstructed image. In case more than one event oc-
cur over the sensitive surface, additional processing is needed in or-
der to identify each of those and the retrieve information from them.
This processing does not affect the reconstructed image, it has only
be used to identify the position and area of the detected inhomo-
geneities.

Each of these can be describes as a point spread function (PSF),
such as the response of an imaging system to a point source or point
object. In this context, due to the low resolution of the imaging tech-
nique, the PSF can be seen as the extended blob in an image that
represents an unresolved object. As in the typical application, the
degree of spreading (blurring) of the point object is a measure for
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the quality of an imaging system. These considerations allow to ap-
ply common technique used in these situation. Figure 4.6 gives an
overview of the method applied to achieve this task.

The starting point if the reconstructed image, and the process of
detecting the peak of the single inhomogeneities. In order to proceed
in the identification, an initial thresholding with respect to the max-
imum amplitude is performed. The value of the threshold �1 is set
accordingly to the case, but experimentally values ranging between
60% and 70% of the maximum pixel intensity have be proven to be
a good choice. In order to reduce the steepness of the FEM discrete
approximation, a gaussian filter is applied on the thresholded image
followed by a second thresholding �2 in which only the pixel hav-
ing more than 90% of �1 are selected. Simple thresholding process,
as the one described so far, are not enough to clearly distinguish be-
tween inhomogeneities that are relatively close each other. To better
identify these an additional step is needed.

Once the thresholded image is returned, the peak of each de-
tected region are identified. Two are the possible approaches to per-
form this task. The first consists in scanning all the detected pix-
els and select only the ones that have value greater that the ones of
the neighbouring pixels. The process is robust, fast—linear with the
number of detected elements—and has the advantage of identifying
with high probability the "true" PSF local maximum. The second ap-
proach is based on the use of weighted centroid. This approach uses
the same image processing, with the difference that it just calculated
the weighted centroid of each connected object that was obtained fol-
lowing the image processing. While this gives sub-pixel resolution,
it can miss peaks that are very close to each other, and runs slightly
slower.

4.5 Development of the Conductive Layer
In this section the development of the conductive substrate used in
the experiments performed in this work. In order to allow full adapt-
ability of the system we decided to develop a conductive domain.
The main prototype has been developed by layering a conductive
textile over a thin foam substrate was used to evaluate the perfor-
mance of the system in different scenarios. Details about the devel-
opment and the properties of the material used will be discussed in
the following section.

4.5.1 Skin Fabrication
The properties of the material that is used to form the EIT-based skin
are crucial to its performance. An ideal material would have con-
tinuous and homogeneous conductivity, give large, linear and local
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FIGURE 4.6: Schematic overview of the process used
to identify single inhomogeneities detected over the

reconstructed image.

changes in conductivity in response to forces applied normal to the
surface, and have no conductivity change as a result of stretch. Cost
should be low. A number of materials were investigated with the
aim of finding one with the better properties. To the writer’s knowl-
edge there are no suitable materials that are commercially available,
so a custom-made material was necessary.

Initial experiments were performed with an inexpensive four-way
knitted conductive fabric manufactured by Statex (Figure 4.7). This
material is a highly conductive (surface resistivity ⌦ < 1 ohm/sq),
medical grade silver plated 78% Nylon 22% elastomer fabric with
the ability to stretch in both direction (maximum stretch ⇡ 100% in
length and ⇡ 65% in width). The conductivity of the material chances
when it is stretched in-plane, or when a normal force is applied over
the textile surface. The phenomena is due changes in the contact area
between the sings that compose the structure of the fabric. In fact,
when the fabric is stretched, the increased separation between con-
ductive strings causes a non-linear reduction in contact area and—as
a result—a non-linear decrease in conductivity. Compression of the
fabric has the opposite effect, although greater conductivity changes
were observed due to stretch.

Sheet resistance is used when measuring the resistance of thin
films of conductive materials that are nominally uniform in thick-
ness. Values are typically expressed as ”Ohms per square" (Ohm/sq)
to emphasise that the resistance is independent of the size of the sam-
ple. The term conductivity, as opposed to resistivity, will be used
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FIGURE 4.7: Conductive stretch fabric from Statex.

FIGURE 4.8: Experimental conductive substrate (grey
textile) made by layering a conductive textile over a
thin foam material (blue material). The structure has
been then attached to eight stainless alligator clip used

as electrodes.

here for consistency with the EIT mathematical model and the liter-
ature. The terms conductivity and surface conductivity—in Siemens
per square (S/sq)—will be used interchangeably when referring to
thin conductive fabrics.

A prototype circular sensitive skin was made by positioning eight
stainless steel bolts used as electrodes around a circular piece of the
conductive textile of 200 mm diameter, as can be seen in Figure 4.8.
As electrodes, eight stainless steel bolts were used and fixed near the
edge of this layer. A constant DC current was injected across adja-
cent pairs of electrodes and potential were taken at all the electrodes
using the same adjacent pattern. Due to the high conductivity of the
cloth, 100 mA of current was required to achieve acceptable potential
levels at the boundary. Since greater changes were observed due to
stretch in comparison to pressure, a non-conductive foam was used
under the fabric to increase fabric stretch as a result of pressure. The
complete electrode model and a Gaussian-type regularisation prior
were used for inverse solution.



39

Chapter 5

Performance Evaluation

5.1 Introduction
In this chapter the initial system performance evaluation will be pre-
sented. Initial experiments were carried out with the hardware de-
scribed in previous chapter, and by using the textile-based conduc-
tive domain. The system has been tested under different configura-
tions spanning from data acquisition to test the basic measurements
protocols, to the application of the sensor around curved surfaces to
prove the adaptability of the method. In the following sections, for
each tested scenario will be presented both the experimental setup,
and the related experimental protocol used to perform the test.

5.2 Experimental Evaluation
In this section, we are going to present the experimental setup used
to characterise the behaviour of the sensor under different scenarios.
In a first phase, electric potentials are acquired both in absence and
in presence of different loads applied over the artificial skin. These
initial measurements are fundamental to create a series of reference
values for the conductivity reconstruction. In a second phase, we ap-
plied the reconstruction algorithm to prove the capability of the sys-
tem to correctly identify the presence of the probe and its position.
In the last phase, more complex interactions – as multi-touch iden-
tification, and application over curved surfaces – were addressed to
prove the artificial skin capabilities.

5.2.1 Experimental Setup
The experimental setup employed for the characterisation of the smart
skin system consists of the components schematically illustrated in
Figure 5.1. The artificial skin is connected to the driving/readout
electronic previously described. This is controlled by an external AT-
mega2560 powered micro-controller that is used to both switch the
status of the different channels, and as data acquisition board (DAQ).
A laptop with Matlab installed is connected to the micro-controller
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FIGURE 5.1: Schematic view of the experimental
setup. The artificial skin is connected by wire to the ad-
hoc developed driving/read-out circuit. This is con-
nected to a microcontroller that sets the status of the
different channel, and functions as a digital acquisition
board. The whole system is then connected to a laptop
on which the main program and the inverse solver are

running.

and used to control the whole system, and to perform the inverse
problem solving.

To prove the adaptability of the system to react and detect var-
ious stimuli, we used different probes that vary in size and shape.
For instance, we used 3 different circular probes with radius ranging
from 15mm to 25mm, and a square head probe with a side of 15mm.
In all the experiments, in order to cope possible fluctuations of the
acquired value, a series of 10 measurements have been acquired and
then the mean value is used. In all the experiments, unless differently
stated, the artificial skin was placed on a flat surface.

For the reconstruction process, we used a dynamic imaging ap-
proach. A reference measurement was acquired and stored to be
compared with later ones. Although the EIT community is moving
toward a unified approach to reconstruct 2D medical images [64],
as inverse solving algorithm we used the Gauss-Newton EIT recon-
struction approaches, which have been widely used in EIT since the
late 1980s [66]. The approach allows to represent the solution as a
linear reconstruction matrix, which can be pre-computed and thus
allows rapid, real-time imaging. The parameter used for the inverse
solver were derived empirically by measuring the error of the recon-
struction using different probes and then by selecting the best solu-
tion. In order to provide consistency in the reconstruction, the pa-
rameter values remain the same during all the experiments, unless
otherwise stated.

5.2.2 Experimental Protocol
Different tests were performed to assess the overall performance of
the sensors, according to the following protocols.
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Preliminary Analysis on the Sensor Working Principle

A first series of experiments has been performed in order to capture
the output value of each electrode in absence of any force applied
over the sensing area. At first, the output of an arbitrary chosen elec-
trode was directly monitored and acquired with Matlab during a full
driving cycle. In order to obtain valid measurements, we waited a
fixed amount of time of 2µs (empirically found) to ensure electro-
magnetic stability before acquiring the data. The obtained value can
be considered as the offset for the voltage potential measurements to
be used in later phases where differences in the measured data cor-
respond in presence of inhomogeneity within the sensing layer due
to external stimuli (i.e. touch or stretch).

Indentation Tests and Electrode Sensibility

Following the results obtained in the first series of experiments, we
continue by evaluating the changes in conductivity as a function of
size and position of different loads applied over the sensing area. In
order to better understand this phenomena, we applied the probe in
the region directly facing each electrode. The test were performed us-
ing different probes with different sizes, and shapes while maintain-
ing constant the applied force. For each configuration, we acquire
the data 10 times and then averaged them to obtain a more stable
waveform. Two of the results are shown respectively in Figure 5.5
and 5.6.

Pressure Map Reconstruction

The artificial skin functionality was validated by means of indenta-
tion tests with the different probes as indenter. The measures ob-
tained in the previous experiments were then used to tune the in-
verse problem solver and then reconstruct the conductivity map as-
sociated with the artificial skin. The series of experiments were aimed
to prove the capabilities of the inverse solver in detecting the position
and size of the different probes used in the tests. Once the recon-
struction has been performed, to identify the position and the area
associated to the inhomogeneity we perform first a peak detection to
identify the point with maximum intensity, and then a thresholding
according to the peak value. In this phase we only consider single
events that occur over the surface.

Multi-Pressure Test

To prove the capability of the artificial skin in detecting multiple
contacts at the same time, the system was placed on a flat surface,
and different contacts were achieved on its sensing area by means
of hand-held probes with a circular section. Each loads was added
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sequentially, and then removed in the same order. During the ex-
periment we did not consider the nominal force applied on each
probe. Additional test to improve object discrimination capabilities
and pressure measurements will be left as future work.

Application over Curved and Deformable Surface

With a last series of experiments we wanted to prove the adaptabil-
ity of the artificial skin to different substrate, in particular to curved
and deformable ones. In order to proceed in this direction, we first
placed the artificial skin over different cylindrical surfaces with dif-
ferent radius. Afterwards, we placed the sensor over other objects
such as a bendable mannequin arm, the back of a chair, and around
a deformable foam-made cylinder. Where the underlying object did
not provide sufficient support for the artificial skin, we placed the
object over a table. Once the artificial skin was applied over these
geometries, we performed similar experiments as in the case of the
flat surface ones. During these test, we focused or attention on: i) the
capability of the system in detecting a change of shape, ii) and the
robustness of the sensing technique even under large deformations.
In the first case, we used as reference voltage the ones taken on a flat
surface and we compared those with the one taken when the sensor
was wrapped around the curved surface. In the second case, instead,
both the reference and later measurements were taken directly when
the artificial skin was placed over the curved surface.

5.3 Results
The results of each single experiments are reported in the following
sections subdivided by their respective categories.

5.3.1 Working Principle and Material Characterisation
Initial tests have been performed to understand the behaviour of the
conductive material – used as sensing layer – when an electrical cur-
rent flows through it. Due to the high conductivity of the material
(< 1⌦/sq.), 100 mA of current was required in order to achieve an
acceptable voltage potential levels at the boundary. In the future
version of the sensor we are planning to move to a more resistive
material in order to reduce the electrical current required for the sys-
tem. During the characterisation process, no physical contact or force
was applied over the sensing area of the smart artificial skin. Figures
5.2 and 5.3 show the voltage potential measurements, respectively at
electrode 3 and 6 during a full cycle of excitations. The values were
acquired using adjacent patter, thus each value in the graph repre-
sents the potential calculated between two adjoining electrodes. As
the measurements suggest, the maximum and minimum variations
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FIGURE 5.2: Electric potentials measured at electrode
3 (E3) in an 8-channel configuration. Measurements
are taken using an adjacent pattern both in excitation
and acquisition phase. The positive peaks corresponds
when the electrode is "close" to ground nodes. On the
contrary, the negative peak occurs when E3 is used as
current sink. Error bars show the variability of mea-

surements calculated over 10 samples.

can be found when the driving electrodes are close to the one where
the measurements were taken. The assemble of all the measurements
acquired from all the electrodes represents a reference voltage, V0,
used to calculate differences in the electric potentials when an event
occurs over the sensor surface. Figure 5.4 shows an example of the
reference measures.

5.3.2 Single Point Contact - Signal Indentation
Using the same electrode configuration as in the previous experi-
ments, we evaluated the changes in the acquired electric potentials
as a consequence of an applied load over the sensing area. To better
notice the phenomena, we chose the position of the probe 5-10mm
apart from to the electrode under test. For this specific test we used
only one probe with circular section (15mm radius) over which we
applied a constant force of 3N. By simply comparing the measure-
ments in presence and in absence of the applied load is not possi-
ble to clearly appreciate the difference between them. A more clear
understanding is noticeable by considering the absolute variation
(Vmeas�V0) between the two measurements. Figure 5.5 shows the ab-
solute difference using the value acquired by electrode 2 (E2) when
the probe was paced in the region facing the electrode. In the figure,
the different measurements are grouped according to the electrode
acting as ground. Each bar represents a voltage difference computed
over adjacent electrode – e.g. the first bar refers to electrodes E1-E2,
the second to E2-E3, and so on until all the electrode pairs are con-
sidered. Shaded regions are not to be considered since the electrode
under consideration was acting as current source or connected to
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FIGURE 5.3: Electric potentials measured at electrode
6 (E6) in an 8-channel configuration. Measurements
are taken using an adjacent pattern both in excitation
and acquisition phase. The positive peaks corresponds
when the electrode is "close" to ground nodes. On the
contrary, the negative peak occurs when E6 is used as
current sink. Error bars show the variability of mea-

surements calculated over 10 samples.

FIGURE 5.4: Electric potentials measured at each elec-
trodes pair by using an adjacent pattern both in excita-
tion and acquisition phase. The measurements were
taken when no load was applied over the artificial

skin.
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FIGURE 5.5: Electric potentials measurements ac-
quired when a probe is acting in the region facing the
electrode 2 (E2). The values are grouped by which
electrode is used as ground following an adjacent pat-
tern (highlighted in the top part of the figure). The
shaded portion of the graph corresponds to the config-
uration when E2 is one of the driving electrodes. The
major noticeable differences are the ones when E2 is

involved in the measurements.

ground. In the figure, major negative changes occur in the electrode
pairs that involve E2 (i.e. first 3 bars in each group). The changes
are a consequence of the presence of the probe that, acting on the
conductive surface, changes the local conductivity of the layer. Is
possible to notice a similar patter when any of the other electrodes
are considered. As reference, Figure 5.6 shows the absolute voltage
potential when a load was acting in the region facing the electrode 7
(E7).

Considering the same electrode configuration, we evaluate the
changes in the absolute voltage variation as a function of the probe
size while applying a constant force (5 N) over them. Three different
circular probes with radius of 15mm, 18mm, and 25mm were placed
independently in front of the region facing electrode 4 (E4). Figure
5.7 shows the results of the experiments. As the graph suggests, with
the increase of the probe size, the variations of the voltage potential
increase. The phenomena was expected since a larger probe gener-
ates a wider inhomogeneity area that is the cause a consequent volt-
age drop. Even if the probe size is changed, it is still possible to notice
a large negative change in the electric potentials when E4 is consid-
ered in the measure. Similar effects are expected in the case where
the probe area remain constant and the applied force is increased.
This consideration requires additional verification that is left as fu-
ture work.
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FIGURE 5.6: Electric potentials measurements ac-
quired when a probe is acting in the region facing the
electrode 7 (E7). The values are grouped by which
electrode is used as ground following an adjacent pat-
tern (highlighted in the top part of the figure). Not
considering the region where E7 is acting as driving
electrode (shaded area), the major noticeable differ-
ences are the ones when E7 is involved in the measure-

ments (i.e. last two bar in each group).

FIGURE 5.7: Difference in electric potentials measured
when different probes are placed in the region facing
electrode 4 (E4). The probes have different size, while
the applied force is kept constant. As in the previous
image, the shaded regions correspond to E4 acting as

driving electrode.
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5.3.3 Conductivity Map Reconstruction
In this phase, we validate the capabilities of the inverse solver to re-
construct the pressure map of forces acting over the sensing area of
the artificial skin. As previously introduced (Section 5.2), in order
to guarantee the solvability of the inverse problem, we precondition
the solution using NOSER (Newton’s one-step error reconstructor)
Gauss-Newton normalised difference inverse. For the initial test, we
used a single circular probes with radius of 18mm, and applied it in
different regions of the sensing area. Figures from 5.8a to 5.8c show
the results obtained though the reconstruction algorithm. It is worth
to say that no filtering of the data has been performed during any
phase of the process. In the image, the inhomogeneity is clearly dis-
tinguishable from the background but its shape is not well defined.
As the images suggest, the closer the object is placed toward the cen-
tre of the sensitive area, the interaction between the applied force and
the constraint produced by the electrodes is reduced (Figure 5.8c).
On the opposite, the more the probe is placed toward the bound-
aries, and thus closer to the electrodes, the reconstructed shape of
the probe results to be less precise. This can be caused by the effect
the pressure has over the applied point and the constraints due to
the presence of the electrodes. To partially overcome this issue, we
processed the reconstructed map by thresholding it and consider-
ing only the pixel having value up to 70% of the detected maximum
value. Figures from 5.8d to 5.8f show the reconstructed conductivity
map with superimposed its centre.

We also tested the inverse solver capabilities to distinguish differ-
ent probe shapes when applied, independently, over the same posi-
tion. In order to have less interaction with the boundaries, that have
proven to suffer from a highest distortion due to the interaction of
the probe with the electrode, we decided to use the central region
for the tests. Figure 5.9 shows the results of the reconstruction us-
ing the 3 circular probes, and a square one under the effect of a con-
stant force of 3N. Due to the intrinsic low spatial resolution of the EIT
method in this region it was not possible to clearly discriminate be-
tween the sharp-edged probe (Figure 5.9d) from the rounded-edged
ones. Nevertheless the change in the probe size (Figures 5.9a-5.9c)
can be clearly identified as the increase of the detected maximum
value when a common colour scale is used.

5.3.4 Multi-Pressure Test
Following the experimental design described in the previous sec-
tions, we tested the capabilities of the artificial skin in the detection
of multiple events that occur sequentially and simultaneously over
the sensing area of the artificial skin. Three probes with the same
size and shape (circular section with 15mm of radius) were manu-
ally placed and then removed sequentially over the sensitive surface
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(A) (B) (C)

(D) (E) (F)

FIGURE 5.8: Reconstructed conductivity map of dif-
ferent stimuli applied over the artificial skin by a cir-
cular head probe of 18mm of radius. The probe was
placed (a) between electrodes E3 and E4, (b) between
electrodes E7 and E8, (c) in the centre of the sensing
area. Figures (d), (e) and (f) show the processed data
respectively of figures (a), (b), and (c). In each of the
processed image, the centre and the computed bound-

ary of the detected inhomogeneity and are shown.

(A) (B) (C) (D)

FIGURE 5.9: Reconstructed image as function of dif-
ferent probes applied at the centre of the artificial skin.
The results provided are respectively for: (a) a circu-
lar probe with 15mm radius, (b) a circular probe with
18mm radius, (c) a circular probe with 25mm radius,
and (d) a square probe with a side of 15mm. Due
to the low resolution of the system, it is not possible
to clearly discriminate between the different shapes.
Nevertheless the change in the probe size can be eas-

ily identified.
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(A) (B) (C) (D)

(E) (F) (G) (H)

FIGURE 5.10: Selected frames in the multi-pressure ex-
periment. (a) Probes positions, (b) reference voltage,
(c)-(e) sequential load and (f)-(h) unload of the differ-
ent probes. In each frame, for each probe, its centroid

and the computed boundaries are shown.

of the artificial skin. In order to ensure the equal applied force, a
mass of 400g was placed over each probe. As in the previous case,
no signal processing has been performed prior or during the image
reconstruction; the only operation that was performed was the pre-
condition of the solver to ensure solvability. In Figure 5.10, selected
frames obtained trough the reconstruction process are presented.

As in the previous cases, we processed the conductivity map to
obtain the area where each probe was acting. We first applied the
same methodology as in the precious cases, but we were unable to
correctly identify the third probe when it was places over the sensing
area together with the other two (Figure 5.10e). For this reason, we
reduced the threshold value from 70% of the maximum value to its
60% value. As the images suggest, the shapes of the probes could not
be correctly detect as a consequence of the position and the interac-
tion of the electrodes. In addition, the artificial skin shows some hys-
teresis after the removal of all the probes. This can be caused by the
partial detachment of the conductive textile from its substrate, and
by the change of conductivity of the sensing layer as a consequence
of the applied forces.

5.3.5 Application over Curved Surface
A last series of experiments was carried out to prove the adaptability
of the artificial skin to conform to different geometries while main-
taining its sensing property. Furthermore, is also possible to test the
efficiency in determining changes in shape (e.g. bending) due to the
application of the artificial skin over different geometries and com-
paring the acquired electric potentials with the ones acquired over
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(A) (B)

FIGURE 5.11: Results of the application of the artifi-
cial skin over a curved surface. The reconstructed con-
ductivity map was generated by using as reference the
measurements taken over a flat surface with no load
acting over the artificial skin. In this experiment we
used two polyethylene foam extruded cylinders with
diameter of (a) 40mm, and (b) 70mm. As the results
suggest, as the diameter of the underlying object in-
crease, the maximum intensity and the area of the de-

tected inhomogeneity increase.

a flat surface. In this section we are going to present the results ob-
tained after the application of the artificial skin over different curved
and deformable objects.

As initial test, we placed the artificial skin over a flat surface and
then took a series of voltage potential measurements. With those
value stored as reference, we placed the artificial skin over differ-
ent cylindrical objects – two polyethylene foam extruded cylinders
– with radius, respectively of 40mm and 70mm. The two cylinders
were then placed over a flat surface in order to provide sufficient
support, and avoid their bending. Due to the presence of the foam
substrate, and the small size of the underlying object, the artificial
skin could not conform perfectly to it. Thus, in order to fully cover
the cylindrical object, we kept the two free side of the artificial skin
together by means of plastic strip. In such configuration, we per-
formed the electric potentials measurements. Figures 5.11a and 5.11b
show, respectively, the results for the two different cylinders. The re-
constructed conductivity maps presented in the two figures shows
a different behaviour compared to the one saw in the previous ex-
periments. In fact, instead of having a ellipsoidal region, this type of
deformation produces a more elongated one. By comparing the im-
ages in Figure 5.11, it is possible to notice a slight change both in the
maximum value detected, and in the computed deformation area –
obtained as in the previous cases by thresholding the reconstructed
map. These information can be used as clue to discriminate between
different type of deformations applied to the artificial skin.
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Following the results obtained in the first part of the trials, we fur-
ther test the artificial skin capability to sense pressure when placed
on curved geometries. We evaluate such property on the following
objects: a 70mm radius cylinder (deformable), the back of a chair
(soft substrate), and a mannequin arms with circumference of 30mm
and a total length of 295mm. Before proceeding with the measure-
ments, we firmly attached the artificial skin to the underlying object
in order to limit the error in the reconstruction due to changes in the
electrode positioning. Where the object was not able to support it-
self, i.e. in the polyethylene foam extruded cylinder case, we placed
the object of a flat surface during the whole test. We limit the exper-
iments to a single probe of circular section and 18mm radius. Dif-
ferently from the precious case, reference measurements were taken
after attaching the artificial skin on the curved surface. Results for
each configuration are shown in Figure 5.12. As the images suggest,
the artificial skin can provide similar results as the ones shown in
previous cases even under large deformations.
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(A) (B) (C)

(D) (E) (F)

(G) (H) (I)

FIGURE 5.12: Example of conductivity map re-
construction over different geometries, results are
grouped by column. First column (a, d, g) experimen-
tal setup and results when applied to a 70mm radius
cylinder (deformable). Second column (b, e, h) exper-
imental setup and results when applied to the back
of a chair (soft substrate). Third column (c, e, i) ex-
perimental setup and results when applied to a man-
nequin arms with circumference of 30mm (bendable).
Results are ordered according to the number shown in
their relative experiment setup. Last row of the Figure
shows measurements performed when the probe was
applied over the most curved area (g, h), and when
the joint angle of the mannequin arm was changes (i).
For each case, the results are obtained by applying a

circular shape probe with 18mm of radius.
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Chapter 6

Applications

6.1 Introduction
In this section we are going to extend the results obtained in the pre-
vious series of experiments to possible applications for the devel-
oped technology. We tested the system in two possible scenarios, one
related to sensing structural changes of the underlying structure, and
the other related to a possible medical application. As in the previous
cases, for each scenario will be presented the experimental setup and
protocol, the aim of the experiment, and its results. Despite this, we
believe that it is possible to use such technologies even in different
domains, especially in the ones related to robot– or computer–human
interaction.

6.2 Sensing within Soft Bodies
A first series of experiments has been carried out in order to provide
an insight on the feasibility to use an EIT based touch sensor in order
to identify the presence of inhomogeneities within soft material. The
use of EIT in medical applications has been largely used especially
to monitor functional changes, e.g. patient lung ventilation, or to ob-
serve the internal structure of the human body when other imaging
technique were not available.

In this experiment, EIT imaging has been applied on a conduc-
tive textile in order to develop a tactile display that can be used in
future medical applications alone or in combination with the ones
already used, e.g. ultrasounds imaging. The imaging processing re-
mains the same an in traditional EIT but, as it will be present later
in this section, instead of applying direct force the responsive forces
are detected. This will allow to detect stiffer structure within the soft
body over which the technique is applied.

6.2.1 Experimental Setup and Protocol
Differently from the previous case, in order to test the feasibility of
this application, a different experimental setup has been used. While
the hardware used remains the same as in the previous experiments,
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Foam

Foam
Conductive Textile
Plexiglass
Weight

15 mm

15 mm
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8 mm 10 mm

FIGURE 6.1: A schematic representation of the experi-
mental setup. Two rigid bodies were placed within the

soft phantom to simulate the presence of tumours.

the domain over which the measurements have been taken changes.
Here, we developed a phantom that resembles a soft organ with the
possibility to include stiffer element to simulate the presence of tu-
mours.

The experimental setup consists of two layers of foam (100x100x15mm)
within which a more rigid material—a medium-size marble—has
been placed to simulate the presence of a tumour. The top layer
has then been covered with a highly conductive textile (100x100mm)
connected to the EIT system. To provide a homogenous pressure
over the whole domain, an additional rigid layer (90x90x3mm) and
a weight that is used to apply a constant force over the whole struc-
ture. The applied force deform the soft body and produce a reac-
tive force from the stiffer elements placed within the soft substrates.
Even though the developed experimental setup is minimal, results
suggests that was sufficient to prove the feasibility of the method.
Figure 6.1 shows the schematic representation of the described ex-
perimental setup.

Before attempting direct measurements over the experimental setup,
various simulations have been performed in order to select the opti-
mal parameters to be used in the different phases of the data acqui-
sition process. Once the parameter are set, the measuring system is
connected to the conductive textile that covered the soft. A constant
force of 2N has been applied and as a consequence, the underlying
soft structure has deformed. On the contrary, the stiff components
do not deform but apply a normal force toward the conductive tex-
tile as a response to the applied force. This deform the conductive
textile and change locally its resistance. These changes can be cap-
tured by EIT. In order to have a reliable analysis, measurements were
taken ten times and then averaged. As in the previous cases, the ex-
perimental setup was placed over a flat rigid surface in order to not
add interferences to the reconstructed image.
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FIGURE 6.2: Results of the proposed method pre-
sented as contour map. (a) Reconstructed image. (b)
Region having intensity value more than 75% of the
maximum value detected. These regions represent the

tumour inside the studied media

6.2.2 Results
Using the described experimental setup, we perform different mea-
surements. Figure 6.2(a) shows the results obtained in the case where
two stiff material of 10mm and 8mm, respectively, were introduced
to simulate the presence of tumours. As the results suggest, the
system was able to correctly identify the presence of the inhomo-
geneities and their position. Figure 6.2(b), instead, shows a simpli-
fied representation of the same results. This has been obtained with
a threshold with respect to the maximum value detected over the
image. For this reason the two inhomogeneities that were clearly
distinguishable also in size the the previous image, here result to be
less accurate.

6.3 EIT as Sensor for Tracking Facial Expres-
sions

Following the results obtained so far, the system has been tested on
a natural soft, deformable material such human skin. EIT has been
used to sense within the internal structure of the human body, but
not as a tool to track deformation that happen over its surface. In
addition to EIT, other measurement methods—such as EMG or bio-
impedance—have been used to track changes that occur over the hu-
man body. However, these suffers from within-subject reliability and
within-measurements repeatability. EIT can have the same issues,
let’s think about the variability of the results caused by the simple
movement of any of the electrodes, but is can be might used in com-
bination with the other technique in order to increase its accuracy.

In this series of experiments, we are interested in detecting large
changes in the morphology of the underlying structure by exploiting
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FIGURE 6.3: Electrode (red dots) placement over hu-
man face both in the front and side view.

the fact that changes in the electrodes positioning generates error in the
measurements. By classifying such behaviour it is possible to recog-
nise different facial expression, and thus use this technique as mea-
surement system to evaluate rehabilitation treatments.

In order to test the capability of the system in performing the
task, we tested it over a single volunteer that was trained to perform
”wide" facial motion while reproducing the file vocal sound, and a
full-face smile.

6.3.1 Experimental Setup and Protocol
In this series of experiment, we tuned the experimental hardware by
controlling the frequency and the current amplitude to be injected
into the tissue in order to follow the IEC-60601 standard and thus do
not injure the volunteers. Despite this, the hardware and software
configuration remains the same. Electrodes have been attached to
the volunteer face using Ag/AgCl adhesive electrode directly con-
nected to the system. No probe has been used during these tests,
the reconstructed images has been obtained by comparing a refer-
ence ”relaxed" position with later ones where the volunteers have
been asked to change facial expression as earlier discussed. Figure
6.3 shows the ideal position of the electrodes over the face, and their
application over the volunteer’s face.

An in the previous cases, before attempting real measurements, a
series of simulation have been carried out in order to correctly tune
the parameters of the inverse solver. Once the electrode have been
placed over the volunteer’s face, a DC current of 2Vpp and 1mA has
been injected into the system using an adjacent pattern.
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(A) (B) (C)

(D) (E) (F)

FIGURE 6.4: Result of the proposed method when ap-
plied over human skin. Each image represents the re-
constructed conductivity map associated to the (A) "A"
sound, (B) "E" sound, (C) "I" sound, (D) "O" sound,
(E) "U" sound, and (F) "smile" expression. As the re-
sults suggest, only (A) and (F) are easily distinguish-
able from the maps since they show distinct features.
The remaining are different in the means of small nu-
merical fluctuation but these are not enough to clearly

distinguish between the different events.

6.3.2 Results
The results are only preliminary and further investigation has to be
performed. Nevertheless, as shown in Figure 6.4, the system is ca-
pable to grab the human skin deformations. Compare to the pre-
vious results, it is possible to notice a large noise especially around
the boundaries. This is caused by the movement of the electrodes
during the deformation process. As a consequence, the model used
during the calibration and the one used for the measurements do not
match causing this type of noise. However, these information can be
used to discriminate which electrodes have been moved and which
not allowing to discriminate between the different facial expressions.
The use of DC current could have influenced the results since only
the resistive components can be analysed. To improve the solution
and AC based system should be implemented. Using this current
solution only large deformations can be detected as consequence of
change in the electrode position. Even if the system was able to re-
construct the conductivity map only in every situations, only the "A"
and "smile" expressions show distinctive feature that can be used to
discriminate between them.
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Chapter 7

Discussion

We have demonstrated in a series of experiments the feasibility of the
proposed EIT based deformable sensor. The results obtained from
the respective experiments will be discussed in here with their im-
plication, justification, and limitations. Some of the experiments and
proof of concept trials mentioned in Chapter 5 will not be discussed
here since their objective was simply to serve as basic testing of the
proposal conducted throughout the development stage.

7.1 Indentation Test
A first series of experiments was performed to characterise the be-
haviour of the artificial skin. Concerning the specific results obtained
in the indentation tests are the ones presented in Chapter 5. In these
it is possible to notice a common pattern in the variation of the ac-
quired signal as a consequence of the presence of a probe (in this
specific case a 15mm circular section one) that applies a force in the
region directly facing one of the electrodes under test. In order to
understand the changes in the readings it was needed to compute
the absolute variation of the electric potential with respect to a ref-
erence voltage (Vmeas � V0) that was acquired when no probe was
acting on the conductive surface. By analysing these, the presence of
the inhomogeneity can be noticed as a drop in the electric potentials
measured at the electrode under test. The variation s caused by the
change in conductivity of the conductive layer used for sensing as
a consequence of the normal force applied over it. The variation is
caused by the change in conductivity of the conductive layer used
for sensing as a consequence of the normal force applied over it.

Considering the same electrode configuration, we evaluate the
changes in the absolute voltage variation as a function of the probe
size while applying a constant force (5 N) over them. Three different
circular probes with radius of 15mm, 18mm, and 25mm were placed
independently in front of the region facing one of the electrode. As
the results suggest, with the increase of the probe size, the variations
of the voltage potential increase. The phenomena was expected since
a larger probe generates a wider inhomogeneity area that is the cause
a consequent voltage drop. Even though it is possible to map probe
size with the change in the electric potential, the same results can be
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generated by using a single probe and apply an incremental pres-
sure.

7.2 Pressure Map Reconstruction
Following the obtained results, we move toward the evaluation of
the conductivity map reconstruction algorithm. To prove its effec-
tiveness, we test the system under different configurations, in which
we applied different probes independently or simultaneously over
the artificial skin. The reconstructed pressure map (which is equiva-
lent to the conductive map of the domain under study) was obtained
by solving the associated inverse problem using a dynamic imag-
ing approach. This consists of comparing a reference reading taken
when no load was applied over the surface with a later one where
a force was applied. Since the EIT inverse problem is ill-posed and
ill-conditioned, in order to ensure uniqueness of the solution, it is
needed to regularise the model during the inverse problem solution.
Parameters to correctly tune the solver were selected after a series
of trial and error experiments, and have been proved to be appro-
priate by evaluating them under different system configurations. It
is worth noting that we kept the parameters constant in all experi-
ments. Because of the low number of emitters and detectors used to
build the electronic skin tested in this work, we did not expect a good
spatial resolution for the contacts applied over the sensing area. De-
spite this, results provided show that the inverse solver can correctly
identify the position of the applied force, but could not clearly iden-
tify its shape. To have a sharper identification of such area, we fur-
ther process the data by thresholding it, identifying the pixels having
value up to 70% of the maximum value present in the map. Consid-
ering the limitations due to the low resolution, we further test the
system capabilities to discriminate between different probe sizes and
shapes. As the reconstructed images suggest, the system is not able
to correctly discriminate between different probe shapes (i.e., circu-
lar and square head), but it is able to correctly capture the differences
in size (i.e., 15 mm, 18 mm, 25 mm for the circular probe, and 15 mm
side for the square-headed probe).

7.3 Multi-Pressure Test on Hard Substrate
As a last test for this series of experiments, we evaluated the capa-
bility of the system to determine the presence and position of multi-
ple probes that act sequentially and simultaneously over the sensing
area of the artificial skin. For this series of experiments, we used
three identical probes (circular section with radius of 15 mm) that
were loaded and unloaded in the same order. In the results pre-
sented, it is possible to clearly distinguish the area where the probes
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act, but due to the low spatial resolution, it is not possible to cor-
rectly identify their shapes. In addition, when all the probes were
placed over the surface, in order to detect their positions, we had
to change the value of the thresholding parameter used in the image
segmentation. The use of a larger number of components, along with
the introduction of more advanced coupling schemes for emitter–
detector pairs can in the future improve the spatial performance and
thus overcome some of the problems that the system is currently fac-
ing.

7.4 Application over Curved and Deformable
Surfaces

We further tested the capabilities of the artificial skin by evaluating
its ability to adapt to different geometries while maintaining its sens-
ing performance. In the first phase, we tested the system’s ability to
detect a change in the underlying geometry caused by a significant
change in the potential measurements. We first acquired a series of
electric potentials with the artificial skin placed over a flat surface,
and then manually placed it over a curved one. As curved surfaces,
we used two different cylindrical objects with radii 40 mm and 70
mm, respectively. As the results indicate, when compared to the
reconstructed images from the flat cases, the reconstructed images
show a different “shape”. These results, together with the fact that
the maximum detected value and the size of the “deformation area”
increased with respect to the radius of the underlaying cylinder, can
be used as a clue to discriminate between different events (i.e., bend-
ing vs. touch) and their intensity (e.g., bending angles). Additionally,
we tested the sensing capabilities of the system to provide reliable
pressure readings when subjected to large deformations. In order
to prove this, we tightly attached the artificial skin to objects having
different shapes, and then performed pressure sensing. Contrary to
the precious case, we acquired both the reference measurements and
the later ones when the artificial skin was already placed over each
object. Doing so, all of the deformations that occur as a consequence
of the underlying geometries are negligible, since they are already
taken into consideration in the reference measurements. As the re-
sults suggest, the system maintains its sensing capabilities and can
identify the position where the probe was applied. Some issues were
noticed when the sensor was applied over the mannequin, especially
in the joint area. If the joint is moved after acquiring the initial ref-
erence measurements, the measurements acquired later are affected
by a planar force applied by the joint—i.e., the joint stretching the
material. The sensor can be still used in this situation by taking new
reference measurements according to the information provided by



62 Chapter 7. Discussion

the joint encoder. For all the other cases, results remain valid, even
when the probe was applied over the most bended area.

7.5 Sensing within Soft Bodies
We further stressed the idea of detecting different stimuli by using
the EIT based sensor by applying it to a soft deformable structure.
The conductive textile has been placed over a in-house developed
medical phantom consisting in two layers of foam (100x100x15mm)
within which a more rigid material—a medium-size marble—has
been placed to simulate the presence of a tumour. The top layer
has then been covered with a highly conductive textile (100x100mm)
connected to the EIT system. To provide a homogenous pressure
over the whole domain, an additional rigid layer (90x90x3mm) and a
weight that is used to apply a constant force over the whole structure.
A constant pressure has been applied to the structure and the re-
sponse force from the internal stiff material has been acquired. As the
results suggest, the system was able to correctly identify the presence
of the inhomogeneities and their position. The experiment offers an
insight on possible application in the medical field especially related
to palpation of soft tissue. The technique can be used together, or
alone and if minimised can be easily included within generic medi-
cal tools or into the ones used for minimal invasive surgery.

7.6 Sensing Natural Soft Material
A last series of experiments has been carried out in order to prove
the capability of the system to adapt to different material, and in the
specific to a natural soft material like human skin. When applied to
a human face, the system has been tested without applying a direct
force with any probe, the reconstructed images has been obtained
by comparing a reference "relaxed" position with later ones where
the volunteers have been asked to change facial expression. Due to
the use of DC current instead of AC, and to limitation in the current
hardware only large deformation, such as vocal sounds and full-face
smile, were detected. Even if the system was able to reconstruct the
conductivity map only in every situations, only the "A" and "smile"
expressions show distinctive feature that can be used to discriminate
between them. The results provide an insight on possible applica-
tions of this technique not only in human-computer interaction, but
also as measurement tool for medical applications. EIT has been al-
ready used to measure the internal structure but using the proposed
approach it can be used, alone or in combination with other tech-
nique such as EMG, to measure changes in the underlying structure.
This feature can be used to track these changes and thus provide
measurements that can be used to evaluate rehabilitation procedure.
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Chapter 8

Conclusions and Future Works

In this research we explored and realised an Electrical Impedance
Tomography (EIT) based sensor that has been used to detect defor-
mations over soft and flexible materials.

Since the beginning of the work, it has been chosen to develop
all the required components in-house. This was due not because of
a luck of off the shelves technologies, but to have the full control o
the single phase of the data acquisition and image processing. In
addition, this allowed us to develop a more compact system than the
one currently available on the marker that can be used in different
situations.

We verified the proposed method and developed system through
a series of experiments where it was applied under different configu-
rations and scenarios. The implementation demonstrated the ability
of the system in providing the correct location, in the cm range, of
the applied external stimuli and it show the ability to discriminate
between them. Additional tests have been performed to prove the
capability of the system to adapt to different rigid, semi-rigid, and
soft substrate. In the later case we also test the capability of the sys-
tem in detecting change of the underlying structure. A last series of
experiments has been carried out on a natural soft, and deformable
material such as the human skin. The system, even with the intrin-
sic limitations due to the technique used, proved to be effective, and
reliable as similar developed systems.

8.1 Contribution of This Work
The main contribution of the work is to introduce the Electrical Im-
pedance Tomography to the field of deformable structure. This ap-
proach can be used in futuristic application such the ones involv-
ing the soft robotic filed where there are strong requirements on the
deformability and adaptability of the technology used to develop
these robotic devices. The use of this technique allows continuous
distributed sensing without the need of active components directly
embedded inside or beneath the sensing area. A direct consequence
of the use of this approach is the simplification of the fabrication pro-
cess (the sensing area can be any conductive material) and a smooth
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extension to higher resolution. In addition, not having connecting ca-
bles that sit in the sensing area allows the developed of smart skins
that can have a wider surface and that can easily adapt to different
substrates and shapes. These are features that are not always achiev-
able with the classical transduction methods. Moreover, an impor-
tant aspect is the one related to the architecture used in the system.
In fact, in order to increase the spatial resolution, the number of ac-
tive components increases linearly with the length of the sensing area
boundary, rather than with its area. This can be proven to be ad-
vantageous in terms of both costs and power consumption. On the
contrary, the increase of active components places a larger burden in
terms of computation time for the voltage acquisition system.

While the concept of EIT based sensing has been already exploited
to create sensing structure in the past, the main application were
limited to touch detection over stiff substrate. Here, the developed
sensor structure presents additional system simplifications and hard-
ware modularity that allows it to be more easily applied in situations
where not only the sensor should adapt to different geometries, but
also the underlying structure can change its shape.

8.2 Future Directions
Future works include the development of a larger electronic skin
with higher density of active components, while keeping the focus
on fast processing for real-time applications by exploring different
coupling schemes. Additional work should also be done on the hard-
ware side, by adding a signal conditioning stage to ensure more pre-
cise measurements. Another method to increase the system perfor-
mance is to couple the current sensing methodology with capaci-
tive measurements. This method has proved [67] to performs better
than resistive both in detecting conductive an non-conductive ob-
jects. Since this sensor offers properties needed in the domain of soft
robotics, we are currently investigating novel materials to be used as
conductive layers that have similar properties to the one used in this
work. In fact, the use of textiles is not suitable, since it is not possible
to firmly attach them onto the material used to build such devices
(i.e., silicon rubber).

Additional work have to be performed in order to fully exploit
the EIT capability in the field of medical devices. In the specific,
there is the need to convert the system from DC current to the AC
once. This is needed since human skin does not behave simply like
a variable resistor (like in the case of the conductive textile) but it
shows a more complex behaviour that can be modelled with a com-
bination of resistors and capacitors. The current use of DC current
alone can not completely grab the changes of impedance of the hu-
man skin and thus all future application may result limited.
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Looking to possible future applications, the developed sensor pro-
vide some essential functionalities not only for the field mentioned
before, but also thanks to the results provided the sensing capabil-
ity can be applied in other field where it is important to understand
the changes in the morphology of the underlying structure without
effecting it. Among these the ones that are the most straightforward
to implement are those related to human-robot interaction. The use
of EIT based sensing can bring interfaces that deform under the used
action and thus provide a more natural feeling. In addition, the same
technology can be applied to artificial limbs in order to provide tac-
tile information to those robotic devices and thus let the user feel
them. An additional field that can gain advantages by incorporating
EIT based sensing is the one related to the development of medical
tools. Among these, remote tactile display, or sensors for deformable
endoscope are the ones that can benefit the most.
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