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Abstract 
 

Catalytic conversion of CO2 into valuable fuel, especially if activated by a precise energetic control, 

represents a potentially economic strategy for utilization of fossil feedstock and reducing CO2 emissions as 

well as their contributions to climate changes. Among the various catalytic reactions related to CO2, 

methanol synthesis from CO2 hydrogenation (i.e. CO2 + 3H2 → CH3OH + H2O) over Cu-based catalysts is 

considered to be the most promising catalytic process for this purpose. In order to realize highly efficient 

CO2 conversion, the elementary steps of methanol synthesis on Cu catalysts should be well-understood in 

terms of kinetics and dynamics. In particular, the hydrogenation of CO2 into formate intermediates (i.e. CO2 

+ Ha → HCOOa) is an important reaction step for methanol synthesis insofar as it represents the initial 

activation process of CO2 on Cu surfaces and limits the efficiency of CO2 further hydrogenations; this is 

because the reaction probability of the formation of formate is very low (i.e. ~10−12) at 340 K, it is 

comparable to the reaction probability of methanol synthesis as 310−12 at 523 K. In this thesis, extensive 

experimental and theoretical studies have shown the formation of formate intermediates on Cu catalysts to 

occur predominantly through an Eley-Rideal (ER)-type mechanism: the energetic CO2 molecule directly 

attacks an adsorbed hydrogen atom under the thermal non-equilibrium reaction system. 

Firstly, I carried out supersonic molecular beam experiments. Temperature programmed desorption (TPD) 

and Infrared reflection-absorption spectroscopy (IRAS) measurements were carried out to confirm that the 

formate is successfully synthesized by an energetic CO2 molecule reacting with a Ha adatom on Cu(111) and 

Cu(100) surface at a low temperature as 180 K. It was found that the reaction probability of CO2 to for 

formate is independent of Cu surface temperatures and Cu surface structures. Both of translational energy 

and vibrational energy are efficient to convert CO2 into formate. Specially, the vibrational energy of CO2 is 

found to be much preference than translational energy. These experimental results indicate that hot CO2 

molecules directly collide with Ha without passing through an adsorption state of CO2 on the cold Cu 

surfacse. That is, formate formation between the hot CO2 molecules and cool Ha/Cu surfaces proceeds via an 

Eley-Rideal (ER)-type mechanism in terms of thermal non-equilibrium. 

Secondly, I applied angle-resolved analysis for the formate decomposition (HCOOa → CO2 + H2) on Cu 

surfaces. It was found that desorbing CO2 product shows sharp angular distribution along the surface normal 

direction, indicating that CO2 obtains a strong repulsion force from the surface towards normal direction. We 

also found that the translational energy of CO2 is insensitive to the surface temperature and the angular 

distributions are independent of the surface structures, which suggest CO2 molecule, just before desorption or 

in the region of transition state, should not be contacting with the Cu surface. Based on the principle of 

micro-reversibility of reaction, these results are corresponding to the suggestion that hot CO2 directly 

collides to Ha without via adsorption or precursor state. That is, the process is in an ER-type pathway. 

Finally, density functional theory (DFT) calculations were carried out to examine the detailed description 

of ER-type mechanism for formate synthesis. It was found that in terms of O-C-O bending mode, the 

vibrational energy of CO2 is required for the synthesis of formate. By bending the molecular axis of CO2, the 

lowest unoccupied molecular orbital (LUMO) of CO2 decreases in energy level (∆E < 0.50 eV). Therefore, 

charge transfer from Cu surface through Ha to CO2 occurs after the O-C-O bending, which is followed by the 

formation of the C-H bond with sp2 configuration.  

This newly discovered ER type mechanism for CO2 conversion under thermal non-equilibrium, which 

does not require the heating of catalysts, has great potential to open up novel industrial pathways of 

efficiently converting CO2 into useful chemicals and fuels.
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Chapter 1 

Research background 

1.1 The global energy consumption and carbon dioxide emission 

We are facing critical social challenges and environmental risks ascribed to the massive emission of 

carbon dioxide (CO2) resulting from large anthropogenic energy demands nowadays. Since the past two 

centuries, fossil fuels such as coal, petroleum and nature gas have been essential for the production of energy 

and commodity chemicals. From the industry revolution ignited in the 17th century, plenty of novel 

manufacturing processes have been boosted and deeply advanced the civilization of human society. With the 

worldwide rapid expansion of population and the development of global economy in past decades, the global 

energy consumption derived from fossil fuels has significantly increased. For example, around 1, 3000 

million tones oil equivalent (Mtoe) energy was demanded in 2015. It is also forecasted that the global energy 

consumption will grow almost 20% by 2030. Among the global primary energy sources, world demand for 

coal and natural gas takes up by 5% energy consumption, respectively. More than 90 million barrels per day 

(Mb/d) of global oil are demanded in 2015 and will increase by 9% higher in 2030 [1]. Certainly, the massive 

combustion of fossil fuels leads to great amounts of CO2 emissions. From the viewpoint of CO2 emissions, 

the use of these fossil resources is not a sustainable way which will further contribute to global warming. 

In recent years, even though many progresses have been made in developing the low-carbon and 

renewable resources such as hydropower, nuclear, solar and wind et al., we still see the signs that the 

economic growth is greatly dependent on the fossil fuel energy consumption and carbon emissions.   

According to the report of the Intergovernmental Panel on Climate Change (IPCC) in 2014 [2], fossil fuels 

continue to meet more than 80% of total energy demand, and over 90% of energy-related emissions are CO2, 

produced by the fossil-fuel combustion. In Fig. 1.1(a), the pie chart shows a breakdown of greenhouse gas 

production from different source. CO2 took up around 76% of the overall annual gas emissions in 2010, in 

which around 68% of these are from the direct fossil fuel combustion, e.g., for the production of heat and 

electricity [3]. That is, exceeding 14 gigatonnes (Gt) of CO2 had been generated in 2010 from anthropogenic 

energy demand and are projected to almost double or even triple by 2050, which are unequivocal ascription 

of the widespread influence to the physical and biotic environments by the climate change.[2] The total 

emissions amount of other greenhouse gases such as methane, nitrous oxide and fluoride gas is less than that 

of CO2. The present amount of atmospheric CO2 accounts for 8% of the natural greenhouse effect. The rapid 

increase in the atmospheric concentration of CO2 to levels is thus well above those to be expected from 

natural fluctuations.  

Because carbon cycles on the Earth are not able to remove the CO2 (e. g. by burial in marine sediments) at 

the same rate as that it is emitted, this gas has accumulated in the atmosphere up to a concentration of 400 

ppm to date [4]. As shown by the trends in Fig. 1.1(b), these accumulations of CO2 are projected to increase 

further over the next several decades. Due to the induced greenhouse effect, at the same time, the global 
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Figure 1.1 (a) Global greenhouse gas emissions exceeding 20 gigatonnes (Gt) in 2010 of which approximately 

68% are represented by CO2 emissions. (b) The trends of fossil CO2 emissions, CO2 concentrations and the 

global mean temperature in the history (1990 ~ 2000) and prediction in the next few decades till the year of 2100. 

Details about the sources included in these estimates can be found in the IPCC report (2014) in ref. [2]. 

mean temperature will increase up to 4 K expected by the year of 2100 with respect to the pre-industrial level. 

Although the long-term consequences of this global warming can’t be fully predicted, most researches have 

assessed the more widespread negative influences coming to the ecosystem on this blue planet in terms of 

climate changes [4, 5]. 

1.2 A crisis derived from carbon dioxide 

The climate changes due to massive emission of CO2 are still in process on this planet and hence are 

considered as one of the main challenges of humankind at present. A warming above 2 K is predicted to 

cause serious problems such as life-threatening effects by droughts and extreme weather phenomena [3]. The 

mean global temperature combined land and ocean surface has a warming of 0.85℃ from the year of 1880 

to 2012 [2]. As a result, the global warming has caused series of chain effects occurring on the land and the 

ocean. For example, on the land, changes are happening in water availability, agricultural productivity, 

biodiversity, the rise of sea level, the melting of permafrost and the greening of the Sahara et al., and finally 

it may worse the society stability and the world peace. For the ocean, the ice and glacier in Antarctica and 

Arctic sea are retreating. Ocean acidification ascribed to the absorption of emitted anthropogenic CO2 has 

endangered the living marine organisms [6]. Moreover, the warming climate induces the environment 

changes underwater that the large quantities of organic carbons stored in ices and frozen soils (permafrost) 

release the greenhouse gases such as CO2 and methane (CH4) [4]. These environmental changes in turn 

accelerate the global warming.  

To reduce the global warming, many countries had submitted their Intended Nationally Determined 

Contributions (INDCs) for the 21st UN Conference of Parties (COP21, Paris) in December 2015 and made 

the commitments to cut the GHG emissions and limit global temperature rise to 2℃ above pre-industrial 

levels. To achieve the target of global warming staying below 2℃ without withdraw the economic growth 

prospects in any region, and to reduce or even finally eliminate the negative effects from climate changes, it 

is clear that energy use and CO2 emission need to be decoupled and is emergency to develop new techniques 

to converse the CO2 into useful chemicals and fuels such as urea, inorganic carbonates, or methanol (Figure 
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Figure 1.2 Current utilization of CO2 exceeding 120 megatons (Mt) in industry annually of which methanol 

accounts for about 10.6% of the annual usage. Data retrieved from ref. [8]. 

1.2). However, the industry use amounts to only 0.5 % of the total anthropogenic CO2 emissions, which is 

exceeding 20 Gt CO2 annually [3]. Recently the dry reforming of natural gas, methanol (CH3OH) synthesis 

and Fischer-Tropsch (FT) synthesis are the three most promising ways to manufacture of syngas, chemicals 

and fuels from CO2, in which methanol produced from CO2 only accounts for about 10.6% of the annual 

industry usage (Figure 1.2) [7]. Therefore, to expand their production capacities by clarifying their reaction 

mechanisms and developing much more active catalysts may change this critical situation. In turn, the 

renewable fuels explored actively can be expected to be alternatives to sustain the anthropogenic energy 

demands in future. Specially, methanol synthesis from CO2 hydrogenation has gathered a prominent role in 

the field of CO2 capture, utilization and storage (CCUS) because this liquid alcohol not only can be utilized 

as a fuel replacement but also can serve as a feed stock to produce other chemicals while these chemical 

almost currently obtained from oil and natural gas.  

Among all the innovational technologies for CO2 conversion, the thermal reduction, photo- and 

electro-chemical reduction are the three main current efforts by developing highly active, selective and 

environment friendly catalysts. Photo- and electro-chemical reduction of CO2 would most likely operate on a 

smaller scale and be more expectable for the production of fine chemicals, while still are far away from 

practical utilization. But thermal reduction of CO2 has been maturely applied to produce various useful 

chemicals [8], in particular, methanol is one of the most desirable and promising products. Because the 

methanol is not only the building stock for other chemicals, but also is potential sustainable synthetic energy 

source taking place of fossil fuels, which also is regarded as the foundation of “methanol economy” in the 

near future [5, 8, 9]. In industry, methanol is synthesized from the gas mixtures (H2/CO2/CO) at elevated 

pressures (i.e. 50 ~ 100 bar) and temperatures (i.e. 500 K ~ 600 K) over Cu/ZnO/Al2O3 catalysts. In this 

chapter, before further discussion of the mechanism of CO2 activation on Cu/ZnO/Al2O3 in gas phase 

heterogeneous catalytic methanol synthesis, I would like to briefly review on the recent progresses in capture, 

photo- and electro-chemical conversion of CO2 by using Cu-based catalysts.  

1.3 Innovation in CO2 -capture and chemical conversion processes 

1.3.1 CO2 capture 

In a short term, the implementation of CO2 capture, utilization and storage (CCUS) technologies is 
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Figure 1.3 (a) Schematic representation of the catalyzed electron chemical reduction of CO2. (b) Schematic 

representation of the mode of action of a photocatalyst for CO2 reduction and concomitant water splitting. 

proposed as a means of enabling for CO2 remove. The main existing CO2 capture materials such as aqueous 

alkanolamine solutions and porous solids (i.e. zeolites and activated carbons) perform an important role in 

the carbon sequestration [10]. On the other hand, metal-organic frameworks (MOFs) have shown great  

potential applications in gas molecule separations and heterogeneous catalysis owning to their capability of 

adsorption sites and tunable pore chemistry et al. [11, 12]. As a case study, the Cu(BTC)2 (BTC = 

benzene-1,3,5-tricarboxylate), namely HKUST-1[13, 14], has shown an excellent property for CO2 storage, 

in which the Cu ion is cooperatively working with the adjacent amine behaving as a Lewis base for the 

adsorption of acid CO2 molecule [15] . 

1.3.2 Photocatalysis 

In photocatalysis, it is well known that electron-hole pairs are generated in semiconductor materials 

excited by light absorption which are then separated and transferred to different sites for redox reactions as 

schematically shown in Fig. 1.3(a). Here, we still take HKUST-1 as a substrate for example, when HKUST-1 

combined with TiO2 as a hybrid material Cu(BTC)2@TiO2 in a core-shell structure, electrons can be 

photo-generated effectively in semiconductor and transfer to CO2 molecule which is adsorbed on the MOF. 

The CO2 thus was activated and converted into CH4 [16, 17]. Previous studies on Cu/TiO2 photocatalysts 

which have shown carbon monoxide, trace amount of methanol and many hydrocarbons such as CH4, C2H4 

were produced from CO2 photo-activations [18]. If ones want to improve the performance of photocatalysts 

for CO2 activation, they should know that the quantum efficiency of semiconductor materials is critically 

based on the two key steps: (1) excellent charge separation, and (2) mild condition for CO2 molecular 

adsorption and activation. However, challenges still are there for the photocataltic CO2 conversion in a mild 

condition. 

1.3.3 Electrocatalysis 

Electrochemical reduction of CO2 requires the use of unreactive metal or carbon electrode and an electric 

current to produce the required electrons for the formation of CO2 radical anion as schematically shown in 

Fig. 1.3(b). Products that can be formed include formic acid, carbon monoxide, methanol, methane and other 

hydrocarbons. In electrocatalysis, researchers showed that the primary hydrocarbon products on Cu 

electrodes are CH4 and C2H4 instead of methanol and CO [19]. Interestingly, these electrochemical results 

conflict with the well-known fact in heterogeneous catalytic methanol synthesis from hydrogenation of CO2 
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and CO formation from reverse water-gas-shift (RWGS) over Cu-based catalysts [20, 21]. The possible 

explanations were conducted that CH4 and C2H4 are formed mainly from the reduction of the CO-H 

intermediate. After CO2 is electronically reduced into CO* species on Cu, the aqueous environment promotes 

CO-H bond formation, and then the applied potential drives the forward reaction into the CH4 and C2H4 

production [22].  

After all, people would much prefer to produce the fine chemicals by using photochemistry and 

electrochemistry. But for the industrial utilization of the recycling CO2, thermal reduction still is a traditional 

and promising way for the massive chemicals production, like methanol synthesis. 

1.4 Methanol synthesis from CO2 hydrogenation 

According to the report released by Information Handling Service (HIS), the global demand of methanol is 

60.7 million metric tons (MMT) and is expected to increase significantly to more than 109 MMT in 2023 

[23]. However, the annual production of methanol is around 40 MMT and it still is far from to satisfy the 

demands [24]. Methanol is the simplest and most versatile organic molecule, which is an essential industrial 

intermediate for the production of a variety of chemicals including formaldehyde, methyl tert-butyl ether and 

acetic acid [24]. Methanol also can be further hydrogenated into alkanes and olefins and performs as a liquid 

for hydrogen storage and is easy for the energy transportation.  

The heterogeneously catalytic reaction of CO2 and H2 to produce methanol over Cu-based catalysts thus 

has been studied extensively. By using Cu/ZnO/Al2O3 catalysts, methanol is industrially synthesized from 

the gas mixtures (H2/CO2/CO) at the high pressures (i.e. 50 ~ 100 bar) and temperatures (i.e. 500 K ~ 600 K). 

Since the Cu-based catalysts are also catalytically active to the water-gas shift (WGS) reaction, which 

facilitates the conversion of CO to CO2. Even though the controversy about the carbon source in the 

methanol synthesis still is there, most of the researchers agree with that the main carbon source of methanol 

comes from the CO2 [25]. In principle, the chemical conversion of CO2 into methanol can provide renewable, 

carbon-neutral source for the fuels. Besides of searching new catalysts, the industrial Cu/ZnO-based catalysts 

are still the hot research topics on the identification of the active sites [26-30].  

1.4.1 Active sites of CuZn-based catalysts for methanol synthesis 

Even though “methanol-Cu” catalysts have been extensively studied by using different support under 

various reaction conditions, there are still many controversies concerning the active sites, which are 

summarized in Table 1.1. Based on the previous research, the Cu metal, Cu/ZnO synergy and Cu-Zn alloy 

may be responsible for the active sites. These supports (such as Al2O3, SiO2 and ZrO2) generally show high 

thermal stability under the reaction circumstance of high pressure and high temperature. The role of support 

may be not limited to dispersing the active metal particles. It may also affect the catalytic performance due to 

the pore morphology, confinements and chemical effects et al.. However, it is generally accepted that the 

support highly deconcentrates the active metals and avoids them sintering. For CuZn-based catalysts, it is 

known that the adsorption of reactants intermediates, transition state and products at step-edge can decrease 

the energy barriers for the reactions involving transition state with a specific geometry [31-33]. Nano-sizing 

metal particles would be presented in the reaction conditions which would alter the surface structure and the 

local density of states for a specific surface site. Therefore, they show much difference in the CO2 conversion 

ratio and the methanol catalytic productions. Take the industrial catalysts Cu/ZnO/Al2O3 for example, the 

space-time yield of methanol is high up to 7729 g(MeOH)/Kg(cal. h). This intrinsic activity of catalysts has been 

revealed to be related with the stacking fault of the metal particles [26]. On the other hand, the catalytic 

activity is also determined by the gas pressure, ratio of CO2 and H2 in the syngas and the reaction  
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Table 1.1 Active sites of Cu-based catalysts and the performance for methanol synthesis 

 

temperature. In the recent research, to decrease the gas pressure and reaction temperature and looking for the 

mild reaction condition catalysts are the central to the most scientists. To achieve this target, fully 

understanding of the catalytic mechanism of methanol synthesis is necessary. However, according to recent 

theoretical paper containing a thorough review of the current state of our understanding shows that the 

details of mechanism are more complex than previously we thought. For the mechanism topic, we will 

discuss it in the latter part in this chapter. 

On the other hand, the studies of non-Cu-based catalysts also have been explored and are expected to 

moderate to reaction conditions into ambient pressure and low temperature. The catalytic activities of these 

non-Cu catalysts are comparable to the Cu catalysts as shown in Table 1.1. For example, NiGa catalysts can 

reduce the CO2 into methanol at ambient pressure and at the temperature of 160-260 ℃ [24, 25]. The oxide 

supported Au catalysts, specifically Au/ZnO materials show very low CO product concentration as 1% via 

the reverse water-gas shift (RWGS) reaction while have little effect on the efficiency of methanol formation 

[46]. The catalysts which limit the CO production and increase the reaction rate of methanol synthesis would 

be preferable. 

Although Cu/ZnO/Al2O3 catalysts have excellent performance in the methanol synthesis, the Cu-based 

catalysis for methanol synthesis is a complicated system. Till now there are still many controversies on the 

active sites responsible for the reaction activity and the reaction mechanism of methanol synthesis. Here, we 

make a brief review of the current state of understanding on the active sites of CuZn-based catalysts.  

catalyst active site 
gas 

pressure 
(MPa) 

ratio 
H2 : O2 

reaction 
temperature 

(℃) 

CO2 
conversion 

(%) 

space-time yield 
[g(MeOH)/Kg(cal.h)] 

year [ref.] 

Cu/ZnO/ 
Al2O3 

1) Steps of Cu 
2) Zn  

36 10:1 250 22.7 7729 
2012 [34]  
2014 [26] 

Cu–
ZnO/ -Al2O

3 

1) Cu surface area 
2) Cu–ZnO synergy 

3 3:1 250 10.1 76.8 2013 [35] 

Cu/ZnO Cu–ZnO synergy 0.1 9:1 165 - 76.8 1998 [36] 

Cu@ZnO 
(core-shell) 

1) Cu–ZnOx synergy 
2) CuZn was inactive 

3 3:1 250 2.3 147.2 2015 [37] 

Cu/SiO2 
Cu and Zn  
synergy 

6 3:1 220 5.3 ~47.9 
1992 [38] 
2008 [39] 
2009 [40] 

Cu/ZrO2 Encapsulation effect 1.7 3:1 220 4.4 65.3 
1997 [41] 
2003 [42] 

Cu/ZnO2/Zr
O2 

Cu
 
on ZnO or/and 

ZrO 
5 3:1 220 9.0 79.6 2004 [43] 

NiGa/SiO2 
Ni-Ga intermetallic 
compounds 

0.1 3:1 160-260 - 90-125 2014 [44] 

Au/ZnO Au–ZnO synergy 5 3:1 240 1 5.2 2015 [45] 
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(i) Cu performs as an active site  

One important key is that the Cu surface has great contribution to the formation rate of methanol 

synthesis, which has been observed to scale linearly with the activity for sample families with a similar 

preparation method in several studies (as shown in Fig. 1.4). Therefore, it is generally accepted that Cu 

presents in the metallic state in the catalysts during methanol synthesis reaction conditions and methanol 

synthesis over Cu-based catalysts is a Cu structure-insensitive reaction. However, K. C. Waugh found that 

the liner relationship of Cu surface area-activity conflicts the volcano-type dependence of their Cu specific 

activity on ZnO content (see Fig. 1.5(a)) [47]. To solve this problem, he proposed there would be two types 

of specific activities of Cu. Hadden and co-worker discovered the same effects for the Cu activity with 

different surface area [48]. Therefore, now it seems that the data in Fig. 1.4 can be refit better by the green 

dashed lines to specify the two specific activities. It shows that the Cu-base catalysts set with high Cu surface 

area, the activity for methanol synthesis is much higher comparing with the catalysts set with low Cu surface 

area, and the two sets catalysts are not linear. This Cu activity shifting phenomenon may be ascribed to the 

morphologies of the Cu surface with high area are changing by partly nano-sizing and the appearing strains 

of Cu surface induced by the reaction condition with high gas pressure. 

On the other hand, in the early 35 years ago, Herman et al. studied these catalysts systems and suggested 

that the active species was a Cu+ embedded in the support ZnO [46]. Later, Chinchen and Waugh confirmed 

that both metallic and oxidized copper had great contributions to the formation rate of methanol from the 

mixture gas (CO2/CO/H2) [49]. The studies on Cu/ZrO2 or Cu/ZnO2/ZrO2 catalysts under the high pressure of 

mixture gas conditions also suggested the Cu+ on ZnO or/and ZrO2 are active sites [50], where Cu metal was 

encapsulated by the ZrO2 and then charge transfer occurs from Cu to the oxide supports. Recently, Ahouari et 

al. attributed the active site to the Cu surface area, but they discovered that the methanol formation rate is not 

linear with the Cu surface area [44]. This fact conflicts with previous research that the activity of 

Cu/ZnO/Al2O3 was a linear function of the Cu metal area as discussed above, excluding poisoning but 

implicating sintering as the cause of the loss of activities [36]. Cu+ ion is formed by a Cu atom losing an 

electron in the outer most electronic orbital 4s1. Therefore, Cu+ would act as a Lewis base and be much easier 

to denote another electron in the outer most electronic orbital to the CO2 molecule as Lewis acid.  

(ii) Morphology effects of Cu-ZnO system 

Although ZnO component has negligible catalytic activity on his own and Cu can function alone as a 

methanol synthesis catalysts, ZnO can substantially boost the activity performance of Cu/ZnO/Al2O3 by the   

synergy of Cu-ZnO [26, 51-54]. The Cu-ZnO system is thus considered as a prototype for studying the 

complex catalytic process for the CO2 conversion. As shown in Fig. 1.5(a), activity of Cu-ZnO for methanol 

shows a volcano shape as a function of ZnO content. Some of explanations have been presented by the 

extensive studies, including:  

(1) morphological changes of Cu on ZnO depending on the gas atmosphere [51, 55]. 

(2) support-induced stain in Cu [56]. 

(3) ZnOx species/layers covering part of Cu nanoparticles, which is denoted as a strong metal-support 

interaction (SMSI) [26, 51, 57].  
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Figure 1.4 Cu Area-activity relationships for various Cu-based catalysts in independent experiments. (a) binary (purple 

rhombus) and ternary (yellow triangle) Cu-based catalysts [58]. (b) Cu surface area of Cu/ZnO catalysts [59]. (c) Cu 

surface area of Cu/ZnO/Al2O3 catalysts [60]. [d] Cu surface area of Cu/SiO2 catalysts [61]. (e) Cu surface area of 

various Cu-based catalysts [62]. (f) Cu surface area of Cu/ZnO catalysts [63]. (a) ~ (f) are redrawn from the references, 

respectively. The black dashed fitting lines are the original with respect to every reference, while the green dashed 

fitting lines are proposed in the present thesis.  
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Table 1.2 summarizes some of the typical studies and the most of the listed catalysts show that catalytic 

reactions occur under the synergy of Cu and ZnO by changing the morphology of the Cu surface by the 

wetting on ZnO supports. The presence of defects on the ZnO surface crystallites may have an essential 

effect on the activity of the Cu/ZnO-based catalysts [64]. Beinik et al. studied the Cu nanoparticles (NPs) on 

ZnO(0001) as a model to study the interaction between Cu and ZnO [55, 65]. After annealing, the ZnO(0001) 

surface structure is changed by the surface-directed migration of positively charged subsurface defects. 

When Cu/Zn(0001) was heated, the sample became to have a fine atomic layer dispersion (wetting) of the 

initial 3D Cu NPs over the ZnO(0001) surface, that is, the size of Cu NPs becomes smaller, which is differ to 

the normal observed Cu particles sintering in the high temperature reaction conditions [66]. Although the 

ZnO in ultrahigh vacuum experiments shows a very low activity toward methanol synthesis [67, 68], in high 

temperature and high pressure reaction conditions, the oxygen vacancies produced in ZnO serve as active 

sites for CO2 dissociation and the following hydrogenations [69].  

 

Table 1.2 Morphology effect 

catalysts reaction condition catalytic properties 

Cu/ZnO [49] 
493 K, H2/CO2/CO2 

103 mbar 

Wetting/non-wetting phenomena: smaller Cu particles 
(10 ~ 15  Å) with low Cu-Cu coordination numbers are 
formed on ZnO surface. 

Cu/ZnO(0001) 

 [66, 70]  

 

0.3 ML Cu on 

ZnO(0001),  

400-575 K 

The surface-directed migration of subsurface defects 

affects the Cu adhesion on polar ZnO(0001). 

Cu/ZnO; 

Cu/SiO2 [55, 65] 

493 K, H2/CO/CO2,  

1.5 mbar 

(1) The change in particle morphology is related to a 

change in the number of oxygen vacancies at the Zn–

O–Cu interface. 

(2) Under similar condition, no morphology effects are 

observed when Cu is supported on SiO2. 

Cu/ZnO 

[71] 

500 K, CO: H2 = 1 : 1,  

4 bar 

(1) A pretreatment with H2 : CO = 1:1 gives more 

active Cu nanoparticles than a pretreatment with either 

pure H2 or CO. 

(2) Synergetic effect of the simultaneous presence of 

CO and H2 in the pretreatment of the Cu/ZnO-based 

catalyst. 
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Figure 1.5 The Zn component effects in the CuZn catalysts on the methanol synthesis. (a) Specific activity for 

methanol synthesis as a function of ZnO content in the Cu/ZnO catalyst [59]. (b) Relative measured methanol exit 

concentrations as a function of postreaction values of Zn [28]. (c) Turnover frequency (TOF) for the methanol 

formation at 523 K as a function of the Zn on the Zn/Cu(111) model catalyst [72]. (d) Effect of zinc loading for 

CuZn/HSAG (high-surface area graphite) on the TOF for methanol formation [73].  

 

(iii) Cu-Zn alloy as active sites  

Cu-Zn site is found to be responsible for the active site of methanol synthesis from CO2 and H2. As 

shown in Fig. 1.5(a) and Fig. 5(c), The TOFs for methanol formation show volcano shape as a function of 

ZnO content and Zn coverage, respectively. That is, TOF increases linearly with ZnO content below 60wt% 

for Cu/ZnO catalyst and Zn coverage below  = 0.19 for Zn/Cu(111) catalyst, respectively. In contrast, the 

TOF then decreases till the ZnO content drop to 90% and Zn = 0.5, respectively. However, Fig. 1.5(b) 

shows different experimental results. That is, the activity increases for Zn in the range 0.04 to 0.47. This 

data indicates that the methanol activity may reach a maximum near Zn  0.47.  The resean for this 

difference is not fully understood, but Nakamura et al. has suggested that the loss of activity at higher values 

of Zn resulted from large coverage of ZnO [74]. In Fig. 5(d), the activity increased on increasing Zn 

loading until the maximum activity was reached at a Zn/(Cu + Zn) atomic ratio of 0.05. A further increase in 

Zn loading did not change the activity significantly. The author thus explained that the promotion effect for 

Zn containing catalysts seems to be inherent to the nature and related thermodynamic stability of the Zn 

phase. Under the real catalytic condition, the CuZn alloy is formed, because some ZnO are reduced by the H2 



❋❋❋ Chapter 1 ❋❋❋ 

- 11 - 
 

gas at 550 ℃ [27, 41]. However, if the Cu-ZnO is a core-shell structure (Cu@ZnO), the CuZn formed in the 

reaction condition is not the active site for methanol synthesis anymore. This CuZn alloy can promote 

hydrogenation of formate to methanol, while the CO2 is hydrogenated to formate (HCOOa) intermediates of 

methanol synthesis on metallic Cu surfaces. That is, the Zn in CuZn alloy is not involved in the formate 

formation by hydrogenation of CO2 as the initial step for methanol synthesis on Cu-based catalysts. 

   The above discussion concerning the active site and the role of Cu and ZnO in the Cu/ZnO/Al2O3 

methanol synthesis catalysts can be consistently explained based on the experimental results in the 

hydrogenations of CO2. Here we summarize the previous results concerning the role of ZnO and the active 

site for methanol synthesis from CO2 hydrogenation based on the surface science model and powder samples, 

as shown in Table 1.3.  

Table 1.3 Alloy effect 

 

catalysts reaction 
condition catalytic properties 

Zn/Cu(111) [55, 65] 
523 K, H2/CO2 

=0.3, 1.8 MPa 

(1) TOF(CH3OH) linearly increased 12 times greater than 

Cu(111) after Cu(111) was decorated with 19% of Zn. 

(2) Active state is metallic Zn and Cu as surface alloy. 

(3) Zn has no promotion effect to the formate synthesis. 

Mixture of Cu/SiO2 

and ZnO/SiO2 (1:3) 

[75] 

523 K, H2/CO2 

=3, 5 MPa 

(1) Migration of Zn from the ZnO particles to the Cu particles. 

(2) Zn has no promotion effect to the formate synthesis. 
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Hence, after the above introduction, surface science people would like to say the Cu surfaces have some 

catalytic activity for methanol synthesis by CO2 hydrogenation. There are thus two active site models 

concerning Cu/ZnO-based catalysts which were proposed based on the different experimental research. As 

shown in Fig. 1.6(a), the mixed system of Cu and ZnO particles is usually comparable to the industrial 

Cu/ZnO-based catalysts which contain 40% ~ 60% of Cu particles. Under the reaction condition, the ZnO 

particles climb on Cu surface, the ZnOx-covered Cu surfaces thus are formed. The boundary of ZnOx and Cu 

surface is corresponding to the active site for methanol synthesis, while Cu and ZnOx are separated in a 

system, the catalytic activities greatly decreased. On the other hand, researchers also propose morphology 

model, which is with highly dispersed Cu particles or small Cu clusters on ZnO surface as shown in Fig. 

1.6(b). Under the reducing atmosphere such as H2 and CO gases and high reaction temperature, the oxygen 

vacancies appear in the near surface of ZnOx. That is, the oxygen is removed from the surface and the bulk of 

ZnOx. The accompany process is the Cu particle is wetting on the ZnOx and the reduced Zn atoms diffuse 

onto the Cu particles. The active sites formed on the Cu-covered ZnOx surface are responsible to catalytic 

activity of methanol synthesis. 

1.4.2 Single crystalline Cu surfaces for methanol synthesis 

Actually, the single crystalline Cu surfaces have a little activity on the methanol synthesis without Zn 

component under the high pressure of mixture gas CO2/H2. As summarized in the Table 1.4, of course the 

turnover frequencies (TOFs) of methanol synthesis are different due to the various reaction conditions such 

as the ratios of CO2 and H2 gas, the reaction temperatures et al.. However, the activation energies are 

comparable in these reactions. Therefore, we proposed that methanol synthesis may be independent on the 

 

 

Figure 1.6 (a) Cu-Zn model of active site by Fijitani and Nakamura; The red and green spots represent 

ZnO and Cu, respectively; (b) Morphology model effects by proposed by Topsoe et al.. The yellow 

squares and white circles stand for oxygen vacancies and reduced Zn, respectively.  
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Cu surface structure based on the similar TOFs of methanol under the same conditions and the similar 

activation energy. This may be due to the defects on Cu surfaces which play an active site promoting 

reactivity of formate (HCOOa) to methoxy (CH3Oa), and then to the final methanol product. 

 

Table 1.4 Single crystalline Cu surfaces for methanol synthesis 

catalyst reaction conditions TOF(CH3OH) 
activation 

energy reference 

Cu(111) 523 K, CO2/H2=1:3, 18 atm 2.1 × 10-3 74 ± 7 kJ/mol Nakamura et al.[76] 

Cu(110) 
a. 530 K, CO2/H2=1:11, 5 atm 

b. 523 K, CO2/H2=1:3, 18 atm 

a. 8.0 × 10-3 

b. 8.0 × 10-3 

a 67 ± 17 kJ/mol 

b. 80 ± 5 kJ/mol 

a. Campbell et al.[75] 

b. Nakamura et al.[77] 

Cu(100) 
a. 543 K, CO2/H2=1:1, 2 atm 

b. 523 K, CO2/H2=1:3, 18 atm 

a. 2.7 × 10-4 

b. 3.0 × 10-3 

a. 69 ± 4 kJ/mol 

b. 77 ± 2 kJ/mol 

a. Chorkendorff et al.[78] 

b. Nakamura et al.[79] 

Poly-Cu 510 K, CO2/H2=1:11, 5 atm 1.2 × 10-3 77 ± 10 kJ/mol Campbell et al.[78] 

 

1.4.3 The mechanism of methanol synthesis over Cu-based catalysts  

 

 

Figure 1.7 The proposed main catalytic mechanism of methanol (CH3OH) synthesis from CO2 

hydrogenation over CuZn-based catalysts. Formate and methoxy are considered as two important 

intermediates and other intermediates are between of them. To further hydrogenation of formate, 

Cu-Zn site is necessary. 
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Besides controversy of active “methanol copper” for methanol synthesis, the reaction mechanism is far 

away from the fundamental understanding for the conversion of CO2. As we mentioned above, CO2 is the 

main carbon source for the methanol synthesis. Grabow and Mavrikakis have tried to study a comprehensive 

catalytic process of methanol synthesis containing a thorough review of our understanding till now by 

theoretical calculation, which shows that complex details of the mechanism [22]. That is, using a Cu(111) 

surface as a model for the industrial catalyst Cu/ZnO/Al2O3, adsorbed formic acid (HCOOHa), which is 

competitive to the final product formation [80]. adsorbed HCOOHa intermediate and the  hydrogenation of 

HCOOHa is proposed in the reaction occurs on the Cu-Zn alloy model as Zn/Cu(111) [22]. The common 

main elemental steps of the methanol synthesis on Cu(111) surface is reproduced on Cu nanoparticles [26], 

in which the reaction proceeds through the formation of HCOOa, H2COOa (dioxomethylene), H2COa, H3COa 

(methoxy), and the final product methanol.  However, over CeO2/Cu(111) catalysts, OCOHa is formed 

rather than formate, while in the experiment, the observed formate formed from CO2 hydrogenation was 

treated as an reaction spectator [81]. After summarizing many previous studies on the mechanism of 

methanol by using CuZn-based catalysts, Figure 1.7 schematically presents simply the most possible 

reaction pathway for the conversion of CO2 and H2 to CH3OH over CuZn-based catalyst. Formate (HCOOa) 

can be formed firstly on the Cu surface or CuZn alloy. To further hydrogenation of formate, Zn component is 

necessary. Before obtaining the final product of methanol, methoxy (H3COa) species is formed on the CuZn 

active site. Normally, the CO2 molecule doesn’t need to dissociate into COa and Oa and can be directly 

convert to methanol on the Cu-based catalysts. Namely, the whole CO2 molecule conversion not only 

increases the carbon conversion to methanol, but also reduces the additional energy to dissociate C=O bond(s) 

to form CO. From the review on the mechanism of methanol synthesis over CuZn-based catalysts, the 

formate (HCOOa) is the essential and initial intermediate for the final methanol synthesis. 

1.5 CO2 conversion into formate (HCOOa) On Cu-based catalysts 

Formate (HCOOa) is an important intermediate species in methanol synthesis on Cu-based catalysts 

which is formed by initial hydrogenation of CO2. The methanol synthesis is normally accompanied by the 

CO production via the reverse water-gas shift reaction (RWGS: CO2 + H2 → CO + H2O), which decreases 

the carbon conversion from CO2 to methanol. Recent studies have shown that these two competitive 

reactions don’t share the same intermediate-formate in the initial step of CO2 hydrogenation on Cu surface 

[82]. To reduce the CO production and to promote methanol production, the design of highly active catalysts 

for methanol synthesis is required on the basis of a deep understanding of CO2 activation on catalysts in 

terms of kinetics and dynamics.  
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1.5.1 The role of formate (HCOOa) intermediate in methanol synthesis on Cu/ZnO catalysts 

 

Figure 1.8 (a) In situ IR absorption spectra of formate species and methoxy species on clean Cu(111) and Zn/Cu(111) 

during CO2 hydrogenation at 343 K and 760 torr. (b) The coverage of surface formate species on Cu(111) and 

Zn/Cu(111) as a function of exposure at 353 K and 760 torr [83]. 

 

As we have discussed above, formate (HCOOa) and methoxy (H3COa) species have been clarified as the 

two important intermediates for the methanol synthesis on Cu-based catalysts. In particular, the 

hydrogenation of CO2 into formate intermediates (HCOOa) is an important reaction step for methanol 

synthesis insofar as it represents the initial activation process of CO2 on Cu surfaces; this is because: (1) the 

reaction probability of the formation of formate is very low (i.e. ~10−12) at 340 K, which is comparable to the 

reaction probability of methanol synthesis as 3×10−12 at 523 K [84]. (2) Cu-formate has been provedto be the 

active intermediate rather than a spectator for the methanol synthesis over the CuZn-based catalysts [84, 85]. 

Additionally, our previous studies have shown only Cu has great contribution to the formate formation. The 

formate species on Cu is migrated onto Cu-Zn site at which the formate is hydrogenated to methoxy species, 

that is, the role of Zn is to promote the hydrogenation of formate. In this sense, the Zn active species on Cu 

surface doesn’t promote the formation of formate species, which has been confirmed by the studies of 

(Zn)Cu/SiO2 [6]. As shown in Fig 1.8(a), methoxy is formed by the formate hydrogenation on Zn deposited 

Cu(111) surface. Fig. 1.8(b), the formate species are on both of Cu(111) and Zn/Cu(111) surfaces. The 

identical curves mean that formate is formed on the Cu surface with similar reaction probability (~10-12). 

Therefore, the study of Cu-formate from CO2 conversion is essential to the development of the methanol 

synthesis. 

1.6 CO2 electronic structure and activation chemistry 

Before to continue the topic of formate chemistry on Cu catalysts, I turn to summarize and discuss the 
CO2 electronic structure and activation chemistry. CO2 molecule has a closed shell linear system with a 1

g
  

symmetry in its electronic ground state. The electronic structure of CO2 may be represented by a Walsh 
diagram [86]. Figure 1.9 shows the Walsh diagram and the molecular orbital diagram of CO2.  
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Figure 1.9 (a) Walsh diagram of CO2 orbital energies in linear and bent geometries (ref. [87], redrawn from ref. [88]). 

(b) Molecular orbital diagram of CO2. 

In Fig. 1.9(a), the right hand side is the schematic drawings of molecular orbitals in an energy sequence. 

The left hand side reflects the orbital’s symmetry properties. Figure 1.9(b) depicts the molecular orbitals 

diagram of CO2. CO2 molecule has 22 electrons of which 6 occupy the core 1s orbital, and the rest 16 
valence electrons are distributed over four σ -orbitals and two  -orbitals. The highest occupied molecular 

orbital (HOMO) is assigned as  1  orbital. The lowest unoccupied molecular orbital (LUMO) is 

the 2 orbital. The activation of CO2 can be judged by the stability of the linear geometry in a qualitative 

way and the energy positions of the occupied and unoccupied orbitals upon bending the linear geometry (in 

ground state). We can clearly see that σ -orbital energies a little or almost unchanged from linear to the bent 
configuration. However, the  orbital energies show pronounced alterations and the degeneracy is split into 

two components. The splitting for 1  and 1  (HOMO) is not large comparing to 2  orbital (LUMO). 

The 2  orbital degeneracy splits into two component 2b1 and 6a1. The 2b1 orbital in a plane structure with 

energy almost unchanged upon bending, whereas the 6a1 component (out of plane) decreases sharply in the 

bending structure and has the similar energy with HOMO. Because the 2  orbital is the only valence orbital, 

the 2 6a1 molecular orbital is very important in determining the bond angle in the activation of CO2. If 

the CO2 activation reaction involves electron transfer from catalyst surface into the CO2 molecule, the 

electron would firstly have an occupation of this orbital to form  CO . That is, any excitation makes the 

electron across the HOMO-LUMO gap in the linear CO2 molecule will lead to excited states with a 

preferable bending structure. It is thus considerable to expect that energetically favored reaction will involve 

the anionic species. On the other hand, if the charge transfer occurs from the CO2 molecule to the surface, we 

would have to consider the formation of a CO2 cation, which is favor of the linear structure.  

Figure 1.10 shows a schematic potential energy surface of the electron attachment process [9, 10], the 

schematic potential energy diagram of CO2 and CO   being plotted as a function of the C–O distance and the 

O–C–O bond angle. The ground state of the CO2 system is shown at Rco = 1.15 Å representing the linear 

system with an enthalpy of formation of -1650 kJ mol-1 [11]. The double-well ground state of the CO2 at Rco 

= 1.24 Å, represents a bent geometry with elongated C–O bonds and an enthalpy of formation -1604 kJ mol-1, 

i.e. about 0.50 eV higher than linear CO2 [12]. The CO   ion is metastable with a life time of 60–90 μs [13, 
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14], indicating that it can be identified by spectroscopy [15]. Elliott et al. reported the CO2 decomposition on 

Cu component of a commercial Cu/ZnO/Al2O3 catalyst with different activation energies in the temperature 

range 393–513 K [16]. The value of the activation energy for CO2 decomposition on Cu component depends 

on the morphology of the Cu but is not determined by the reaction dynamics, i.e., by the CO2 being required 

to be in vibrationally excited state [17]. This phenomenon may be explained by that the CO2 decomposition 

on Cu component of Cu/ZnO/Al2O3 through a precursor state of carbonate [18]. However, formate synthesis 

from CO2 hydrogenation over Cu catalysts is suggested to be a surface structure insensitive reaction via 

Eley-Rideal type mechanism by both of experimental methods and density functional theory (DFT) 

calculations [4, 19-21]. Therefore, the formate formation from CO2 hydrogenation is preferred kinetically 

and dynamically, and CO formation from CO2 dissociation is thermodynamically favorable. 

 

Figure 1.10 Schematic potential energy diagram connecting linear neutral CO2 with bent anionic CO  (ref.8 and ref.10). 

1.7 Suggestion of Eley-Rideal type mechanism for formate synthesis from CO2 over Cu-based catalysts 

    This study of formate synthesis via ER type mechanism may be the first report in the context of 

industrial catalytic reactions, which should have significant importance with respect to industrial catalytic 

processes of CO2 conversion. That is because, according to this process, we need not supply energy to the 

catalyst in the initial elementary step. Instead, we can convert CO2 to formate on Cu simply by exciting CO2. 

Although the methanol is the terminal target product from CO2 by multi-step hydrogenation, formate is an 

important intermediated involved in the rate-determined step of methanol synthesis and its formation rate is 

initial and essential to the development of methanol synthesis. Based on this work, active catalysts and 

efficient catalytic systems of CO2 conversion can be developed under thermal non-equilibrium catalytic 

conditions.  

CO2 chemistry over Cu-based catalysts is of great technological interest due to the fact that 

Cu/ZnO/Al2O3 is still a very active and essential catalyst for industrial methanol synthesis from CO2 as the 

main carbon source. In past 20 years, the catalytic synthesis of methanol has been extensively studied in 

industrial reaction conditions and by the surface science in ultra-high vacuum (UHV) conditions. In 

particular, we have proposed an Eley-Rideal (ER)-type mechanism for the initial surface conversion of CO2 

on Cu catalysts, thereby suggesting a key method of achieving methanol synthesis. We discuss the ER 

mechanism in terms of the following two points:  

(1) In homogeneous catalytic systems, the ER-type formate synthesis we proposed is analogous to the 
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insertion of a CO2 molecule directly into a Cu-H bond in organometallic copper hydride complexes 

without CO2 binding with Cu. 

(2) In the heterogeneous context of CO2 hydrogenation to form formate on Cu surfaces, the direct reaction 

was initially proposed for proceeding via E-R type mechanism by the observed Cu structure-insensitive 

character. 

1.7.1 CO2 organometallic catalytic reduction chemistry 

   In homogeneous catalytic systems, copper hydride complexes are versatile reagents with new 

applications in the CO2 reductions. Here, we summarized kinds of copper hydride complexes which are 

studied for the reduction of CO2 [29-33]. 

 

From the homogeneous catalytic systems (a) ~ (d) (see Fig. 1.11), Cu–H plays as an active site for the CO2 

reduction by the hydrides complexes. Take the Stryker’s reagent CuH(Ph3)2 complex, as shown in Fig. 1.11(a) 

for example, the CO2 molecule can directly insert into the Cu–H bond. That is, the charge from highest 

occupied molecular orbital (HOMO) of CuH(Ph3)2 to the lowest unoccupied molecular orbital of CO2 [89]. 

 

Figure 1.11 Eley-Rideal type formate synthesis we proposed is analogous to the insertion of a CO2 molecule 

directly into a Cu-H bond in organometallic copper hydride complexes without CO2 binding with Cu. 
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According to an ab initio MO study [32], there is probably an electrostatic repulsion between Cu and C   . 

It has been reported that the activation barrier was estimated to be small as 0.56 eV, indicating that the 

insertion of CO2 into Cu(I)–H bond was facile. For more reaction details, the CuH(Ph3)2 moiety is slightly 

distorted, but the CO2 molecule has significant distortion with a large bending angle (OCO at an angle of 

147°), which greatly decrease the CO2 ∗orbital energy. On the other hand, the H ligand can interact with 

CO2 because of the nondirectional 1s valence orbital. As a result, as illustrated in Fig. 1.12, CO2 interacts 

with the H ligand through the charge-transfer interaction from the occupied orbitals of CuH(Ph3)2 (The 

HOMO includes the significant contribution of the H 1s orbital) to ∗orbital of CO2 molecule and the 
electronstatic interaction between Cu and O   atoms. Additionally, the charge-transfer interaction from O 

to Cu contributes to the Cu–O bond formation in the last stage of the reaction [34]. 

 
Figure 1.12 The direct reaction of CO2 molecule with H atom by a insertion of with Cu-H hydride in CuH(Ph3)2 , [90, 

91]. 

Here we proposed the ER-type mechanism is analogous to the formate synthesis by insertion of a CO2 

molecule directly into a Cu(I)-H bond in organometallic copper hydride complexes without CO2 binding 

with Cu. In particular, in the -hydrido dicopper Cation: [{(IDipp)Cu}2( -H)]+, the Cu-Cu distance was 

calculated at 2.509 Å, as shown in Fig. 1.11(c), which is the comparable to the distance of the two nearest 

neighboring Cu-Cu atoms in the single crystal surface such as Cu(111), Cu(110) and Cu(100). 

1.7.2 Formate synthesis from the hydrogenation of CO2 on Cu catalysts 
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Besides Vesselli et al. have reported that the fromate synthesis from a coadsorbed CO2 molecule and a 

hydrogen adatom via Langmuir-Hishelwood (LH) mechanism on Ni(110) surface [92]. Taylor et al. have also 

suggested that the formate synthesis on Cu(100) surface proceeds a LH mechanism by kinetic studies [35], 

based on this suggestion, Nakano et al. first kinetically analyze the data and assuming the following 

elementary reaction steps [93]: 

  1
2,g a2 H H                                    (1) 

2,g 2,aCO CO                                  (2) 

a 2,a aH CO HCOO                                 (3) 

where the  and the subscript a represent a vacant site and an adsorbed state, respectively. The reverse 

reaction of eq. (3) is considered to be neglected at a low temperature range of 323–363 K. The initial reaction 

rate of formate formation 0,LHr was obtained as: 

2 2 2

1/2 1/2 2
0, / (1 ' ) LH H CO Hr kP P k P                              (4) 

Figure 1.13 Dependence of the initial formation rate of formate on (a) H2 pressure (PCO2= 380 torr constant); (b) CO2 

pressure (PH2=380 torr constant). Black spots are the experimental value. Solid lines represent the assuming LH 

mechanism from calculation, dashed lines represent the assuming ER mechanism [85]. 

From eq. (4), we see that the initial reaction rate depends on H2 and CO2 pressures, in which the reaction rate 

in the LH mechanism as the function of H2 and CO2 pressures was thus calculated as shown in Fig. 1.13 as 

solid lines. 

On the other hand, we have already proposed that formate is formed from CO2 via an ER-type mechanism 

based on the kinetics of pressure dependencies in high-pressure experiments on Cu(111) single-crystal 

surfaces [94, 95]. That is, CO2 directly attacks a hydrogen adatom without being trapped on the Cu surface. 

The reaction is presented by the following equations. 

1
2,g a2 H H                                   (5) 
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2,g a aCO H HCOO                                 (6) 

The unique kinetic feature of this reaction is the H2 pressure dependence on the initial reaction rate of 

formate synthesis, 0,ERr : 

2 2 2

1/2 1/2
0, / (1 ' ) ER H CO Hr kP P k P                              (7) 

where k  and 'k  are rate constants, and 
2HP and 

2COP  are the pressures of H2 and CO2, respectively [85, 

95]. The initial reaction rate in the ER type mechanism was also calculated as dashed lines in Fig 2.7. The 

dashed lines are perfectly fitting to the experimental data. Therefore, Nakano et al. suggested that the formate 

synthesis from the reaction of H2 and CO2 on Cu surface proceeds ER mechanism. That is, the first order in 
the denominator 

2

1/2 1(1 ' ) Hk P  indicates that the adsorbed hydrogen formed as a major adspecies under the 

steady-state hinders the adsorption of H2, but does not hinder the adsorption of CO2. If we assume that the 

reaction rate is determined by the kinetic or internal energy of CO2, this direct reaction mechanism can 

explain the structure-insensitive character in terms of the similar apparent activation energies of 0.58 eV on 

Cu(111), 0.62 eV on Cu(110), and 0.58 eV on Cu(100), the turnover frequencies (TOFs), and the initial 

reaction rates for formate formation [85]. 

Combining the studies on Cu hydride in homogeneous organometallic chemistry and heterogeneous 

catalysis on Cu surface, ER mechanism may be applicable for the formate synthesis from CO2 hydrogenation 

by using Cu-based catalyst. If the suggestion is correct, the initial state of reactant can be controlled by 

translational energy, and/or vibrational energy of CO2, which is possible if one uses supersonic molecular 

beam, this is the motivation of the present studies. 

1.8 Summary  

We have introduced the serious problem for global warming and climate changes, which are generally 

considered as the results of massive CO2 emissions from anthropogenic energy demand. One of the most 

promising ways to utilize the CO2 is to produce methanol, which is not only the initial building-stock for 

other useful chemicals, but also is a fuel with high energy intensity. Nowadays, the methanol synthesis in 

industry is using CO2/H2 mixture gas over Cu/ZnO/Al2O3 catalysts at high pressures and high temperatures. 

From the viewpoint of economy, the production cost is not cheap due to the maintenance of the high catalysts 

temperature and high gas pressure. It is thus necessary to study the Cu/ZnO-based catalysts for the active 

sites and identified the mechanisms. Previous studies had a consensus that formate is an important 

intermediate for methanol synthesis, which is formed by the initial step of CO2 hydrogenation on the Cu 

surface. In addition, the methanol synthesis may be independent on the Cu surface structure. Therefore, to 

study the formate chemistry on Cu surfaces would be great helpful to develop the methanol synthesis 

techniques. 

Cu-formate is an intermediate of methanol synthesis and may not be a spectator. Even though many 

researchers think that CO2 is an inert molecule, but here CO2 may be regarded as a Lewis acid molecule. To 

activate CO2 molecule, the electron/charge transfer would be helpful for the reduction of CO2. In 

organometallic chemistry of CO2 hydrogenation, it is suggested that CO2 is reacted with hydride. It is also 

suggested that in homogeneous catalysis and heterogeneous catalysis the formate synthesis on Cu catalysts is 

proceeding via ER-type mechanism. Compared to the common heterogeneous catalytic reactions following 

LH mechanism, ER-type mechanism for CO2 hydrogenation would be rare, especially for this kind of heavy 

molecule in industrial heterogeneously catalytic reaction. Therefore, to clarify the unique property of CO2 
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hydrogenation and to explore the dynamics of the formate formation would be significantly important to 

develop the methanol synthesis.  

1.9 Outline of the thesis 

   This thesis includes seven chapters which try to support the conclusion of Eley-Rideal (ER) type 

mechanism of CO2 hydrogenation to formate on Cu catalysts. Firstly, in Chapter 1 we introduce our research 

background-methanol synthesis from CO2 multistep hydrogenation. The two controversies concerning 

methanol synthesis over commercial catalysts of Cu/ZnO/Al2O3 are there: (1) active sites responsible to the 

catalytic methanol synthesis; (2) mechanisms of methanol synthesis. However, it is well-known that the 

formate synthesized by CO2 hydrogenation on Cu surface is an initial and important intermediate of 

methanol synthesis. Furthermore, we continue to review the suggested ER-type mechanism of CO2 

conversion into formate over Cu-based catalysts in homogeneously catalytic system and heterogeneously 

catalytic system. To clarify the reaction mechanism of formate synthesis from CO2 hydrogenation on Cu 

catalysts, dynamics studies are necessary. In Chapter 2, we introduce several basic concepts and mechanisms 

in surface chemical dynamics by illustrating some examples of surface reactions. These basic concepts 

hopefully help to understand the discussion in the present experimental results. Normally, to clarify the 

reaction mechanism and the dynamics of formate synthesis, supersonic molecular beam is believed to be an 

effective tool to control the energy of incident CO2 molecules. Subsequently, the principles of the molecular 

beam and the surface analytical techniques are described in Chapter 3. From Chapter 3, we can grasp the 

related experimental techniques and characterization techniques of surface science. Next, in Chapter 4 we 

present the objective of this study, the experimental apparatus and methods. Experimental results of 

molecular beam and discussion are highlighted to prove the formate synthesis on Cu surfaces is a thermal 

non-equilibrium reaction proceeding via ER type mechanism. Furthermore, from the viewpoint of the 

principle of micro-reversibility, the angle-resolved analysis of desorbing CO2 molecules on Cu surfaces from 

formate decomposition, the reverse reaction of formate synthesis, is carried out by using AR-SSD and 

AR-TPD techniques in Chapter 5. We try to carry out the angle-resolved analysis to suggest that formate 

synthesis is ER type mechanism. Chapter 6 shows the theoretical calculation results which support the fact 

that formate synthesis proceeds via ER-type mechanism. Finally, we summarize the experiments and open up 

a perspective of methanol synthesis at low temperature in Chapter 7. 
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Chapter 2 

Dynamics of gas-surface reactions 

2.1 Introduction 

   Heterogeneous catalysis takes up an important fraction of the output of the chemical industry nowadays. 

However, modern catalysis is a rather complex system since industrial products are normally generated by 

applying an elevated pressure and an elevated temperature, i.e. methanol synthesis, as we mentioned above. 

Understanding the mechanisms of important catalytic reactions relies on the study of surface reaction 

dynamics. On the other hand, surface science has to a large extent been driven by catalysis. With the 

development of a whole arsenal of surface analytical tools, the past 50 years of surf ace science have made a 

significant progress, although the final target of understanding catalysis at the atomic level is far away to 

achieve, the main gaps like materials gap, pressure gap and complexity gas are blurring.  With the further 

development of the modern surface sensitive technologies, such as TDS, IRAS, ESR, SFG, STM, X-ray 

scattering and X-ray absorption, the pressure gap can be narrowed/closed and model catalysts systems with 

increasing degree of complexity can be explored. Under the ultra-high vacuum (UHV) condition, surface 

science shows great potential to offer the nature information of the catalysis process occurring on the 

catalysts surface, specially, for the dynamics studies on surface reaction mechanism, non-adiabatic effects 

and tunneling effects et al.. In this chapter, we give a brief review of some general concepts and the different 

mechanisms concerning to the surface reactions, by illustrated some experimental examples of recent 

development, respectively. These concepts/mechanisms can provide the background to understand the 

importance of the topic in this thesis. We bias this chapter toward experimental work using molecular beams 

methods mainly because the molecular beam methods is a powerful tool to study the dynamics of gas-surface 

reactions. 

2.2 Transition-state theory  

As we known, an elementary chemical rate process can be clarified with the motion of atomic nuclei 

along the potential energy surface or surfaces representing the electronic and nuclear-repulsion energy of the 

system as a function of nuclear coordinates. To calculate the reaction rates for complex systems, 

Transition-state theory (TST) is a useful method depending upon the validity of the Born-Oppenheimer 

approximation (BOA). BOA is on the basis of the assumption on the separation of fast motion for electrons 

and slow motion for nuclei [1]. At thermal conditions, chemical rate processes usually occur along the 

pathways that lead along the lowest potential energy surface from one stable minimum to another as 

illustrated in Fig. 2.1(a). Note that the upper adiabatic potential is restricted, and dynamics in this state will 

not process for chemical rate. If this potential energy surface is well separated from higher potential energy 

surfaces so that the transitions to the latter surfaces are negligible, an elementary process is called adiabatic. 

The rates of adiabatic elementary chemical processes can be calculated by using the transition-state theory 

(TST). Non-adiabatic elementary processes include transitions between different potential energy surfaces. 

For example, the Lennard-Jones type potential diagram in Fig. 2.1(b) for the reaction of N2 dissociation 

adsorption on Fe(111) suggests that the reaction processes in non-adiabatic dynamic [2-4]. Normally, this 
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process can occur in the molecular beam experiments, in which the sticking probabilities of product are 

dependent on the translational energy and vibrational energy of projectile N2 molecules. 

According to TST, reaction coordinate is identified as the minimum energy path connecting two stable 

conformations. The transition state (or activation complex) is associated with the position of maximum 

energy along the reaction coordinate, representing a saddle point at the potential energy surface. The reaction 

rate is identified with the reactant flux along the reaction coordinate (the lowest energy path way) across the 

saddle point in the direction to the final conformation. The TST focuses on the formation and decay of the 

transition state (or activation complex). By assuming thermodynamic equilibrium between the activated and 

initial states, a rate constant is usually expressed by the Arrhenius law 

=  
∗

 (− / )                             (2.1) 

where FA and FA* are the partition functions of reactants in the initial and activated states,  is the energy 

difference between these states, and kB and h are the Boltzmann and Planck constants. For molecular 

desorption, for example, FA and FA* are the partition functions of a molecule in the adsorbed and activated 

states, respectively. The basic assumptions of TST restricting its applicability are [5]: 1) The initial state and 

activated complexes in statistical equilibrium; 2) The reaction rate is a classical motion along the reaction 

path; 3) No connection of the reaction coordinate with other reaction coordinates; 4) Passage through the 

transition state from reactant to product side is single direction, which is assumed to be “moment of decision” 

for the reacting system and then will never return to the transition state.  

   From the assumptions (1) and (4) above, therefore, it is clear that usually there is an upper limit of a rate 

constant in the TST. The corrected rate constants are customarily represented as 

                      k = kTST                                    (2.2) 

 

Figure 2.1 (a) Potential energy diagram for Landau–Zener model. Adiabatic potentials (solid lines) and 

non-adiabatic potentials (dashed lines). The arrow illustrates the dynamics on the lower adiabatic (ground 

state) potential. (b) Lennard–Jones type potential energy diagram for the reaction of N2(g) + 2 ∗ ⇌ N2 

( ) + ∗ → 2N( ). From ref. [4]. 
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where ≤1 is the so-called transmission coefficient. 

  TST automatically takes into account thermodynamics and accordingly the TST rate constants for forward 

and backward processes satisfy the detailed balance principle. 

  Phenomenologically, a rate constant is usually represented as  

       =   (− / )                               (2.3) 

where the apparent Arrhenius parameters  and  are the pre-exponential factor and the activation energy, 

respectively. 

 It is noted that the apparent Arrhenius parameters  and  are slightly different from those in Eq. (2.1). 

In order to solve this problem, the Gibbs free energy of activation (∆ ∗) is induced by rewriting Eq. (2.1) 

                          =  (−∆ ∗/ )                           (2.4) 

Therefore, 

∆ ∗ =  −   
∗

                                 (2.5) 

We know that ∆ ∗ = ∆ ∗ − ∆ ∗, where ∆ ∗ and ∆ ∗ are the enthalpy and entropy of activation. 

Therefore, from Eq. 2.3 and Eq. 2.5, one can get 

  =  ∆ ∗  + , and =  exp (∆ ∗/ )                (2.6) 

So ∆ ∗ can be not considered as the activation energy ( ). The reaction temperature has contribution to 

the activation energy. In general, the reactants may own translational, vibrational and rotational degrees of 

freedom, in which the vibrational mode is efficient to be influenced by the reaction temperature if we ignore 

the transformation between these degrees of freedom. On the other hand, from the Eq.(2.6), the 

pre-exponential factor  is identified by the entropy of activation ∆ ∗. That is, the constant of reaction rate 

can be enhanced by increasing the value of ∆ ∗. Therefore, from this dynamical view, in heterogeneous 

catalysis, to optimize the active site and control the degrees of freedom of reactant would be helpful to 

increase the reaction rate. 

 TST governing the kinetics of heterogeneous catalytic reactions are as a rule much more complex due to 

surface heterogeneity, adsorbate-adsorbate lateral interactions, spontaneous and adsorbate-induced changes 

in a surface, and/or limited mobility of reactants. Despite all these complicating factors, the kinetics and rate 

constants of the latter reactions can often also be rationalized by employing TST. 

2.3 Tunneling effects 

The rate constant predicted by conventional TST is frequently too large, e. g., when the saddle point is not 

a true point of no return along the path to a particular product. The predicted rate constant also can turn out to 

be too small, compared to experimental data, when tunneling effect occurs [6]. This is because TST implies 

classical motion along the reaction coordinate. According to quantum mechanics, reactants may however 

penetrate via the potential barrier, which is associated with the traditional picture of tunneling. Due to 

tunneling, the transmission coefficient in Eq. (2.2) may be large,  ≥ 1, and the apparent Arrhenius 
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parameters defined by Eqs. (2.3) and (2.4) may decrease with decreasing temperature. For realistic potential 

barriers, these effects may be observed in reactions with participation of hydrogen or deuterium at 

temperatures below 300 K [7, 8]. Heterogeneous catalytic reactions usually occur at higher temperatures. For 

this reason, tunneling has not attracted appreciable attention of the heterogeneous catalysis community. In 

the recent literature, one can however sometimes find the claims that tunneling plays a significant role in 

practically important catalytic reactions, occurring with participation of relatively heave reactants, provided 

that a potential barrier is narrow. One of the likely examples seems to be the dissociative adsorption of N2 on 

Fe or Ru at thermal energies. Tunneling appears to be significantly influenced by the interplay of the 

translational and vibrational degrees of freedom [4]. 

2.4 Non-equilibrium effects

  On the basis of an important assumption for TST, the energy distribution of reactants is close to the 

Boltzmann one. This assumption is often reasonable. Under conditions of slow activation, however, the 

population of the reactant states with energy exceeding the activation energy and be exhausted due to 

reaction, and accordingly a rate constant can be lower than the predicted by TST, as it first shown in the 

seminal paper by Kramers [9]. 

  The Kramers’ reaction rate theory is focused on a single irreversible reaction step. In reality, chemical 

reactions usually occur via multi-steps, and the products of one step are often reactants in another step. Just 

after reaction events, the energy of reaction products is usually appreciably higher than the thermal energy 

and in principle this extra energy can be used to accelerate other reaction steps and/or self-acceleration. For 

example, surface reactions always contain adsorption steps. Just after adsorption, the energy of vibrations of 

a molecule or atom in the adsorption potential is high, i.e., a molecule or atom is hot, and their energy can be 

employed to accelerate other steps. This is treated as “hot atom/hot precursor” mechanism, which is the 

diction between the classical ER mechanism and LH mechanism. The reaction rate is thus higher than one 

expects. 

2.5 Non-adiabatic effects 

  In adiabatic elementary rate processes, described by TST, the potential energy surface for nuclear motion 

is well separated from higher potential energy surfaces so that the transitions to the latter surfaces are 

negligible. Non-adiabatic rate processes include transitions between different potential energy surfaces. 

Identification and scrutinization of non-adiabatic rate processes on solid surfaces is one of the central goals 

of the theory of heterogeneous chemical reactions [10]. At present, the situation in this field is far from clear. 

Although the breakdowns of the Born-Oppenheimer approximation in reactions on metals are often 

anticipated and the relevant experimental data appears to be abundant, good specific examples illustrating in 

detail what may happen are still lacking. Among a few advances in this field, it is appropriate to mention, 

e.g., direct detection of hot electrons and holes excited by adsorption of atomic H and D on ultrathin Ag and 

Cu films [11, 12]. In many other cases, the interpretation of experimental data is often far from 

straightforward. One of the reasons of this situation is that the conventional software like the DFT packages 

does not allow dealing accurately with the excited states.  

2.6 Electron-hole pair excitation 

  The semi-infinite surface of a metal contains a continuum of excitations of the conduction band electrons 

and it was hypothesized that these could couple to the motion of an atom or molecule for the reaction on or 

scattering from a metal surface [13]. Excitation of electron-hole pairs can take place with infinitesimally 
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small excitation energies dissipating in the inelastic scattering of molecules and atoms from surface. From 

chemisorption calculations, it has been shown that as atoms or molecules approach a surface, their sharp 

electronic states broaden due to interactions with the conduction band states [14]. In addition, they shift in 

energy with a general rule of thumb being that ionization potentials shit upwards, while affinity levels shift 

down. For adsorbates that have relatively sharp local densities of states when they are near Fermi level, 

electronic non-adiabaticity is a significant process, as evidenced by the experimental observation of 

chemiluminescence [15] and of electron emission after collisions of highly vibrationally excited NO 

molecules with a low-work-function metal surface [14, 16]. The former as the electronic excitation after 

highly exothermic chemisorption of adsorbates, the gas-surface reaction should exhibit deep chemisorption 

wells before the barrier to reaction, whereas the latter process should be important for molecules with high 

electron affinity [17].  

2.7 Phonon excitation 

  The phonon excitation also is a form of the energy dissipation when a gas atom strikes a surface. The 

energy loss in terms of the strength of the coupling depends on both the mass of the gas atom and its energy 

as well as properties originating from the surface such as the mass of a constituent atom, its temperature and 

the cohesive forces that bind the substrate together. Dissipating energy to phonon subsystem can give rise to 

the interesting dynamical possibility of trapping into a molecular state at the surface and this continues to be 

an interesting theme in surface dynamics [18].  

The essential aspect of gas-surface reaction is energy transfer, which is distinct from energy transfer in 

gas-phase collisional encounters. Such an approach might emphasize the unique energy baths characteristic 

of solids, specifically, phonons and electron-hole pairs (EHPs). Whereas energy transfer between small 

molecules is reasonable described by quantum dynamics with the Born-Oppenheimer approximation, 

phonons may often be treated with classical mechanics. The energy exchange to and from EHPs, however, 

represents a fundamental breakdown of the Born-Oppenheimer approximation. 

2.8 Surface reaction mechanism 

2.8.1 Precursors, trapping state and hot atom/precursors 

The terms of precursor, trapping state and hot adatom are three important and fundamental concepts in 

the interactions between the adsorbed gas molecules and the surface. Generally speaking, the formation of a 

stable species may be preceded several surface intermediates, these intermediates are frequently denoted as 

precursors. For example Oad formation on Pt(111) surface from the dissociated chemisorption of O2, in which 

the molecularly adsorbed O2, still existing in two different states. If this precursor is a physisorbed species 

formed by energy dissipation of the impinging particle from which a transition into the chemisorbed state 

occurs, this process is also called trapping-mediated chemisorption [19]. This definition is so general that 

different authors have attributed to precursors very different characteristics (such as localized, dynamic, and 

thermlized) to explain various behaviors of the sticking probability S under different experimental condition 

dependence, e. g., surface temperature, translational energy and internal energy of the incident molecules, the 

coverage dependence. The experimental evidence of precursor states has been associated with the existence 

of adsorbed molecular species or the decrease of the sticking probability with surface temperature and at low 

adsobate’s incident energies. While this is widely accepted for heavy molecules [20-22] much skepticism 

surrounds the idea of a precursor mediated mechanism in the case of light adsobates (e. g. H2) because: 1) S 

barely depends on Ts; 2) inefficient molecule-surface energy exchange is assumed due to mass mismatch, 3) 
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the initial decrease of S(Ei) can be theoretically reproduced without molecule surface energy exchange 

[23-25], and 4) molecularly chemisorbed states had never been observed (except in the particular case of the 

stepped Ni(510) surface [26]. 

The intrinsic precursors (adsorption on a clean surface) will lead to a strong dependence of the sticking 

coefficient on surface temperature. Extrinsic precursors (adsorption in a second layer) yield a characteristic 

dependence of the sticking coefficient on coverage: over a wide range of coverages the sticking coefficient 

stays constant. The extrinsic precursor comes into play only at nonzero coverages, but it is in thermal 

equilibrium with the surface. The term “in trinsic precursor species” denotes particles trapped on the surface 

before they attain thermal equilibrium. The state is of relevance for various kinetics phenomena in surface 

reactions and is discussed in the current context [27]. 

The principle of hot precursors or adatoms had been introduced schematically in G. Ertl’s review paper 

[27]. In the Hot precursor model, the particle impinging on a surface, the coupling is still weak when the 

particles are at a distance far from the surface, so that the particle hits first the repulsive part of the potential 

and exchanges its adsorption energy only stepwise. Since the corrugation of the potential parallel to the 

surface is generally smoother than that perpendicular to it, the particle is expected to travel an appreciable 

distance across the surface before it comes to rest. On the hasis of these considerations, experiments of CO2 

formation from CO oxidation on Pt(111) illustrates this mechanism, in which hot O adatom thermalized 

before it hits a neighboring CO molecule, and then CO2 formation requires a higher activation energy, and 

hence CO2 desorbs from the surface only at higher temperature [28]. Quite similar effects are observed in the 

CO oxidation photochemically by tunneling electrons rather than thermally on Ru(0001) [29]. These results 

show that the nascent O atoms have comparable energy content in all cases. Although trapping at the surface, 

adsorbed species is not thermalized by the surface before the reaction taking place. 

2.8.2 Langmuir-Hinshelwood (LH) and Eley-Rideal (ER) kinetics 

The preceding discussion of reactions involving hot precursors/atoms poses to a key and typical question 

in the kinetics of heterogeneous catalysis: how to distinguish the kinetics of the reaction of two reagents A + 

B in adsorption states thermally equilibrated with surface before their reacting with each other (an 

Langmuir-Hinshelwood (LH) mechanism) and that of one from gas-phase reacting with an adsorbed particle 

on surface by a direct collision (an Eley-Rideal (ER) mechanism), as schematically shown in Fig. 2.2. Clear 

identification of the limiting case of an ER mechanism has been found be rather difficult and is subject to 

intense research. 

In LH mechanism, two reactant species instantaneously and thermally equilibrate with the catalyst 

surface when they impinge on the surface (Fig. 2.2(a)), followed by the diffusion within long residence time 

(i.e., exceeding about 10 ps) to form product by the reaction on the surface. The surface acts as a heat bath 

and provides the energy which allows the adsorbate to overcome a barrier to reaction [30]. . The important 

point is a complete decoupling of initial reactant adsorption from final product formation: all “memories” of 

the preadsorption energy and momentum of reactant are lost. Generally, most heterogeneous catalytic 

reactions are considered to proceed via LH mechanism, where the overall reaction rate generally has a strong 

dependence on the surface temperature [27]. As mentioned above, the CO   ion is metastable with a life time 

of 60–90 μs. CO   ion thus has enough time to be formed from CO2 ionization on catalyst surfaces. One of 

the examples is demonstrated by the yielding of formate from hydrogenation of CO2 on Ni(110). Ni-formate 

formation proceeds via a flip of an H-CO2 complex which is formed by the reaction of an H adatom with an 

activated chemisorbed CO2 molecule ( CO ) through increasing the surface temperature [24]. 
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The other rare pathway is Eley-Rideal (ER) mechanism, in which a gas phase projectile reacts directly 

with pre-adsorbed species on surface without passing through local chemisorption or trapping states on the 

surface (Fig. 2.2(b)). The reactive events in the ER pathway occur within the first few picoseconds after  

collision and the gas-phase reactants are not thermally equilibrated with the surface. The product of the 

reaction either desorbing or else remaining adsorbed on the surface depending on the particular chemical 

reaction [25]. The ER-type mechanism can be defined as the direct reaction between a gas-phase reactant 

with an adspecies to form the product remaining adsorbed on the surface. Molecular beam can be used for 

precisely control of the initial incident energy and direction of the scattering molecules, combining with the 

accurate measurement of scattering angular distributions and time-of-flight (TOF). These characters lead 

itself can be carried out the analysis of scattering angular and TOF distributions depending on the initial 

conditions. ER reactions can be immediately distinguished from those that follow a LH mechanism. For 

example, though theoretically proposed in the late 1940s, such ER processes [26], characterized by 

sub-picosecond reaction times and highly excited products, have only been evidenced experimentally in the 

1990s, within the framework of artificial hydrogen reactions on metals. For example, the first demonstration 

of an ER reaction in the protonation of a very large molecule [N(C2H4)3N] (ref.[31]). The properties of these 

two prototypical mechanisms are summarized in Table 2.1.  

 

 

Figure 2.2 Two possible reaction mechanisms in which heterogeneous catalysis proceeds at a catalyst 

surface: (a) a Langmuir-Hinshelwood mechanism and (b) an Eley-Rideal mechanism, in which A and B stand for 

reactants, C stands for product. 
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Table 2.1 Comparison of Langmuir-Hishelwood (LH) mechanism and Eley-Rideal (ER) mechanism 

 LH mechanism ER mechanism 

Reaction 

time scale 

1) The time lag between adsorption and product 

formation is much longer (i.e., ≥ ~ 10 ps) 

than the relaxation time for reaching thermal 

equilibrium. 

2) Two species attempt to react on the order of 

1012-1013 times each second. 

1) Most reactive events occurred within the first 

few picoseconds after collision, when the 

incident atom was in only a weakly held 

state. 

2) The attempt frequency is replaced by the 

impingement flux, e.g. 1 site-1 s-1 at 10-6 

Torr.  

Thermal 

dynamics 
Thermal equilibrium Thermal non-equilibrium 

Existent Common in heterogeneous catalysis Rare in heterogeneous catalysis 

Reaction 

mode 

Either an asymmetric atom-surface stretching 

frequency or as a frustrated translational 

frequency of an adsorbed molecule parallel to the 

surface. 

Initial states of the reactant can be selected. 

Besides, the hot adsorbed atom mechanisms, as we mentioned above, may be considered as the extreme 

condition for ER mechanism in terms of non-LH mechanism, in which the gas-phase atom transfers part of 

its collision energy to one adsorbate and/or the metallic surface upon initial collision and is subsequently 

deflected towards a motion mostly parallel to the surface. Consequently, such a hot species may react with 

the adatoms before being thermalized. The projectile does not transfer its kinetic and potential energy to the 

surface but does enter a quasi-bound state. HA reactions can typically be regarded as close to ER reactions, 

but may be subdivided into metastable and bound processes. We can thus also consider this process is in a 

thermal non-equilibrium process.  

Most chemical reactions on surfaces proceed according to the LH scheme. So the catalytic reaction may be 

manipulated by optimizing the reaction temperature, normally the high temperature is favor of the increase 

of reaction rate. However, as for industrial heterogeneous catalytic reactions, no definitive example has been 

reported via ER type mechanism. In order to achieve the industrial chemical production reactions proceeding 

at a low temperature, the ER mechanism as in thermal non-equilibrium character may shed the light on the 

possibility of low temperature production, in particular, in the field of the methanol synthesis from CO2 

conversion, with lower economic cost. In this thesis, the mechanism of formate synthesis from CO2 on Cu 

catalysts was explored in the viewpoints of reaction dynamics.  

2.9 Illustrative examples 

2.9.1 Vibrational activation scattering 

Vibrational excitation of umbrella NH3 molecule on Au(111) in a direct gas-surface encounter was firstly 

observed in multi-quantum channels [32]. The vibrational excitation probability is dependent upon the 

incident molecular–beam kinetic energy linearly and there are clear thresholds of the energy for each 

vibrational channel, indicating that the scattering molecules leave the surface modes more or less as 
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spectators. Furthermore, these results suggest that a mechanism dominated by direct collision translational to 

vibrational energy transfer. This mechanism is further supported by the other observation which was that the 

vibrational excitation probabilities were nearly perfectly independent of surface temperature. It is again 

consistent with the idea that surface degrees of freedom are spectators to the vibrational excitation process.  

While very different behavior is exhibited in the scattering events of NO from Au(111) and Cu(111) 

[33-35]. In the NO/M(M= Au(111), Ag(111) and Cu(111)) system, the incidence energy dependence showing 

“zero-energy threshold” clearly indicates that the conversion of translational to vibrational energy is indirect 

and much less important comparing to the NH3/Au(111) system. The probability for NO excitation was 

observed to a strong dependence on surface temperature follows an Arrhenius law with an activation energy 

equal to the vibrational energy gap in NO. These results support an electronically non-adiabatic 

interpretation that statistical mechanical population of hot EHP’s may excite NO vibration on the basis of the 

assumption of equal excitation probability for all EHP’s. More details of the experimental examples are 

shown in the Table 2.2. 

Table 2.2 Vibrational activation scattering examples 

system observations ref. 

NH3/Au(111) 
The vibrational excitation probability of NH3 scales linearly with the kinetic 
energy of the incident beam above a threshold energy corresponding to the 
quanta excited, and is independent of the surface temperature. 

[32] 

NO/Au(111) 

(1) Temperature dependence is non-Arrhenius on Au(111). The large spin–
orbit interaction present for Au(111) surface states may be important for 
vibrational excitation. 

(2) Nonadiabatic transition rate depends strongly on both the N-O 
internuclear separation and the molecular orientation. 

(3) Molecule-surface forces can steer the molecule into strong-coupling 
configurations 

[33] 
[36] 

NO/Ag(111) 

NO/Cu(111) 
Vibrational excitation is found to depend strongly on surface temperature, and 
relatively weakly on incident kinetic energy. 

[34] 
[35] 

H2/Pt(111) 

The comparison for in-plane and out-of-plane scattering and results for 
dissociative chemisorption in the same system show that for hydrogen-metal 
systems, reaction and diffractive scattering can be accurately described using 
the Born-Oppenheimer approximation. 

[37] 

HCl/Au(111) 

(1) The final velocity distributions are largely insensitive to the rotational 
level and indicate that the energy loss to phonons is small. 

(2) The incidence energy threshold is strong evidence that translational 
energy is directly converted to vibrational excitation. 

(3) The angular distribution of HCl (v = 1) recoiling from Au(111) collapses 
and shifts to normal recoil at the threshold for vibrational excitation, 
indicating that near complete consumption of initial translational energy 
such that only those molecules that happened to depart along the surface 
normal had the ability to escape the surface. 

[38] 
[39] 
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2.9.2 Vibrational activation of dissociative chemisorption 

The molecule beam can also be used to study the dynamics of trapping as well as adsorption on the 

surface. In surface science, trapping and adsorption dynamics of gas molecule on surface sheds the light into 

precursor-mediated dissociation. This mechanism may be the dominant channel to dissociative 

chemisorption. For instance, N2 dissociative chemisorption on Fe surface for ammonia synthesis, H2O and 

CH4 dissociative chemisorption on Ni surfaces for water-gas-shift reaction and hydrogen production, 

respectively [40, 41]. When direct collisional activation may occur with high probability at high incident 

translational energies, only a small fraction of a Maxwell-Boltzmann gas at room temperature may possess 

sufficient energy to overcome the barrier for direct dissociation. The dissociative chemisorption may thus 

represent the rate determining step in many types of catalytic processes.  

Accordingly, for example, the dissociation of CH4 is key step reforming of natural gas for hydrogen 

production. The dissociative adsorption of CH4 on Pt(111) [42], Ni(111) [41], Ni(100) [40] and Ru(0001) [43] 

has attracted substantial attention as it represents a prototype for the vibrational activation of dissociative 

adsorption. On CH4/Ni(111) system, both remarkable vibrationally adiabatic picture and vibrationally 

nonadiabatic picture to properly describe the role of CH4 vibrational energy to promote the reaction 

depending on the vibration mode of CH4. That is, a vibrationally adiabatic trajectory, the reagent translational 

or the thermal bath of the surface is responsible for the overcome of the reaction barrier of CH4 at v = 0 and v 

= 1. Therefore, there may be each CH4 vibration diffs in its coupling with lattice motion. Such an effect 

could translate into differing abilities to transfer energy into or access energy stored in the nickel lattice [44]. 

On the other hand, a vibrationally nonadiabatic trajectory CH4 in v = 1 start with internal energy and access 

transition state (TS) whose energy is less than those accessed by v = 0 pathway, in which the latter one do not 

access the minimum TS energy. Table 2.3 summarizes recent examples of activation of dissociative 

adsorption. 

Table 2.3 Vibrational activation of dissociative adsorption examples 

system observations ref. 

CH4/Ni(111) 
Vibrational excitation of the anti-symmetric C-H stretch activates methane 
dissociation more efficiently than does translational energy. 

[41] 

CH4/Pt(111) 
A new phenomenon, thermally assisted tunneling, caused by a coupling of the 
tunnel barrier to the lattice was proposed for the mechanism of CH4 dissociation 
on Pt(111). 

[42] 

CH4/Pt(533) 
For incident kinetic energies in the range 26 meV < Ei < 1450 meV, the initial 
dissociation probability of CH4 on the Pt(533) surface is higher than on Pt(111). 

[45] 

CD2H2/Ni(100) 
The reaction probability with two quanta of excitation in one C-H bond was 
greater than with one quantum in each of two C-H bonds. 

[40] 

CH4/Ru(0001) 
The measured sticking coefficient of CH4 is strongly enhanced both by increasing 
the translational and the vibrational energy of the CH4 molecule. 

[43] 

H2O/Ni(111) 

The reaction occurs via a direct pathway, because both the translational and 
vibrational energies promote the dissociation. The larger increase of the 
dissociation probability by vibrational excitation than by translation per unit of 
energy is consistent with a late barrier along the O-D stretch reaction coordinate. 

[46] 
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system observations ref. 

H2O/Cu(111) 

Excitations in all three vibrational modes (symmetric stretching, bending, and 
antisymmetric stretching modes) are capable of enhancing reactivity more 
effectively than increasing translational energy, consistent with the “late” 
transition state in the reaction path. 

[47] 

N2/Fe(111) 
The initial dissociative chemisorption probability increases with increasing 
kinetic energy and with decreasing surface temperature, suggesting that reagent 
energy provides access to an intermediate state. 

[48] 

2.9.3 Vibrational and/or translational activation of associative reaction -ER (type) mechanism 

Molecular beam time-of-flight (TOF) is an essential technique to determine angular and velocity 

distribution of the desorbing products of associative reactions. The resonance-enhanced multi-photon 

ionization (REMPI) is generally used to determine rotational and vibrational state distributions. To further 

explain the HA, LH and ER mechanism, here, we give a real reaction in which HA, LH and ER mechanism 

are exhibited. That is, the reaction of H(g) + Cla → HCl on Au(111) surface as the example [49, 50]. As shown 

in Fig. 2.3, while LH mechanism proceeding with gas-phase H atom first thermally accommodates to the 

surface was proved by a near-thermal energy distribution and an angular distribution close to that of a cosine 

form, for an ER mechanism, a narrow angular distribution and TOF provide clear evidence that the alsorbed 

Cl atom was directly abstracted by the incident H atom to form a HCl bond. The HCl product leaves the 

surface with a high kinetic energy in a narrow angular distribution that displays a “memory” of the direction 

and energy of the incident hydrogen atom. The chemical energy of 2.3 eV is released into product degrees of 

freedom. The fast TOF component (ER) is found to be mainly composed by two contributions, assigned to 

HCl product formed in v = 0 and v = 1. The rotational state distribution for the HCl (v = 0) product of the ER 

mechanism is found to be distinctly non-Boltzmann distribution, with a mean vibrational energy taking up 

about 5% of the available energy. While for the vibrational energy in v = 1, it takes up about 14% of the 

available energy.  

According to the theoretical calculation using quasi-classical trajectories, the available energy in the 

 

Figure 2.3 Energy diagram for the H + Cla → HCl (g) over Au(111) surface proceeding LH mechanism and ER 

mechanism [49] .  
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reaction of H(g) + Cla → HCl is capable to producing HCl up to v = 8 [49], and the large amplitude vibrational 

motion of HCl (v = 8) is highly mechanical and electronical an-harmoic. However, it is still not clear that 

how the energy partition which would be important to enhance H atom sticking and the vibrational excitation 

of the desorbing HCl product molecule. More examples of ER mechanism are illustrated in Table 2.4. 

For a LH mechanism releasing energy from the surface reaction is converted to heat and carried away 

into the thermal bath of the solid. Therefore, here at least we can treat that the LH reaction is in a thermal 

equilibrium process, but ER can be a process proceed via a thermal non-equilibrium.  

Table 2.4 Dynamics of ER (type) mechanism examples 

system observations ref. 

Cla + Ha/Au(111) 

(1) The direct reaction product leaves the surface with a high kinetic energy in a 
narrow angular distribution. 
(2)The indirect reaction product has a near-thermal energy distribution as cosine 
angular distribution 

[51] 

Some reactions occur on essentially a single gas-surface collision by ER 
mechanism. Others occur between moderated H and Cla atoms by LH 
mechanism. 

[49] 

Da + H/Cu(111) 
Deuterium atoms collide with a H-covered Cu(111) surface, they react to form a 
HD molecule that leaves the surface with a high degree of vibrational and 
rotational excitation. 

[52] 

Da (Ha) + Ha 

(Da)/Cu(111) 

(1) The angular distributions are asymmetric. 
(2)The HD product has a high degree of translational, vibrational and rotational 
excitation. 

[53] 

There is no barrier for the ER reaction pathway, which has a large potential 
energy release.  

[54] 

Da + CD3a/Cu(111) 
A direct (Eley–Rideal mechanism) gas–surface reaction with a cross section of 
~ 10−16 cm2/D atom. 

[55] 

(Na + N2) + 

Na/Ag(111) 
The angular distribution of scattered N atoms is very broad. N2 molecules 
exhibit a sharp angular distribution. 

[56] 

Na + Na/Ag(111) 
N2 yield is mainly due to the relatively long-ranged attractive and barrier-less 
nature of N-N interaction potential in the presence of the Ag(111) 

[57] 

N2 + Na/Ag(111) 
Electronic state of the incident atoms is very important in the interaction. 
Incident N-atoms can removing adsorbed N-atoms in an ER mechanism 

[58] 

(Na + N2) + 

O/Ag(111) 

The time dependence of prompt NO formation exhibits an exceptionally fast 
decay as a consequence of shifting reaction pathways and probabilities over the 
course of the exposure. 

[59] 

Na + Na/W(100) 
Ro-vibrational distributions of the N2 molecules are only slightly affected by the 
presence of the thermal bath whereas kinetic energy is rather strongly decreased 
when going from a static surface model to a moving surface one. 

[60] 

[N(C2H4)3N] + 

Ha/Pt(111) 

Molecules are protonated at the surface and leave with kinetic energy which is 
strongly dependent on the incident energy as a clear demonstration of an ER 
mechanism. 

[31] 

N2O + Li/Rh(100) 
(1) ER mechanism giving rise to exoelectron and N2 emission. 
(2) LH mechanism N2O molecules are adsorbed on the surface before the 
reaction takes place. 

[61] 
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system observations ref. 

NO + O2/Water ice       

O2 + NO/Water ice       

(NO+O2) + Water 

ice 

NO + O2 reaction occurs mainly through the direct ER mechanism to form 
nitrogen oxides (NO2, N2O3, N2O4). 

[62] 

N+ + Oa/Pd(Poly) 

O+ + Oa/Pd(Poly) 

N+ + Oa/Pt(Poly) 

O+ + Oa/Pt(Poly) 

The exit energies of the diatomic molecular products NO and O2 depend 
linearly on the incidence energy of the corresponding projectiles. 

[63] 

N2
+ + Da/Pd(Poly) 

O2
+ + Da/Pd(Poly) 

The kinematics of the collisional interaction confirms product formation by an 
ER reaction mechanism and accounts for inelastic energy losses commensurate 
with surface re-ionization. 

[64] 

 

2.10 Summary 

  To study the dynamics of gas-surface reactions can help us to understand the mechanisms of the surface 

reactions in terms of trapping, desorption, diffusion and reactivity. The transition-state theory (TST) governs 

the kinetics of heterogeneous catalytic reaction such as the rate constants. A rate constant of an elementary 

reaction step is expressed via the activation energy and apparent Arrhenius parameters. TST is based on an 

assumption that energy distribution of reactants is follow the Boltzmann one so that it accordingly takes into 

account thermodynamics and detailed balance principle. Therefore, limitation is there for TST when the 

tunneling effects and non-adiabatic effects present in the dynamics of surface catalytic reactions. In the 

gas-surface reaction in thermal non-equilibrium, such as vibrational activation scatter, vibrational activation 

of dissociative adsorption and vibrational and/or translational activation of associative reactions, precise 

measurements of the energy transfer still are difficult problems. From the examples we illustrated above, 

although they are not completely included, the dynamics of CO2 activation is less attract attentions and is far 

away studied may be due to CO2 is a heavy, neutral and inert molecules. As we discussed the relationship 

between methanol synthesis and CO2 activation in Chapter 1, to fully understand the mechanism of dynamics 

of CO2 activation is helpful to the understanding the processes of methanol synthesis. The molecular beam 

techniques in ultra-high vacuum (UHV) system have shown very important advantages to investigate the 

dynamics of the heterogeneous catalysis [41]. Particularly, the CO2 activation and recycle are relevant with 

the industrially methanol production and reduction of CO2 emission.  
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Chapter 3 

Principles of molecular beam and surface analytical techniques 

3.1 Introduction 

  A supersonic molecular beam technique has been developed since the first crossed-molecular beam was 

set up in 1967 by Y. T. Lee (Laureate of Nobel prize in chemistry, 1986) [1]. Till today, because of its unique 

beam properties:  

(1) Large density of gas molecule in the flow;  

(2) Sharp velocity distribution;  

(3) A well collimated projectile of gas molecules without colliding with each other. 

The supersonic molecular beam has become a useful method and has been broadly utilized for the research 

of chemical reaction dynamics including gas-phase reactions as well as heterogeneous catalytic reactions 

[2-7]. In this chapter, the principle of the molecular beam and the surface analytical techniques are presented. 

3.2 Principles of supersonic molecular beam 

3.2.1 Supersonic beam source 

A molecular beam is formed from a supersonic jet expansion of gas. Figure 3.1 presents a schematic 

diagram of the complicated features of a free-jet expansion under continuum conditions [8]. The shown 

source is a nozzle with small pin-hole for which the accelerating flow can be approximated as an isentropic 

flow, with negligible viscous and heat conduction effects. The gas in a high-pressure container (nozzle tube) 

 

Figure 3.1 Flow structure of a single under-expanded orifice jet in the continuum regimen [8]  
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starts from a negligibly small velocity. It is called the stagnation state (P0, T0) and the gas molecules have a 

Maxwellian distribution of velocity. With an imposed pressure difference (P0 - Pb) inside and outside of 

nozzle, the gas molecules are accelerated, as the cross-sectional area decreases, towards the source exit. The 

mean velocity of effusing molecules at the slit of nozzle equals to the local speed of sound or Mach number 

equal to 1 (M = 1). The flow may reach sonic speed at the exit of nozzle orifice if the pressure ratio fits [8]: 

≥ ≡
γ

γ-10

b

P γ+1
G ( )

P 2
                                  (1) 

where  is the specific-heat ratio Cp/Cv, taken to be 7/5 for CO2 molecule in the present experiment [9], 

which is introduced in latter experimental part. The pressure ratio G must less than 2.1 for all gases (G = 1.89 

for CO2 gas). If the pressure ratio is less than this critical value, then the flow will exit subsonically, with exit 

pressure nearly equal to Pb, without any further expansion. As P0/Pb is beyond the value, M equals 1 at the 

nozzle orifice, and the exit pressure becomes independent of Pb and equal to P0/G, approximately half of P0. 

The expansion as the flow thus happens after pass through an expansion fan region and attempts to meet the 

necessary boundary condition imposed by the ambient pressure Pb [8]. The mass flow rate r at the nozzle 

orifice: 

γ+12
2(γ-1)

0
0

πd γm γ+1
r = P ( )

4 RT 2
                             (2) 

where d is the diameter of nozzle orifice, m is mass number of molecule. The mass flow rate is independent 

on Pb, but relates to the size of orifice and gas mass number. For more details about the calculations of Mach 

value in the different zones, please check the theoretical review in ref.[10]. 

3.2.2 Interaction with background gases 

If the background gas density is high (P0/Pb < G), the expansion of the jet gas travels through a shock 

zone where the molecules are quickly decelerated; if the background gas density is low (P0/Pb ≥ G), a 

molecule in the jet experiences a series of individual scattering events, and the randomization of the velocity 

distribution occurs over an extended region of space. The volume of the shock zone thus depends on the 

density of the background gas. As shown in Fig. 3.1, two types of shock zones can be developed when a jet 

has a free expansion into vacuum. A barrel shock forms around the centerline of the expansion, resembling a 

paraboloid of revolution centered on the jet axis, opening from the expansion orifice. Since the flow at the 

apes of the expansion fan is turned almost suddenly to move away from the orifice axis, it has to be turned 

towards the axis to become axial at a downstream distance. This turning is caused by the shock which is 

essentially an oblique shock. But on either side of the axis for two-dimensional flow and around the axis for 

axisymmetric flow, the shape of the shock assumes the form of a “barrel” and thus is referred to as a barrel 

shock. Outside the barrel shock, it is a second shock zone, called Mach disk, which forms a nearly flat 

terminal shock wave perpendicular to the centerline of the beam. Since the reflection of a wave from a free 

boundary is unlike, the expansion rays get reflected from the free boundary as compression waves. These 

compression waves may coalesce to form shock waves that cross each other at axis and meet the barrel shock 

and reflect back as expansion waves. Depending on the pressure ratios, these structures are well defined and 

are easily observed through Schlieren photography as shown in the Fig. 3.2 [11]. That is, the flow 

downstream of the Mach disk can re-expand and repeat the structure. 
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The location of the Mach disk depends only on the ratio of P0/Pb. Due to the decrease of the collision 

frequency in the jet of relatively low density, the transition from continuum to free molecular flow occurs 

and the expansion becomes frozen at a distance from the nozzle much smaller (< 1/10) than the distance:  

1
2

0M bχ = 0.67d( P P )                                     (3) 

at the Mach disk location, measured in the diameter of nozzle orifice d, is remarkably insensitive to . This 

location is very close to that at which a normal shock is able to raise the local pressure to the background 

pressure, Pb [11]. To generate a well collimated supersonic monotonic beam of gas molecules without 

colliding with each other, one can place a skimmer aperture to extract the centerline beam inside an 

isentropic region termed the zone of silence and/or by reducing the background pressure, Pb.  

3.2.3 Seeded beams  

By adding a small mole fraction of a second species to the gas in terms of gas mixture in the reservoir, one 

may create a seeded molecular beam. As we discussed above, when the source pressure P0 is high, the 

idealized continuum model of gas flow is well generated and the behavior of the supersonic expansion is the 

same as that for a pure gas with molecular weight and heat capacity taken as the weighted average of the 

corresponding properties of the gases making up as a mixture. At high source pressures, the effects of gas 

viscosity and heat transfer may be neglected, and the gas flow may be treated as an adiabatic, isentropic 

expansion. This assumption leads to the conservation of the sum of the enthalpy and the kinetic energy of 

directed mass flow as the gas expands into vacuum, therefore, the flow velocity 

02 ( )H T
v

M
                                    (4) 

where H(T0) is the molar enthalpy of the gas at the temperature of the source reservoir, T0.  

Practically, T0 can be given as nozzle temperature Tn and H(T0) can be given as CpT, where Cp is a 

constant-pressure specific molar heat capacity, which can be considered to be independent of temperature. 

And Eq. (4) becomes 

2 p n
mas

C T
v

M
                                      (5) 

 

Figure 3.2 Wave patterns in a sonic under-expanded free-jet issuing from a tube run at nozzle 

pressure ratio P0/Pb = 2.73 (ref. [11]). The barrel shock is clearly visible, as is the terminal shock 

wave (Mach shock wave). A skimmer can be used to transmit the central portion of the expansion 

into a second chamber (collimator chamber). 
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where M is the average molecular weight (ma and mb) for the mixed gas, composed by the light carrier gas 

(ma) and heavy seeded gas (mb),  

a bam bm
M

a b





                                  (6) 

As schematically illustrated in Fig. 3.3, under the condition of high gas pressure gap between the reservoir 

and the vacuum and due to 100 ~ 1000 times collisions between molecules in the orifice of the nozzle [12] 

(orifice diameter Ф = 50 m, used for this experiment), both component gases: light carrier gas (ma) and 

heavy seeded gas (mb) with different molecular mass respectively reach the same flow velocity and 

temperature at the same point after repetitive collision in the expansion. the energy transfer occurs as 

follows: 

2
p n pC T = 1 / 2 mv +C T                               (7) 

where Tn is nozzle temperature, T is the beam itself temperature, Tn ≫ T. From the Eq. (7), we know that 

when the nozzle temperature Tn increases (or decreases), the translational energy (Et) of the molecules in 

beam increases (decreases). While the rotational temperature is changed from Tn to T after the expansion, 

which is normally negligible. The vibrational energy is corresponding to the nozzle temperature Tn, this is 

because the energy difference between each vibrational level is relatively large. The translational energy of 

beam molecules also can be controlled by mixing the molecule with different mass (this is called a seeding 

method). For example, if one needs to accelerate the molecule, one just can prepare the mixing gas with 

atom/molecule with a light mass such as helium to increase the translational energy. Therefore, the 

translational energy of the beam molecules can be tuned by changing the mole ratio of the heavy molecules 

and light molecules as well as by controlling the nozzle temperature. 

The experimental setup for such a beam is shown schematically in Fig. 3.4 [13], which is composed by 

 

Figure 3.3 Mechanism of seeded beams in supersonic molecular beam techniques. For a gas mixture consisting 

of a low concentration of a heavy seed gas (mb) in a light carrier gas (ma), the flow velocity is dominated by the 

more abundant-lighter gas. The seed gas can be pushed by the light carrier gas and accelerated to high kinetic 

energies while the light molecule is slowed down. Eventually they reach the same flow velocity as v.  



❋❋❋ Chapter 3 ❋❋❋ 

- 46 - 
 

three chambers, (1) Gas container, which connects to the nozzle; (2) skimmer chamber; and (3) test chamber 

or scattering chamber. In the (1) gas container with high pressure, due to the frequent collisions among the 

molecules, the energy exchange occurs and finally the system is almost in thermal equilibrium. The energy 

distribution of the molecules thus shows a broad shape by following Boltzmann distribution. The sharp 

energy distribution of the beam with close to monotonicity is very useful in the study of scattering and 

reaction dynamics. According to the Kantrowitz and Grey [10], two factors is expected to affect the beam 

intensity: (1) the distance between the nozzle and the skimmer. If the distance between the nozzle and the 

skimmer is increased from small values, the beam intensity decreases. (2) the container pressure P0. The 

beam intensity is roughly proportional to the container pressure P0. However, in practical terms, it is found 

that the intensity increases in a certain range with increasing the distance, then passes through a maximum, 

and finally decreases, there is thus a maximum during the adjustment in the beam source preparation. 

Furthermore, if the apex of skimmer is outside of the silence zone, the intensity depends very little on the P0 

[14].   

Besides, molecular beam scattering experiments such as helium scattering investigation has been 

extensively applied in the study of molecules adsorption on surface, e.g. CO adsorption LiF [15], and on 

Fe/HOPG (Highly Oriented Pyrolytic Graphite) [15, 16]. The experiments demonstrated the diffraction of He 

from the LiF surface and thus demonstrated the wave nature of a particle beam. Thus He scattering can be 

used to study surface structure due to the wavelength of thermal He beam which is on the order of a tenth of 

a nanometer. The helium scattering is surface extremely surface-sensitive measurement technique. In 

addition, from the measurement of inelastic scattering of heavy molecules from the surface, the energy 

transfer process during collision can also be analyzed.  

3.3 Techniques of surface analysis combining with supersonic molecular beam 

 

Figure 3.4 Supersonic molecular beam can be generated through free-jet expansion, skimmer 

and a collimator linearly in a centerline. The nozzle chamber, collimator chamber and test 

chamber are separately pumped. The energy distribution of gas molecules shows a sharp shape 

compared to the normal Boltzmann distribution because of the free-jet expansion [13]. 
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Figure 3.5 The principle of LEED/AES spectrometer and the experimental application examples. (a) the 

physical picture of LEED/AES; (b) Schematic diagram of a typical LEED/AES instrument; (c) an example of the 

LEED pattern of Cu(110). (d) an AES spectrum: the differential of  an secondary electron energy distribution 

dN(E)/d(E) as a function of energy (E) emitted electrons. (e) Auger transitions lines for different elements. Red 

dots indicate the most intensity lines. From the differential AES spectrum Ni, Fe and Cr in (d) have been 

identified. 

3.3.1 Low energy electron diffraction (LEED) and Auger electron spectroscopy (AES) 

LEED and AES are very powerful techniques that allow for the characterization of surface structure based 

on the diffraction of electrons with low kinetic energy [26, 27]. The AES apparatus for measuring the energy 

of the Auger electrons and LEED setup is the same. It consists of the three grids for AES and a screen 

presented for LEED, an electron collector is located in the Auger. The electron gun is operated higher energy 

in the Auger technique but lower energy for LEED. The LEED/AES spectrometer has to be in an ultra-high 

vacuum (UHV) chamber. Here we briefly introduce the principle of LEED/AES spectrometer and their 

applicable examples.  

(1) Principle of LEED 

The typical diagram of a LEED system is shown in Fig. 3.5(a, b). The electrons come from an electron 

gun behind a transparent hemispherical luminescent screen and diffract off the surface of the sample, 

followed by the heading back towards the electron gun and the grids surrounding it. The electron gun 

consists of a heated cathode and a set of focusing lenses which send electrons at low energies. The electrons 
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collide with the sample and diffract in different directions depending on the surface. Once diffracted, they are 

directed to the luminescent screen. Before colliding with the screen, they must pass through four different 

grids (known as retarding grids), which contain a central hole through which the electron gun is inserted. The 

first grid is the nearest one to the sample and is connected to earth ground. A negative potential is applied to 

the second and third grids, which act as suppressor grids, given that they repel all electrons coming from 

non–elastic diffractions. These grids perform as filters, which only allow the highest–energy electrons to pass 

through; the electrons with the lowest energies are blocked in order to prevent a bad resolution image. The 

fourth grid protects the phosphor screen, which possesses positive charge from the negative grids. The 

remaining electrons collide with the luminescent screen, creating a phosphor glow (see Fig. 3.5(c)), where 

the light intensity depends on the electron intensity. 

LEED has high surface sensitivity is due to the use of electrons with incident well-defined low energies 

from 20 to 200 eV. These electrons have the wavelengths on 2.7 – 0.87 Å, as given by a well-known de 

Broglie relationship [29]:  

λ= 150 / E                                    (8) 

where  is the electron wavelength (Å), E is the electron’s energy (eV). These wavelengths are comparable 

to the atomic spacing. Therefore, the electrons can penetrate the sample for about 10 Å without losing energy 

and be elastically scattered easily by the atoms in the first few layers of the sample. Such features have made 

the LEED as one of the most common techniques in surface science for giving the information on the 

symmetry of the unit cell (qualitative analysis) and the position of the atoms in the crystal surface 

(quantitative analysis). So electron diffraction is different from X-Ray diffraction. The latter provides 

information about the structure in bulk of the sample because it has larger mean free path in a scale of 

micrometer. On the other hand, similar with X-ray diffraction, electron diffraction also follows the Bragg’s 

law. That is,   for X-ray diffraction,   for electron diffraction, where λ is the 

wavelength, a is the atomic spacing, d is the spacing of the crystal layers, θ is the angle between the incident 

beam and the reflected beam, and n is an integer. As shown in Fig. 3.6, the diffracted electrons radiate out 

from the sample toward a detector. For constructive interference between two waves, the path length 

difference (2a⋅sinθ/2d⋅sinθ) must be an integral multiple of the wavelength. Diffraction of electrons, elastic 

scattering by the surface, happens when momentum parallel to the surface is conserved between incoming 

 
Figure 3.6 Representation of the electron diffraction and X-ray diffraction. 
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and outgoing beams, up to the addition or subtraction of a reciprocal lattice-vector. These diffracted beams 

are indexed (hkl) by the reciprocal lattice-rod from which they diffract. The outgoing beams are therefore a 

map of the surface reciprocal-lattice and display its symmetry. 

 (2) Principle of AES 

AES was developed in the late 1960’s, deriving its name in honor of Pierre Auger, a French Physicist 

who first observed the effect in 1925. It is a surface sensitive technique by using the emission of low energy 

electrons in the Auger process and becomes one of the most commonly employed surface analytical 

techniques for providing information about the chemical composition of the outmost surface layers of a 

sample [27,31]. As shown in Fig. 3.5(d, e), the AES can be used to identify the elements information at 

surface.  

The Auger spectroscopy is a method which can be considered as involving three basic steps: (1) atomic 

ionization by removing of a core electron; (2) electrons at upper level energy falls to a lower level energy; (3) 

third electron (Auger elections) is excited by the energy given off in step (2) and detected, The atom is left 

with two vacancies. As shown in Fig. 3.7, the principle of Auger operates by allowing a high-energy electron 

from the beam to eject an electron from its orbit creating an empty hole in the orbit. As this occurs, another 

electron from a higher orbit moves to fill the empty hole. As the electron changes from an orbital with higher 

energy to a lower orbit, it releases energy. This energy might eject a third electron in another orbit. By 

measuring the energy of the emitter electron, called the Auger electron, the atom can be identified. This is 

because different atoms have different atomic orbits and therefore different Auger energies [32].  

It should be noted that in the Auger process doesn’t exist a real photon intermediating the transition and 

the Auger electron energy is independent of the excitation energy. In this example as shown in Fig.4.8, we 

can simply estimate the kinetic energy KE of Auger electron from the binding energies of the various orbital 

energy levels involved: 

1 2,3K L LKE = (E - E )- E -Φ                            (10) 

 

Figure 3.7 The Auger process (a, b) ionization occurs through the removal of a K-shell electron by a high energy 

electron beam. (c) one electron falls from a higher level to fill an initial core hole in the K-shell and the energy 

liberated in this process is simultaneously transferred to a third electron (Auger electron) at the orbital of L2,3. The 

Auger electron emitted from L2,3 with an identified kinetic energy. 
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Eq. (3) can be rewritten as  

1 2,3K L LKE = E -(E +E )-Φ                            (11) 

where Φ is a parameter related to the electron-electron interaction in the final state and the relaxation 
energies. However, practically the estimation of KE is much complicated because of the transition 

probabilities between singly ionized and doubly ionized state of the atom. In general, since the initial 

ionization is non-selective and the initial hole may therefore be in various shells, there will be many possible 

Auger transitions for a given element, i.e. some is weak, some is strong in intensity. Auger spectroscopy is 

based upon the measurement of the kinetic energies of the emitted electrons. As shown in Fig. 3.5(d, e), each 

element in a sample being studied will give rise to a characteristic spectrum of peaks at various kinetic 

energies.  

3.4 Principles of temperature-programmed-desorption (TPD) 

    The desorption of adsorbed atoms and molecules is one of the most fundamental elementary surface 

kinetic processes. The TPD technique can be used for both the quantitative and qualitative (at least in part) 

characterization of adsorbed molecules on crystal surface in ultra-high vacuum system: (1) the activation 

energy for desorption; (2) information on the nature and strength of lateral adatom interactions; and (3) the 

relative surface coverage of adsorbates.  

The rate of desorption of a surface species follows Arrhenius-type behavior [33]: 

                 n d MM
d M M

-E (θ )dθ
R = = ν(θ )  θ exp( )

dt RT
                               (12) 

where Mν(θ ) is the frequency factor, Mθ is instantaneous coverage, n is kinetic order or desorption order, 

d ME (θ )  is activation energy of desorption and R is gas constant. It is irreversible by increasing surface 

temperature linearly with time t (s) from initial temperature T0 to T(t) with a heating rate k (K/s) to induce 
reaction and desorption occurred on surface. 

      T(t)= T0+ k∙t                                          (13) 

By combining eq.(5) and eq.(6), the intensity of the desorption signal I(T) is obtained as 

 
Figure 3.8 Schematic of TPD measurement. The surface is heated up in a heating rate k from T0 to T(t). Q-mass 

detector records the intensity of desorbing species. TPD profile thus can be obtained in terms of the mass intensity 

as a function of surface temperature. 
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n
dM M M -Edθ ν(θ ) θ

I(T) = exp( )
dt k RT


                                 (14) 

From eq.(7), we can know that at low T, Ed   RT, and little desorption occurs, then the I(T) is vanishingly 

small (I(T)  0); As the temperature T is increased I(T) begins to increase very rapidly when the value of 

RT approaches that of the activation energy, Ed . When the coverage decrease following desorption of 

fraction of monolayer, I(T) thus decreases. I(T) decrease to zero again when the surface is heated to high 

temperature.  

  As shown in Fig. 3.8, by temperature- programmed heating of the sample, the adsorbed molecules desorb 

from the surface into gas-phase. The whole process is programmed by a computer system with 

quasi-simultaneous monitoring of a large number of possible desorbing products. The intensity of desorption 

species is characterized by the quadrupole mass spectrometer (Q-mass) which is the most commonly used 

mass detector in TPD measurements. A quadrupole mass filter consists of four parallel metal rods arranged 

as shown in Fig. 3.9. Two opposite rods have an applied potential of (U + V ∙ cos(wt)) and the other two rods 

have a potential of - (U + V ∙ cos(wt)), where U is a DC voltage and V ∙ cos(wt) is an AC voltage. The applied 

voltages affect the trajectory of ions traveling down the flight path centered between the four rods. For given 

dc and AC voltages, only ions of a certain mass-to-charge ratio (m/z) pass through the quadrupole filter and 

all other ions are thrown out of their original path. A mass spectrum is obtained by monitoring the ions 

passing through the quadrupole filter as the voltages on the rods are varied. 

Example shows the TPD profile following adsorption of CO onto a Pd(111) at 300 K (in Fig. 3.8, right 

side). Peak temperature may be considered as characteristic desorption temperature of CO on Pd(111). The 

peak area indicates the amount of adsorbed CO on Pd(111). However, to identify a specific adsorption 

species, surface spectroscopies should be applied to obtain the structural information of surface spices 

combining with TPD measurements.  

 
Figure 3.9 Schematic of quadrupole mass spectrometer. It consists of an ion source, ion optics to accelerate and 

focus the ions through an aperture into the quadrupole filter, the quadrupole filter itself with control voltage 

supplies, an exit aperture, an ion detector, detection electronics, combining with a high-vacuum system. From 

online website of NASA: http: //attic.gsfc.nasa.gov/huygensgcms/MS_Analyzer_1.htm. 
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3.5 Principles of Infrared reflection-absorption spectroscopy (IRAS) 

Infrared spectroscopy with an advantage of high signal-to-noise ratio (SNR) is widely used to 

characterize molecular adsorption onto single-crystal metal substrates in ultra-high vacuum condition. The 

dielectric properties of the substrate and adsorbate determine the optimum conditions under which the 

RAIRS experiment should be carried out. As shown in Fig. 3.10, the excitation of vibrational adsorbate 

modes on metals is governed by a so-called “surface selection rule”. In this case, the amplitude and phase of 

the reflected radiation depend on the direction of the electric field vector, which is composed of one 

component paralleling with the reflection plane (p-polarized), and a second component normal to the 

reflection plane (s-polarized) [17]. 

 

 

 

Figure 3.11 The relative amplitude ( / ) of the electric field perpendicular to the surface as a function of incident 

angle, together with the quantity ( / ) secφ. The inset shows the dominance of the normal component of the field 

of the surface arising from the component [17]. 

On considering Fresnel’s equations, only the p-polarized radiation shows a significantly resultant 

electromagnetic field close to the metallic surface for high incident angles of radiation near a grazing 

 
Figure 3.10 The reflection geometry showing the s and p components of the electric fields ( ) of incident and 

reflected ( ) radiation. 
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incidence (at ca. 80°) as shown in Fig. 3.11. In contrast, the mean square electric field of radiation polarized 

in the surface plane is negligible due to the 180° phase shift after reflection at the metallic surface. Hence, 

only those vibrations with dipole components perpendicular to the surface can be efficiently excited.  

  IRA spectra contain absorption band structures, related to electronic transitions and vibrations of the bulk, 

the surface, a film, or adsorbed molecules. In reflectance spectroscopy, the absorbance is usually determined 

by calculating the –log(RS/R0), where RS represents the reflectance from the adsorbate-covered substrate, and 

R0 is the reflectance from the bare substrate [17]. 

3.6 Summary 

   In this chapter, we have introduced the principles of the supersonic molecular beam combining with the 

surface analytical techniques. By using the supersonic molecule beam, we can effectively control the energy  

of CO2. The reaction condition such as the cleanness of Cu surface can be checked by applying LEED/AES, 

the reaction produces on the surface can be identified by using TPD measurements and RAIRS technique. 

These techniques thus provide the good conditions to study the dynamics of formate synthesis from CO2 

hydrogenation.  
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Chapter 4 

Dynamics of formate synthesis from CO2 hydrogenation on Cu 

catalysts studied by supersonic molecular beam 

4.1 Introduction 

   Recycling and usage of the CO2 not only can reduce the global warming deriving from the massive CO2 

emissions because of anthropogenic energy demand, but also are the carbon feedstock for methanol synthesis. 

Formate synthesis is the initial important reaction step of the methanol synthesis from the direct 

hydrogenation of CO2, where the reaction probability of the formate formation (~ 10-12) is comparable with 

that of the methanol synthesis. We have already proposed that formate is formed via an ER-type mechanism 

based on the kinetics of pressure dependencies in high-pressure experiments on Cu single-crystal surfaces [1, 

2]. If we assume that the reaction rate is determined by the kinetic or internal energy of CO2, this direct 

reaction mechanism can explain the structure-insensitive character in terms of the similar apparent activation 

energies of 0.58 eV on Cu(111), 0.62 eV on Cu(110), and 0.58 eV on Cu(100), the turnover frequencies 

(TOFs), and the initial reaction rates for formate formation [3-5]. In homogeneous catalytic systems, the 

direct ER-type formate synthesis we proposed is analogous to the insertion of a CO2 molecule directly into a 

Cu-H bond in organometallic copper hydride complexes without CO2 binding with Cu [6, 7]. We recently 

questioned whether the thermal non-equilibrium channel exists if the formate formation takes place by a 

direct reaction between CO2 and the Ha/Cu surface. To obtain solid experimental evidence of the thermal 

non-equilibrium activation of CO2 via the suggested direct ER-type mechanism, we utilized a molecular 

beam technique in order to control the translational and vibrational energies of incident CO2 while varying 

the Cu surface temperature. 

The molecular beam has selected as an excellent tool to study the reaction dynamics in surface science. In 

this work, we present the experimental results about the reaction dynamics of the formate synthesis on Cu 

catalysts by using supersonic molecular beam. To shed the light on the mechanism of formate synthesis, one 

needs to study the dynamics of CO2 catalytic hydrogenation on Cu catalysts. In order to obtain solid 

experimental evidences of the thermal non-equilibrium activation of CO2 via the suggested direct ER-type 

mechanism and clarify the dynamics of formate synthesis, we utilized the molecular beam technique to 

control the translational and vibrational energies of incident CO2 while varying the Cu surface temperature. 

That is, we can supply the energy to CO2 only, without heating the Cu catalysts.  

4.2 Research motivation and objective 

The objective of the research is thus to clarify the mechanism and dynamics of formate synthesis from 

CO2 hydrogenation on the Cu catalyst surfaces using supersonic molecular beam. The research contents can 

be classified three categories as follows, which includes: 

(i) The dynamics of the formate synthesis from CO2 and H2 on Cu surfaces; 
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(ii) The dynamics of the formate decomposition into CO2 and H2 on Cu surfaces; 

(iii) The detailed description of forward and reverse reaction by density functional theory (DFT) calculations. 

In this work, to examine the reaction mechanism experimentally, we have applied to the supersonic 

molecular beam technique combining with techniques of surface analysis. From the principle of 

micro-reversibility, the angle-resolved analysis of the dynamics of CO2 desorption from the formate 

decomposition was carried out to supports the dynamics of formate synthesis. The DFT calculations would 

give us a detailed description of the reaction process between CO2 with the hydrogen adatom on the Cu 

catalysts. 

4.3 Experimental apparatus and methods 

4.3.1 Apparatuses    

In this study, we used two supersonic molecular beam apparatuses to confirm that the nature of 

experimental results (such as the reaction probability of CO2 to form formate) should be identical and not 

dependent of apparatus.   

(1) Type I: large supersonic molecular beam system (LMB)  

  The supersonic molecule beam apparatus has been described elsewhere [1, 2]. The experimental apparatus 

used in the molecular beam work is shown in Fig. 4.1, which is schematically depicted in Fig. 4.2. In Fig. 

4.1, the relative locations of CO2 beam, TPD, FTIR apparatus and scattering detector are illustrated. The 

rotation of Cu sample can be controlled by the manipulator as the highest part. In this experiment, the beam 

incident direction is along the normal direction of Cu surface.  

 

Figure 4.1 Large supersonic molecular beam apparatus as an ultra-high vacuum system. It is 

equipped by a molecular beam generator and scattering detector, and surface analytic techniques such 

as IRAS, TPD measurements. 
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After the beam irradiation, the Cu sample surface has to rotate a 45°angle to the IR position or reversely 

rotate 90° to the Q-mass detector for TPD measurements. As shown in Fig. 4.2, the molecular beam 

apparatus composes three chambers: (1) source chamber, which consists of a beam source, skimmer, nozzle, 

and heater, is mainly evacuated by a diffusion pump with a pumping rate of 2000 L s−1 (for N2). The 

background pressure is lower than 3×10−7 torr. A supersonic molecular beam is generated by free-jet 

expansion from the pinhole (diameter = 50 m) of a cylindrical nozzle (made from Inconel 601), and 

skimmed by a conical skimmer into the reaction chamber through a differential pumping chamber. The 

nozzle temperature for the CO2/He beam can be precisely controlled from room temperature to 1100 K by a 

resistive heater (Fig. 4.2a) within a temperature fluctuation of  2 K. (2) The reaction chamber is equipped 

with a 6-axis manipulator, which is used for sample alignment in the molecular beam collision and scattering 

measurement (Fig. 4.2 b). The background pressure is lower than 3×10−10 torr. The Cu single crystal sample, 

which has two parallel through-holes, is supported by two tantalum filaments welded to two gold rods. (3) 

He-scattering detector chamber. The alignment of the molecular beam scattering geometry against the sample 

was established by the He scattering measurements, where the scattered He beam was detected by the 

quadrupole mass spectrometer (Q-Mass) in the detector chamber. 

Infrared reflection-absorption spectroscopy (IRAS) and TPD measurement 

This spectroscopic technique is used to identify adsorbed species under ultra-high vacuum (UHV) 

conditions. Infrared radiation (IR) is directed onto a well-defined single crystal sample and reflected from a 

metal surface. The infrared components can be absorbed by the surface adsorbed species, which will produce 

characteristic features in the IR spectrum. 

 

Figure 4.2 Schematic of supersonic molecular beam apparatus (top-view). The apparatus is an 

ultra-high vacuum system composed of (1) molecular beam source chamber (< 3×10−7 torr), (2) reaction 

chamber (< 3×10−10 torr), and (3) He-scattering detector chamber. 
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The IRA spectrometer used in this study is a Thermo Scientific Nicolet iS 50 FT-IR with a mid-IR (Fig. 

4.2(f) and Fig. 4.3). The IR detector is made of mercury cadmium telluride (MCT/A, narrow band - 650 cm-1 

cutoff) with high sensitivity. The IRAS measurements were performed by focusing an IR beam onto a small 

Cu single crystal (~ 1 cm diameter) at a grazing incidence angle of about 80° from the surface normal via 

ZnSe windows. The incidence angle of IR beam is important to obtain appreciable intensities for IR bands of 

molecular adsobates, which should be smaller than 15° between the incident direction and the surface, as we 

refer the principle of IRAS in Chapter 4. The further description of the IR measurement will be presented in 

the experimental parts. As shown in Fig. 4.3, the Cu sample was located at the center of reaction chamber. 

During the irradiation of CO2 beam, the front face was facing to the beam at the surface normal direction. 

After the irradiation of CO2 beam, the sample surface was rotated to the IR position by 45° by motor-drove 

manipulator (Fig. 4.3). Before carrying out the IRAS measurements, the MCT/A detector should be cooled 

down to stabilize the detector by liquid nitrogen for 2 hours. Infrared spectra were then taken in a range of 

400-4000 cm-1, with 1200 scans at a resolution of 6 cm-1 for both reference (background) and the sample 

spectra.  

The IR measurement procedure was as follows: (1) stopped the CO2 beam irradiation; (2) sample was 

rotated to the IR position and the IRAS measurement was carried out as sample spectrum; (3) TPD 

measurement was performed to remove the formate species; (4) the reference RAIRS was measured after 

TPD measurements.  

 

Figure 4.3 Schematic of IRAS equipped with the reaction chamber. 
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 (2) Type II: small supersonic molecular beam system (SMB)  

As shown in Figure 4.4, the small molecular beam (SMB) apparatus composes mainly three chambers: (1) 

source chamber, which consists of a beam source, skimmer, nozzle, and heater, is mainly evacuated by a 

TMP with a pumping rate of 520 L s-1 (for N2). The background pressure is lower than 5×10−10 torr. A 

supersonic molecular beam is generated by free-jet expansion from the pinhole (diameter = 50 m) of a 

stainless steel nozzle, and skimmed by a conical skimmer into the reaction chamber through collimator house. 

The nozzle temperature for the CO2/He beam can be precisely controlled from room temperature to 1000 K 

by a resistive heater within a temperature fluctuation of  0.1 K (insets of Figure 1.4(a)); (2) collimator 

house. It is differentially pumped by a TMP with a pumping rate of 320 L s-1, in which the pinhole diameter 

of collimator can be controlled as 0.5 mm, 1.0 mm, 2.0 mm and 5.0 mm; (3) reaction chamber (Figure 

1.4(b)). It is equipped with a manipulator, which is used for sample alignment in the molecular beam 

collision measurement. The background pressure is lower than 3×10−10 torr. The Cu single crystal sample, 

which has two parallel through-holes, is supported by two tantalum filaments welded to two gold rods. The 

 

Figure 4.4 Small supersonic molecular beam (SMB) system. (a) Physical photo of SMB apparatus. The insets 

illustrate the beam source system (composing by nozzle, heater and skimmer) and reaction chamber with atomic 

hydrogen generator, Cu(100) single crystal. (b) Schematic of SMB apparatus (top-view). The apparatus is an 

ultra-high vacuum system composed of (1) molecular beam source chamber (< 5×10−9 torr), (2) reaction chamber 

(< 3×10−10 torr). 
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tantalum filaments also are used to heat the sample. A cryo-pump was used to cool the sample down to 155 K. 

For more details, please see the schematic of SMB, Fig.S3.1 in Appendix. 

4.3.2 Estimation of the translational energy of CO2 molecular beam 

   We estimated the translational energy with a simple calculation that agrees well with the experimentally 

measured translational energy provided by the time-of-flight technique for polyatomic molecular beams 

(such as CH4, CO, and N2 seeded in He) in our experimental apparatus [8]. For the energy width, we 

assumed that the ∆E/E value of CO2 molecules seeded in He is 20–35%, where ∆E is the full width at half 

maximum (FWHM) of the energy distribution. This is because 20–35% is the typical energy spread for the 

polyatomic molecular beam seeded in He from a hot nozzle with a diameter of 50 μm in our experimental 

apparatus [8]. 

As shown in Fig. 4.5, the translational energy is calculated using the following function [8]: 

 

Figure 4.5 The calculated translational energy of incident CO2 molecules as a function of nozzle 

temperature. Various contents of CO2 diluted in He are used to: (1) change the CO2 translational energy when 

the vibrational temperature is fixed; (2) change the CO2 vibrational temperature by vary the nozzle temperature 

at a fixed translational energy. 
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where X is the portion of the gas, Cp is the specific heat of the gas, and Tnozzle is the nozzle temperature. Here, 

the Cp is considered to be independent of Tnozzle. In the case of a mixture of two gases (e.g. CO2 and He), the 

translational energy (ET) can be written as follows by assuming that Cp is independent of temperature as 

(5/2)k and (7/2)k for He and CO2, respectively, where k is the Boltzmann constant. 
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For example, if the mixture ratio is CO2 : He = 1: 9, the translational energy of CO2 can be calculated as: 

       ET = ((5/2) × 0.9 + (7/2) × 0.1) × kTn × (mb/m*) / (1.60 × 10-19) × 1000             (4) 

m* = (ra × ma+ rb × mb) / (ra + rb)                              (5) 

where mb = 44 × 1.67×10−27, ma = 4 × 1.67 × 10−27, k = 1.38 × 10−23, rb = 10, and ra = 90. Therefore, ET = 1.23 

× Tn (meV). For example, when Tn is 1000 K, ET is about 1.23 eV. 

4.3.3 CO2 molecular beam experimental procedure 

   Before the irradiation of CO2 beam onto the surface, we prepare clean Cu surface and atomic hydrogen 

pre-adsorption. The experimental procedure is illustrated in Fig. 4.6. The following is the detailed procedures 

of steps: (1) surfaces are cleaned by Ar+ sputtering; (2) atomic hydrogen pre-adsorption on Cu surface by 

using hydrogen cracker; (3) Heated CO2 beam irradiation on Ha pre-dosed Cu surfaces; (4) Surface product 

on Cu surface is characterized by TPD measurements and IRA spectroscopy. 

 

Figure 4.6 Schematic of experimental procedure for the dynamics study of formate synthesis by using 

molecular beam. Steps are (1) Cu surface cleaning; (2) atomic hydrogen (Ha) preparation; (3) CO2 beam irradiation 

on H/Cu surface; (4) Reaction product is checked by TPD and IRAS. Steps (1) and (2) are the experimental 

preparation methods. Steps of (3) and (4) are for the experimental results. 
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(1) Surface cleaning 

Surface cleaning process is a very important step for this experiment. We used single crystals of Cu(111), 

Cu(110) and Cu(100) (Surface Preparation Laboratory, Netherlands), which are in a disk-shaped plate (2 mm 

thick; diameter φ= 10 mm; 5N purity) with two parallel through-holes. They were mounted to two tantalum 

filaments for resistive heating, and were cleaned by cycles of Ar+ sputtering followed by annealing at 773 K. 

The cleanliness was checked by observing sharp low-energy electron diffraction (LEED) spots and by 

checking the absence of impurity signals in Auger electron spectroscopy (AES) measurements. The LEED 

patterns and AES data for Cu(111) are presented by Fig. S2.8 (Appendix) for monitoring the cleaning process. 

The pressure of Ar gas is 8.0 × 10-5 torr, the beam voltage is 1 kV and the emission current is 10 mA. The 

LEED patterns of Cu(111) were taken at an electron kinetic energy of ~70 eV. After 5 hours Ar+ sputtering, 

the sharp and bright spots with 6-fold symmetry, which is corresponding to the hexagonal lattice symmetry 

of Cu(111). A typical Auger spectrum for the Cu(111) sample also is shown in Fig. S2.8 in Appendix. Peaks 

at 60 eV and 105 eV are assigned to Cu, no peaks due to other the heteroatoms such as sulfur, carbon, 

oxygen appear in the spectrum. Therefore, as described above, the Cu surface can be cleaned by this cleaning 

process. The cleanness of Cu(110) and Cu(100) samples were also confirmed by LEED/AES in a same way.  

 (2) Preparation of atomic hydrogen (Ha) on Cu surfaces 

The adsorbed atomic hydrogen (Ha) was prepared by splitting H2 molecules through a heated tungsten 

filament (diameterφ= 0.30 mm; heating current I = 3.8 A, see Fig. 4.6 and Fig. 4.2(e)). For more details, 

please see the schematic drawing of hydrogen cracker in Fig. S2.7. During the dosing of atomic hydrogen, 

the Cu(111), Cu(110) and Cu(100) were maintained at 200 K, 215 K and 215 K, respectively. The TPD for 

the recombination of atomic hydrogen (Ha + Ha → H2) was measured with different exposures of H2 gas 

(see Appendix). On Cu(111), Cu(110) and Cu(100), the peak position shifts to low temperature with the 

increasing of the atomic hydrogen coverage. Only for the adsorption of hydrogen on Cu(110) an additional 

small low-temperature satellite peak is observed, the desorbing H2 peak temperatures shifts to lower 

temperatures with increasing the exposure of dosed hydrogen gas. The coverage of atomic hydrogen 

corresponds to the TPD-peak area. The TPD peak areas are integrated as a function of H2 exposure. For all 

three copper surfaces, a saturation coverage of 0.5 monolayer (ML) [9] is obtained at the exposure of ~15 L 

(1 L = 10−6 torr s) for Cu(111), ~ 20 L for Cu(110), ~ 15 L for Cu(100).  

4.4 Results and discussion 

4.4.1 Formate (HCOOa) product confirmation 

(1) TPD studies   

The experiments were conducted using UHV-LMB equipped with TPD and IRAS as shown in Fig. 4.1 

and Fig. 4.2. We examined the formation of formate on Cu(111) via the irradiation of a hot CO2 molecular 

beam (5% CO2 diluted in He) by heating the nozzle at 1050 K (translational energy ET = 1.69 eV, ∆E/E = 

0.2–0.35) onto a cold atomic-hydrogen pre-dosed Cu(111) (Ha/Cu(111)) surface at 180 K (for the 

translational energy calculation, see Figure 4.5). We set the surface temperature at 180 K in order to avoid 

the desorption of the pre-dosed atomic hydrogen. After the irradiation of CO2, temperature-programmed 

desorption (TPD) measurements of H2 (m/z = 2), CO2 (m/z = 44), H2O (m/z = 18) and CO (m/z = 28) were 

carried out to confirm the formation of formate species. The detailed calibrations of Q-mass detector and 

detailed calculation methods of the exposure of CO2 beam flux can be seen in Appendix. 
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Figure 4.7 Formation of formate on Cu(111) with different CO2 beam exposures (CO2 molecules/Cu atom) 

traced by temperature-programmed-desorption (TPD). The coverage of pre-dosed hydrogen adatoms are the 

saturated coverage of 0.6 ML. Cu(111) surface is kept at 180 K. The nozzle temperature is 1050 K and the 

translational energy of CO
2
 is 1.69 eV. TPD profiles of (a) H2 (m/z = 2); (b) CO2 (m/z = 44); (c) H2O (m/z = 18); 

(d) CO (m/z=28) after CO2 
beam irradiation to Cu(111) with various exposure of CO2. 
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Figure 4.7 shows sets of TPD profiles of H2 (m/z = 2), CO2 (m/z = 44), H2O (m/z = 18) and CO (m/z = 28) 

to trace the possible products after CO2 irradiation on the saturated Ha/Cu(111). Figure 4.7(a, b) shows series 

of TPD profiles of H2 and CO2 with various exposures of CO2 (in which 0 means no CO2 beam irradiation). 

These two species simultaneously desorb were observed in the range of 390 K – 420 K with TPD peaks at 

around 408 K on Cu(111), which agrees with the previously reported data [10]. As shown in Fig. 4.7(a), the 

peak position of H2 from formate decomposition shifts slightly to lower temperature with increasing the 

exposure of CO2. The same phenomenon occurs in the TPD of CO2 in Fig. 4.7(b) with series of single, 

relatively sharp, symmetric peaks. We note here that the intensity of CO2 mass signal is relatively quite small 

than H2. There are two reasons: 1) CO2 is a heavy molecule so that cryo-pump in the apparatus has high 

pumping speed for CO2; 2) the Q-mass detector has different sensitivities for CO2 and H2, leading to the 

intensity ratio of them is not 2 (according to formate decomposition stoichiometry: HCOOa → CO2 + 1/2 

H2. The molar ratio of CO2 and H2 is 2). Therefore, we used formic acid to prepare formate by 

dehydrogenation on Cu surface, we calibrated the mass sensitivity of Q-mass detector for CO2 and H2, which 

corresponds to molar ratio as 2 (see Appendix). In Fig. 4.7(a), the sets of first H2 peaks in the range of 220 K 

– 360 K with TPD peaks at around 300 K is due to the recombination of pre-dosed atomic hydrogen (2Ha → 

H2.) on Cu(111). The signals of H2O and CO also were monitored by TPD measurements simultaneously as 

shown in Figure 4.7(c, d). With increasing the exposure of CO2 (by increasing the beam irradiation time), 

the H2O desorption peaks at around 215 K appear [11]. It indicates that H2O molecules in background 

accumulately adsorb on the sample holder when the Cu sample was exposed in the beam irradiation 

environment. In Figure 4.7(d), no CO peaks appear in the TPD profiles. We can conclude that when the CO2 

beam has the translational energy of 1.69 eV and vibrational temperature of 1050 K, there was no other 

species such as COOH, HCO species are produced and no dissociation of CO2 to produce CO happened on 

the Cu(111) surface.  

From Fig. 4.7(a, b), we can observe that the heights of H2 and CO2 peaks increase with increasing the 

exposure of CO2 irradiation. Figure 4.8(a) shows the intensity of H2 peak in Fig.4.7(a) as a function of CO2 

exposure. The green and blue uptake curve is from the peaks integration of desorption of H2 from the 

formate decomposition and atomic hydrogenation respected with different CO2 exposures, respectively, as 

shown in Fig. 4.7(a). The purple one is the total hydrogen intensity (formate hydrogen plus recombination 

hydrogen). For the uptake curve of hydrogen from formate, we can see that when the CO2 beam exposure is 

up to 3000 molecules/Cu atom, the formate product is saturated and can’t increase even the CO2 exposure 

increase. The saturation coverage is about 0.13 monolayer (ML), which is still far away from the normal 

saturated condition of formate as 0.25 ML [1]. One possible explanation is that the forming formate species 

at saturation condition block the atomic hydrogen on Cu(111) surface to react with the incident CO2 

molecules. Previous kinetic study reported that the formate decomposition is suggested as a first order 

desorption kinetics [12]. Assuming a standard frequency factor of ν ≈ 1013 s-1, the activation energy for 

desorption can be estimated using Redhead equation [13] to be ∆ ∗  = 101 kJ/mol-1. On the other hand, the 

total hydrogen coverage decreases and remains constant, comparing with the saturated pre-dosed atomic 

hydrogen. It can be explained by (1) some the atomic hydrogen desorbed by CO2/He beam collision; (2) part 

of the formate species desorbs with taking some of the hydrogen.  
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(2) IRAS characterization 

The reaction product has been further confirmed by Infrared spectroscopy. Fig. 4.8(b) shows sets of 

simple IR spectra of formate product on Cu(111) after the irradiation of 5% CO2 molecular beam. In the 

infrared spectrum, the peak at 1362, 2848, and 2949 cm-1 is assigned to the symmetric OCO stretching band 

( (OCO)), the CH stretching mode (CH) and the combination band ( .) of asymmetric OCO 

stretching and the in-plane CH beading modes, respectively. We also observed that there is a shoulder peak 

appears at 1353 cm-1 peak, it may be assigned as the stretching band ( (OCO)) of monoformate. These 

peaks positions were in good agreement with those reported for bridging bidentate formate species on 

Cu(111) prepared by various methods as summarized by Table 4.1. In Fig. 4.8(b), we can observe that the IR 

adsorbance of peaks increases with the increasing of the exposure of CO2 beam. That is, the formate product 

coverage increases when we irradiate the CO2 beam for a longer time. Figure 4.8(c) integrates the IR 

 
Figure 4.8 Formation of formate on Cu(111) with different CO2 beam exposures (CO2 molecules/Cu atom) 

traced by infrared reflection-adsorption spectroscopy (IRAS). The coverage of pre-dosed hydrogen adatoms 

are the saturated coverage of 0.6 ML. Cu(111) surface is kept at 180 K. The nozzle temperature is 1050 K and the 

translational energy of CO2 is 1.69 eV. (a) Integrated areas of hydrogen TPD peaks as a function of the CO2 

exposure. The green and blue dashed curves are the fitting for desorption hydrogen peak at around 300 K and 408 

K in Fig.4.7(a), respectively. The purple curve is fitting for the sum intensity of hydrogen at around 300 K and 408 

K in Fig.4.7 (a). (b) IRA spectra after the CO2 exposure prior to corresponding TPD measurements. (c) IR intensity 

of v(OCO) mode of formate at the wavenumbers 1352 ~1362 cm-1 in (b) as a function of CO
2
 exposure. 
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intensity of stretch mode (OCO) as a function of CO2 exposure, the shape uptake curve is the same with 

the uptake curve (in green) in Fig. 4.8(a). That is, the reaction probabilities are identical from the 

clarification of TPD and IRAS. More typical IRA spectra of formate synthesized on Cu(111) are shown in 

Table 4.1.  

Table 4.1 Vibrational frequencies (cm-1) of the IR peaks for the formate (HCOOa), formic acid (HCOOH), 

methoxy (CH3Oa), methanol (CH3OHa) species on Cu single crystals 

 species (OCO) (CH) . (OH) (C=O) preparation Tsurface ref. 

Cu(111) HCOOa 
1352-1354 2855 2932 - - CO2 

+ H2 323-353 K [5] 

1342-1360 2850 2922 - - HCOOH 325-353 K [1] 

Cu(100) HCOOa 
1325 2870 - - - HCOOH 120 K [14] 

1330 2879 - - - CO2 
+ H2 363 K [3] 

Cu(110) 

HCOOa 

1352-1362 2846-2850 2922-2928 

- 1640-1670* 

CO2 
+ H2 325-353 K [5] 

1352-1362 2846-2848 - HCOOH 353 K [1] 

1360 2920,2960 2922-2928 H2CO, CH3CHO 400 K [15] 

1355 2848 2930 HCOOH 200 K [16] 

1348-1358 2891-2900 2946-2955 HCOOH 270 K [17] 

HCOOHa - 2937 - 3100 1733 HCOOH 85 K [16]  

CH3Oa - 1391, 1337#  - - 
1016 
(C-O) 

CH3OH 255 K [18] 

CH3OHa - 2945, 2985c - 3280 3675 CH3OH 90 K [15, 18] 

Notes: *, from monodentate of HCOOa; #, 1391 cm-1 is due to the mode (CH3), 1337 cm-1 for the mode 

of (CH3); c, 1391 cm-1 is asymmetric stretching (CH3). 

   In conclusion, from both TPD and IRAS measurements, formate has been successfully synthesis by 

energetic CO2 beam molecules colliding with the hydrogen adatoms on a Cu(111) surfaces. In the study, the 

experimental condition that the CO2 is heated while the Cu surface was kept at low temperature as 180 K, 

which is different from precious studies that formate can be synthesized by a high pressure CO2/H2 [1]. On 

the other hand, the H adatoms has no reaction with co-adsorbed CO2 on Cu(110) surface at around 95 K [12]. 

The formate coverage shows a saturation condition, in spite of there are hydrogen adatoms left on the surface 

while the hydrogen has no reaction with the incident CO2 molecules any more. On the other hand, the 

produced formate is not further hydrogenated by the co-adsorption H adatoms on Cu(111), indicating that Cu 

single crystal surface at low temperature doesn’t support the hydrogenation of formate to produce other 

species. Therefore, the fact that formate is the only product from the energetic CO2 molecules with hydrogen 

adatom on Cu surface which can provide a novel model to study the dynamics of CO2 activation on Cu 

surfaces. 
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4.4.2 Effects on the reaction probability of CO2 to form formate (HCOOa)  

4.4.2.1 Cu surface temperature effect and Cu surface structure effect 

Generally, most of the heterogeneous catalysis proceeds via Langmuir-Hinshelwood mechanism. Both 

surface temperature and surface structure thus have great contribution on the reaction rate. In this study, the 

formate synthesis example gives us a good model to study these properties. 

We thus investigate the effects of Cu surface temperature on the reaction probability of CO2 to form 

formate. Figure 4.9 – Figure 4.13 show the sets of TPD profiles of H2 (m/z = 2), CO2 (m/z = 44) (for the 

respective TPD profiles of H2O (m/z = 18) and CO (m/z = 28), please see Appendix) from formate 

decomposition after CO2 irradiation on the saturated Ha/Cu(111) with different surface temperature at 120 K, 

140 K, 160 K, 180 K and 200 K, respectively. In these experiments, the nozzle temperature is the same as 

1000 K and the translational energy of CO2 is 2.16 eV. We see that the intensities of CO2 and H2 from the 

decomposition of surface formate increase with increasing the exposure of CO2 beam at various surface 

temperatures. In Figure 4.9(b), the first large and sharp CO2 TPD peaks come from the background CO2 

desorbed from the sample holder due to the Cu sample is keeping at 120 K. The intensities of sets of CO2 

peaks decrease with the surface temperature increasing and disappear up to 160 K. 

  

 

Figure 4.9 Formation of formate on Cu(111) with different CO2 beam exposures (CO2 molecules/Cu atom) 

traced by temperature-programmed-desorption (TPD). Cu(111) surface is kept at 120 K. The coverage of 

pre-dosed hydrogen adatoms are the saturated coverage of 0.6 ML. The nozzle temperature is 1000 K and the 

translational energy of CO2 is 2.16 eV. TPD profiles of (a) H2 (m/z = 2); (b) CO2 (m/z = 44); 
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Figure 4.10 Formation of formate on Cu(111) with different CO2 beam exposures (CO2 molecules/Cu atom) 

traced by temperature-programmed-desorption (TPD). Cu(111) surface is kept at 140 K. The coverage of 

pre-dosed hydrogen adatoms are the saturated coverage of 0.6 ML. The nozzle temperature is 1000 K and the 

translational energy of CO2 is 2.16 eV. TPD profiles of (a) H2 (m/z = 2); (b) CO2 (m/z = 44); 

 

Figure 4.11 Formation of formate on Cu(111) with different CO2 beam exposures (CO2 molecules/Cu atom) 

traced by temperature-programmed-desorption (TPD). Cu(111) surface is kept at 160 K. The coverage of 

pre-dosed hydrogen adatoms are the saturated coverage of 0.6 ML. The nozzle temperature is 1000 K and the 

translational energy of CO2 is 2.16 eV. TPD profiles of (a) H2 (m/z = 2); (b) CO2 (m/z = 44); 
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Figure 4.12 Formation of formate on Cu(111) with different CO2 beam exposures (CO2 molecules/Cu atom) 

traced by temperature-programmed-desorption (TPD). Cu(111) surface is kept at 180 K. The coverage of 

pre-dosed hydrogen adatoms are the saturated coverage of 0.6 ML. The nozzle temperature is 1000 K and the 

translational energy of CO2 is 2.16 eV. TPD profiles of (a) H2 (m/z = 2); (b) CO2 (m/z = 44); 

 

Figure 4.13 Formation of formate on Cu(111) with different CO2 beam exposures (CO2 molecules/Cu atom) 

traced by temperature-programmed-desorption (TPD). Cu(111) surface is kept at 200 K. The coverage of 

pre-dosed hydrogen adatoms are the saturated coverage of 0.6 ML. The nozzle temperature is 1000 K and the 

translational energy of CO2 is 2.16 eV. TPD profiles of (a) H2 (m/z = 2); (b) CO2 (m/z = 44); 
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Figure 4.14 Formation of formate on Cu(100) with different CO2 beam exposures (CO2 molecules/Cu atom) 

traced by temperature-programmed-desorption (TPD). Cu(100) surface is kept at 160 K, 180 K, 200 K and 

210 K, respectively. The coverage of pre-dosed hydrogen adatoms are the saturated coverage of 0.6 ML. The 

nozzle temperature is 1000 K and the translational energy of CO2 is 2.16 eV. TPD profiles of (a, c) H2 (m/z = 2); 

(b, c) CO2 (m/z = 44); 
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Similarly, surface temperature effects also were investigated on a Cu(100) single crystal surface. Figure 

4.14 shows the sets of TPD profiles of H2 (m/z = 2), CO2 (m/z = 44) from formate decomposition after CO2 

irradiation on the saturated Ha/Cu(100) with different surface temperature at 160 K, 180 K, 200 K and 210 K, 

respectively. In these TPD files, the asymmetry of first H2 peaks may be due to the anisotropy of Cu(100) 

after CO2 beam irradiation. 

Figure 4.15 show the hydrogen intensities from formate decomposition as a function of total exposure of 

CO2 on Cu surfaces, which is derived from the TPD data of formate-H2 in Fig. 4.9(a) - Fig.4.13(a) on Cu(111) 

and Fig. 4.14(a, c) on Cu(100). The CO2 translational energy was fixed at 2.16 eV and a constant vibrational 

temperature of 1000 K (Tnozzle = 1000 K) by using 1% CO2/He mixture gas as an incident beam. They can be 

regarded as buildup curves because the intensity of TPD hydrogen is known to be proportional to the formate 

coverage on Cu surfaces. As shown in Fig. 4.15(a), the saturated coverage was identical regardless of the 

Cu(111) surface temperature in the range of 120 K – 200 K. From the initial slope of the uptake curve, the 

reaction probability is estimated to be ~ 1.2 ×10−3, which is much higher than that of high-pressure formate 

synthesis (~ 2.0×10−12) at 380 torr CO2/380 torr H2 and 340 K [3]. For more details about the calculation of 

reaction probability of CO2, please see Appendix. 

Similarly, the coverage of formate product is dependence on the CO2 beam exposure but regardless to the 

surface temperature either in the range of 160 K – 210 K. The saturating behavior seen in Figure 4.15(b) is 

probably due to the coverage formate product, inhibiting surface reactions between the CO2 and atomic 

hydrogen. We thus estimated the equilibrium coverage formate product as 0.22 ML, which is comparable 

with reported saturation condition of formate on Cu surfaces as 0.25 ML.  

Figure 4.16 shows the surfaces temperature dependence surface structure dependence of the reaction 

probability of CO2 to form formate. The reaction probabilities are obtained from the initial formation rate of 

formate derived from the results in Fig. 4.15. We can see that the reaction probabilities for Cu(111) and 

Cu(100) are in the same order of magnitude. That is, the initial reaction probability of CO2 with a constant 

kinetic energy (ET = 2.16 eV, Tv = 1000 K) is independence on both surface temperature (Ts) and surface 

structure. These results suggest that the CO2 molecule react directly with the hydrogen atom adsorbed on Cu 

surface. That is, the reaction proceeds via Eley-Rideal (ER) type mechanism which doesn’t process the 

intermediate trapping or hot precursor state. Therefore, the reaction proceeds via a direction chanel so the 

reaction probability of CO2 is independence of surface structure. On the other hand, this mode is different 

from the well-known example of CO2 hydrogenation on Ni surfaces to form formate. In latter study, CO2 is 

negatively charged by Ni surface via carbon chemically bonded. With the temperature is increased and H 

approaches, formate is yielded through Langmuir-Hinshelwood mechanism [19, 20]. 

According to previous report, the reaction activation barrier of formate synthesis from CO2 hydrogenation 

is estimated as 0.7 eV on Cu(110) and Cu(111) surface [2]. The reaction occurs on Cu(111) and Cu(100), 

obviously such a barrier exists, which can’t overcome by the co-adsorbed CO2 and atomic hydrogen at 95 K 

by coupling to the heat bath of the Cu surface [12], but instead requires accumulation of energy to a certain 

degree of freedom of the impinging CO2 molecule. That is, the adsorbed hydrogen atom and Cu surface can’t 

activate OCO bending mode of CO2 which is required for the accomplishment of the reaction. Therefore, the 

reaction probability of CO2 is independence of surface temperature. Few of gas-surface reactions illustrate 

such characters, to the best of our knowledge, except for the dissociative chemisorption of H2 on Ni surfaces 

is insensitive with surface temperature, but is sensitive to the surface structure [21]. 
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Figure 4.15 The dependencies of the yielding formate amounts on Tsurface and CO2 exposure in CO2 

molecular beam experiments on (a) Cu(111) surface; (b) Cu(100) surface. (a) Peak area intensity of TPD-H2 

from the product HCOOa decomposition as a function of CO2 beam exposure on a saturated Ha/Cu(111) with 

different surface temperatures derived from Fig. 4.9(a) - Fig.4.13(a). (b) Similar the coverage of formate formate 

dependence on the exposure of CO2 beam at a saturated pre-dosed Ha on Cu(100) with different surface 

temperatures derived from Fig. 4.14(a, c). 
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4.4.2.2 Translational energy and vibrational energy effects 

We have known that the surface temperature and surface structure have no effects on the initial reaction 

probability of CO2 transformation into formate on Cu single crystal surfaces. Direct reaction between 

gas-phase CO2 with hydrogen adatoms occurs on Cu surfaces. Therefore, increasing both translational energy 

and vibrational energy would promote the reaction.  

  Figure 4.17 shows the dependencies of the yielding formate amounts on the translational energy of CO2 

beam molecules on both Cu(111) and Cu(100) surfaces. As shown in Fig. 4.5, the translational energies can 

be varied from 1.23 eV to 2.16 eV by changing the ratios of CO2 in helium mixture gas, while the nozzle 

temperature was keeping at 1000 K to fix the vibrational energy of CO2 (Evib = 66 meV) and surface 

temperature was maintained at 180 K. We found that total amounts of hydrogen (amounts of unreacted 

hydrogen plus formate hydrogen) decrease after CO2 beam irradiation, while keep constant when the formate 

is saturated on Cu(111) (see purple uptake curve in Fig. 4.8 (a)). Maybe this is because the formate species 

stabilizes the atomic hydrogen on Cu surface through hydrogen bonds. On the other hand, the loss of 

hydrogen increases with the increasing of the translational energy of CO2 on Cu(100) (see Fig.S 3.1 in 

Appendix). This is probably due to some of the hydrogen adatoms are kidded out from surface by the beam 

irradiations. 

 Similarly, Figure 4.18 shows the dependencies of the yielding formate amounts on the vibrational energy of 

CO2 beam molecules on both Cu(111) and Cu(100) surfaces. In Fig. 4.18 (a), no formate was formed when 

 

Figure 4.16 The initial reaction probability for CO2 hydrogenation to form formate on Cu(111) and Cu(100) 

surfaces as a function of surface temperature. The data are derived from Fig. 4.15 under a fixed translational 

energy and vibrational temperature of incident CO2 beam molecules. 
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the vibrational temperature of CO2 was as lower as 660 K even though the translational energy was as large 

as 1.4 eV. Therefore, there should be a threshold of vibrational energy to activate a CO2 molecule and a 

limitation of the transformation of translational energy into vibrational energy for a CO2 molecule. 

We plot the reaction probabilities of CO2 to form formate as a function of Etrans and Evib of CO2 molecules 

in Figure 4.19. The translation energies were calculated from Figure 4.5 by changing the ratios of CO2 in 

CO2/He beam mixtures at a constant nozzle temperature as 1000 K. The vibrational energy was obtained by 

varying the nozzle temperature while keeping the translational energy at 1.4 eV. Series experiments thus 

were carried out at the same surface temperature as 180 K. The data in Figure 4.19 show that the reaction 

probabilities are exponentially increase significantly at all Etrans and Evib studied. On the other hand, the 

reaction probabilities are almost same for both Cu(111) and Cu(100) surfaces if the reaction conditions are 

corresponding. It indicates again that the reaction probability has no surface structure dependence.  

 
Figure 4.17 The dependencies of yielding formate amounts on translational energy of CO2 (Etrans) at a 

constant vibrational temperature as 1000 K (Evib = 66 meV) of CO2. (a) Cu(111) surface; (b) Cu(100) surface. 

Peak area intensities of TPD-H2 from the product HCOOa decomposition were plotted as a function of CO2 beam 

exposure. Pre-dosed Ha is at a saturated coverage as 0.6 ML on both Cu(111) and Cu(100) at 180 K. 
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  In Figure 4.19(a), the translational energy of CO2 beam molecules is large (1.23 eV – 2.16 eV) comparing 

with the DFT calculation for the reaction barrier (~ 0.71 eV). In contract, the calculated average vibrational 

energies are as low as 0.053 eV – 0.066 eV in Figure 4.19(b), while the Etrans is as high as 1.4 eV, leading to 

the yielding of formate species. Therefore, beside of part of the high translational energy of CO2 may use to 

overcome the Pauli repulsion to approach to H adatom, part of them may use to induce the phonon excitation 

(mainly) and electron-hole excitation when the molecule collides to the surface. On one hand, differ from Ha, 

due to its light mass, its scattering or chemisorption on a metal surface makes the translational energy 

transfer is inefficient [22]. For the CO2 molecules with heavy mass (m/z = 44), energy and momentum losses 

are ascribed to the transfer of CO2 translational energy to heavy Cu surface atoms (m/z = 64 ) is efficient.  

 
Figure 4.18 The dependencies of yielding formate amounts on vibrational energy of CO2 (Evib) at a constant 

translational temperature as 1000 K (Etrans = 1.4 eV) of CO2. (a) Cu(111) surface; (b) Cu(100) surface. Peak 

area intensities of TPD-H2 from the product HCOOa decomposition were plotted as a function of CO2 beam 

exposure. Pre-dosed Ha is at a saturated coverage as 0.6 ML on both Cu(111) and Cu(100) at 180 K. 
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How much translational energy CO2 molecule loses in the collision at surface can be estimated by building 

up two models of Hard Cube model and Smooth Surface model [23]. On the other hand, in the reaction event, 

part of Etrans would convert into Evib resulting from the interaction between CO2 molecule and Cu surface in 

terms of the synergy of Pauli repulsion (see Appendix) and Van der Waals force. This may be because the 

charge distribution in the CO2 molecules with a bending mode is uneven. That is, carbon atom is much 

positive charged while oxygen would be negative charged. The carbon atom and two oxygen atoms would 

obtain different repulsive force from the surface. Therefore, the vibrational energy of CO2 would increase. 

 

 
Figure 4.19 The initial reaction probability of CO2 hydrogenation to form formate on Cu(111) and Cu(100) 

surfaces: (a) as a function of translational energy of incident CO2 molecules along surface normal direction; (b) as 

a function of average vibrational energy of incident CO2 molecules along surface normal direction. The Cu surfaces 

are maintained at 180 K. 
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  As we mentioned in Chapter 3, supersonic molecular beam system can generate CO2 molecules with sharp 

distribution of translational energy, while the vibrational energy of CO2 molecules is still in a 

Maxwell-Boltzmann distribution. In Fig. 4.19, the reaction probabilities exponentially increase with 

increasing the vibrational energies, which thus can be fitted as an Arrhenius form. For the translational 

energy dependence, part of translational energy transforms into vibrational energy. Upon collision of tilted 

CO2 molecules with Cu surface near the hydrogen atoms, the translational energies may be distributed to 

vibrational, rotational, and translational energies of CO2 accompanied with energy dissipations into the Cu 

surface. For example, the translation energy of 1.4 eV may be converted to vibrational energies with a 

Boltzmann distribution and some parts of CO2 will gain vibrational energy above 0.4 eV. 

From the difference of the slops of two linear fitting line, we calculation the efficiency for reaction 

probability as =  Δln Δ⁄  = 5, which is much smaller than the calculated vibrational energy 

efficiency as 41. Therefore, we concluded that the vibrational energy of CO2 is much preference than the 

translational energy in the formate synthesis. 

4.4.2.3 Coverage of pre-dosed atomic hydrogen effects 

   The initial reaction probability of thermal CO2 and H2 gas on Cu surface is known to be as low as ~ 10-12. 

Kinetics study on formate synthesis indicates that the formate formation rate has no H2 gas pressure 

dependence, suggesting that the hydrogen adatoms dissociated from H2 molecules blocked the reaction 

between CO2 and Ha due to the that H adatoms occupy the bare Cu surface atoms. In the molecular beam 

experiment, we also investigated the effect of hydrogen pre-dosed coverage on the reaction probability of 

 
Figure 4.20 Dependence of the initial reaction probability of CO2 hydrogenation to form formate on the 

pre-dosed atomic hydrogen coverage on Cu(111). The translational energy and vibrational temperature were fixed 

at 1.4 eV and 1000 K, respectively. The surface temperature was 180 K. The pre-dosed hydrogen coverages were 

prepared as 0.6 monolayer (ML), 3.5ML and 0.09 ML on Cu(111).  
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CO2. The incident energy of CO2 (ET = 1.43 eV, Tvib. = 1000 K) was fixed and the surface temperature was 

maintaining at 180 K. Three different coverages as 0.6 ML (saturated), 0.35 ML and 0.09 ML of pre-dosed 

atomic hydrogen were used. Figure 4.20 shows the results about the dependence of the initial reaction 

probability of CO2 hydrogenation to form formate on the pre-dosed atomic hydrogen coverages on Cu(111).  

Here, we monitored the hydrogen decomposition from formate decomposition which can be considered the 

intensity of formate on Cu(111).  

First, the formate saturation condition is corresponding to the coverage of pre-dosed hydrogen. However, 

we still can observe the unreactive atomic hydrogen associative desorption from the surface during the TPD 

measurements. It is thus an open question that why there are unreactive hydrogen atoms which do not react 

with incident CO2 molecules while the formate still is not in normal saturation condition (0.25 ML). Second, 

the reaction probability of CO2 to synthesize formate is independence of the coverages of pre-dosed atomic 

hydrogen. It probable can be explained the cross-section of the CO2 molecular beam should be the same 

when the CO2 molecules attack hydrogen adatoms on the Cu(111) surface. 

4.4.2.4 Tunneling effects 

    Transition-state-theory (TST) guides that the classical reaction motion should be along the reaction 

coordinate. However, according to quantum mechanics, tunneling effect may exist in hydrogen-involved 

 
Figure 4.21 The dependencies of formate formation on hydrogen isotope effect and CO2 exposure in CO2 molecular 

beam experiments on Cu(100) traced by TPD (Tnozzle = 1000 K, Etrans = 1.23 eV. Ts = 215 K, heating rate 2.0 K/s). (a, 

d) Ha predosed on Cu(100) (CO2: 1.4×104 L). (a) H2 (m/z=2) and (d) CO2 (m/z = 44) TPD signal. (b, e) Da predosed 

on Cu(100) (CO2: 1.4×104 L).(b) D2 (m/z=4), HD (m/z=3), H2 (m/z=2) and (e) CO2 (m/z = 44) TPD signals. (c, f) Da 

predosed on Cu(100) (CO2: 2.8×104 L). (c) D2 (m/z=4), HD (m/z=3), H2 (m/z=2) and (f) CO2 (m/z = 44) TPD 

signals. 
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reactions that hydrogen atom tunnels through the potential barrier [24, 25]. V. P. Zhdanov theoretically 

suggested that the apparent Arrhenius parameters (pre-exponential factor and activation energy) may 

decrease with decreasing reaction temperature because of tunneling effect [26]. However, since the 

heterogeneous catalytic reactions usually occur at higher temperatures, the tunneling effects are always 

neglected in the heterogeneous catalytic process. In order to clarify the ER mechanism for formate synthesis, 

we thus investigate whether the tunneling effects exist in the CO2 hydrogenation on Cu catalysts. 

Similar molecular beam experiments were carried out on Cu(100) by using D2 as well as H2 to investigate 

the isotope effect on the reaction. As shown in Figure 4.21, the simultaneous desorption of CO2 and D2 were 

observed at 450 K in TPD after the irradiation of CO2 with Tnozzle at 1000 K on Cu(100) at 215 K. This shows 

the formation of DCOO on the Cu(100) surface by the molecular beam CO2 irradiation. From the 

comparison of the TPD results between on H/Cu(100) and D/Cu(100), it is found that the production yield is 

about 2.6 times larger for H/Cu(100) compared to D/Cu(100). The small difference in the production yield 

clearly indicates that no significant tunneling effect in the formate synthesis. That is, formate formation is 

required for CO2 directly attacks hydrogen adatom on Cu surface. 

4.4.3 Vibrational state population fraction of CO2  

The number of vibrational modes (different types of vibrations) in a CO2 molecule is 3N-5 = 4, where N 

= 3 is the number of atoms. These vibrational modes, shown in Figure 4.22(a), are responsible for the heat 

excitation by the heating of nozzle. The arrows indicate the directions of motion, Vibrations labeled  and  

 
Figure 4.22 (a) The vibrational modes of a CO2 molecule,  is symmetric C-O stretch,  is the bend mode 

and  is as asymmetric C-O stretch. (b) The dependence of population fraction of vibrational state ( ) of CO2 

molecule dependence on nozzle temperature (Tnozzle).  
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 represent the stretching of the chemical bonds, one in a symmetric mode ( ), in which both C=O bonds 

lengthen and contract together (in-phase), and the other in an asymmetric mode ( ), in which one bond 

shortens while the other lengthens. The other two equal-energy bending vibrations in CO2 are identical to be 

a  mode, except that one bending mode is in the plane of the paper, and one is out of the plane of paper. 

Since the bending excitation is important to the conversion of linear CO2 molecule to the Cu-formate, we 

estimated the population fraction of vibrational state of CO2 only for  mode and didn’t consider the 

symmetric mode ( = 0) and symmetric mode ( = 0).  

During the free jet expansion, binary collisions among the molecules occur about 100 ~ 1000 times [27], 

resulting in internal energy relaxation and to energy transfer from the rotational modes to kinetic energy in 

the direction of jet expansion. However, the vibrational degrees of freedom generally almost remain during 

supersonic expansion, since for thousands of collisions may be required for energy conversion into 

translational energy [27]. Therefore, we may estimate the relative population in the i-th vibration state by the 

Boltzmann distribution: 

v=i v=i B n vP =exp(-E / k T ) / Z                                  (1) 

where 
v= iE  is the energy of the i-th vibrational state, Bk is Boltzmann’s constant, nT  is the nozzle 

temperature and 
vZ is the vibrational contribution of the partition function [28]. The vibrational state 

population fraction of CO2 can be thus expressed as: 

i

i

v

vi

g

g



v=i B n
v=i

v=i B n

exp(-E / k T )
P

exp(-E / k T )
                                (2)   

For example, the ratio between the population of  = 1 and  = 0 vibrational states population 

fraction is 0.919 (~91.87%) for Tn = 300 K [29-31]. Figure 4.22(b) shows the CO2 population fraction of 

vibrational state as a function of nozzle temperature based on our calculations. When the nozzle is at room 

temperature (~300 K), the majority of the vibrational modes are at low energy levels such as v(000), v(010) 

and v(020). In the 10% CO2 beam experiments, we found that no formate was formed when the nozzle 

temperature is below 950 K. Therefore, the activation of CO2 vibrational mode to form the formate requires 

high nozzle temperature up to 1000 K, that is, it requires the increase of the population fractions of CO2 

molecule with high energy levels of the bending modes. On the other hand, the nozzle temperature can 

decrease to 775 K in the experiment of 1% CO2 (Figure 4.18(a)) to form formate, indicating that the 

translational energy of CO2 has also a great promotion to active the CO2 molecule even at lower vibrational 

energy level. 
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4.5 Summary and conclusion 

 

   We experimentally show the evidences to prove that formate synthesis from CO2 hydrogenation on Cu 

catalysts proceeds via an ER-type mechanism, as schematically shown in Fig. 4.23. That is, the CO2 

molecule directly attacks the hydrogen adatom on the Cu surfaces, because both translational energy and 

vibrational energies promote the reaction. The reaction mechanism is consistent with the suggestions by 

kinetic analysis mentioned in Chapter 1. We consider the Eley-Rideal type mechanism includes many 

important dynamics concepts such as non-Born-Oppenheimer approximation (BOA), non-adiabatic process 

and thermal non-equilibrium process, which are introduced in Chapter 2. The important evidences are 

summarized as follows: 

(1) The surface-insensitive reaction 

We have successfully synthesize the formate on Cu(111) and Cu(100) by using molecular beam. The 

reaction may be not sensitive to the surface structure. According to the definition of ER-type mechanism, the 

surface-insensitivity is a significant property for the direct gas-surface reaction. 

(2) The independence on the Cu surface temperature 

Usually, the rates of heterogeneously catalytic reactions on surfaces are dependent on catalysts’ 

temperature. However, we found the formate synthesis seems to be insensitive to the Cu surface temperature, 

that is, this should be a direct reaction between CO2 and hydrogen where the CO2 is without passing through 

a trapping or precursor state before the reaction. 

(3) Minor tunneling effects 

Our isotope experiments on Cu(100) surface further shows that the tunneling effect in the formate 

synthesis is minor or even negligible because CO2 still reacts with the heavy deuterium atoms on the surface. 

 

Figure 4.23 Schematics illustration of formate synthesis proceeding via Eley-Rideal (ER)-type mechanism 

on Cu surfaces. 
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(4) Translational energy and/or vibrational effects 

We showed that both translational energy and vibrational energy are required for the formate synthesis. 

The translational energy of CO2 may transform into the vibrational energy. The vibrational energy is much 

preference for CO2 than translational energy to the formate synthesis on Cu surfaces. 

It is worth noting that no reaction of CO2 adsorbed species (CO2, a) with co-adsorbed Ha occurs on Cu(110) 

at 98 K under thermal equilibrium [12]. To the best of our knowledge, the formation of formate species on 

Cu surfaces is the first example of an ER-type mechanism among industrial catalytic reactions.  
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Chapter 5  

Dynamics of formate decomposition on Cu catalysts studied by 

angle-resolved analysis of desorbing CO2 product 

5.1 Introduction  

 Energy transfer and bond rupture/formation are two important events in a chemical reaction [1, 2]. 

Consequently, the reaction mechanism must be examined with both aspects in mind. For gas-phase 

bimolecular reactions, energy transfer processes have been extensively examined by applying crossed 

molecular beam techniques, where detailed dynamical parameters such as total momentum, energy, and 

angular momentum, before and after the collision events, can describe the partitioning of energy into each 

available mode of the products [3, 4]. On the other hand, to study how the energy released in the 

gas-surface reaction is disposed in the products is one of the promising approaches to investigate the 

reaction dynamics [5-7]. However, characterizing the energy transfer processes in gas-surface chemical 

reactions is challenging because of the large number of degrees of freedom available to the surface atoms. 

In chapter 5, we have shown the thermal non-equilibrium character for the formate synthesis from CO2 via 

ER-type mechanism by using supersonic molecular beam technique. As the comprehensive study, the 

dynamics of formate synthesis can be inferred by the reverse process as the CO2 desorption measurements 

from formate decomposition on the basis of mircro-reversibility principle. 

The measurement of angular distributions of desorbing species after having been supplied to the surface 

by a molecular beam have been extensively studied since 1960s [8]. Many researchers had discussed that 

thermal equilibrium between desorbing species and the surface is in favor of a cosine or Maxwellian 

distribution of desorbing species on the basis of second low of the thermodynamics [9-11]. However, Comsa 

argued that the species leaving from the surface are including the elastically and inelastically scattered ones, 

the cosine/maxwillian distributions are the behavior of sum of these species [12]. So the desorbing species 

would show a non-cosine distribution if the scattering is abstracted because force exerting the molecule from 

the surface may be not isotropic. One of the well-known experiments by van Willigen in surface physics is 

that the permeated hydrogen associated desorbing from Fe, Pd and Ni showed strongly sharp angular 

distribution along the surface normal direction. It was found that the energy distribution of the hydrogen 

molecules desorbing over the barrier had to exhibit a mean particle energy which is larger than the 2 T 

expected from Maxwellian distribution [13]. That is, the associatively desorbing atomic hydrogen obtained a 

repulsive force from the surface. Similar behavior has also been observed in the thermal recombination 

desorption of nitrogen on Cu(111) surface [14].  

The energy released from the surface reaction mainly depends on the location of the transition state and 

the surface structure. For example, the partitioning of energy between translational energy and vibrational 

excitation reveals information about the repulsion between the molecule and the surface and how the 

vibrational coordinate changes as the molecule desorbing from the transition state into vacuum. On the basis 

of the principle of detailed balance, the thermal non-equilibrium dynamics observed for formate synthesis on 

Cu surfaces should reflect the dynamics of the reverse reaction, i.e. the decomposition of formate into CO2 
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and Ha (HCOOa → CO2 + Ha). The forward and backward reaction should share the same transition state 

structure. More specifically, the potential energy difference of formate decomposition between the transition 

state (TS) and the final state of CO2 + Ha should be converted to the translational and/or vibrational energy of 

product CO2 molecules rather than the dissipation of heat onto the Cu surface. Such hyper-thermal molecules 

would receive repulsive force from surfaces and show sharp angular distributions that deviate from the 

cosine law [15], which can be measured by angle-resolved steady-state desorption (AR-SSD) and 

angle-resolved temperature programmed desorption (AR-TPD) [16-18]. To analyze a gas-surface chemical 

reaction, angle-resolved (AR) analysis of the desorbed products from the surface is one of the direct methods 

used because it relates to the transition state (TS) structure of the reaction. In this Chapter, we present the 

angle-resolved dynamical analysis of formate decomposition on Cu catalysts through carrying out two 

experiments: a thermal formate decomposition experiment for AR-TPD and a steady-state reaction of 

HCOOH and O2 for AR-SSD. 

5.2 CO2 desorption from thermal decomposition of adsorbed formate (HCOOa → CO2 + Ha) 

We have successfully synthesized formate by using CO2 beam and shown that the reaction follows ER-type 

mechanism. If there is an active state (like hot precursor/atom) on the surface just before formate synthesis 

or/and just before desorption in the thermal decomposition, the CO2 may be scattered by co-adsorbed species 

on its trajectory, it would yield a CO2 desorption at the deviated angle from the normal direction of surface in 

a certain reaction condition. Angle-resolved (AR) product desorption analysis has provided a method to 

directly assign active surface species from desorbing products [16]. It is in contrast to structural analysis with 

surface spectroscopy such as vibrational spectroscopy and diffraction methods, which are based on the signal 

from surface species after energy dissipation. In this study, we examined this kind of desorption dynamics by 

applying AR-TPD to measure the intensity distributions of CO2 desorbing from thermal decomposition of 

formate on three low index surfaces: Cu(111), Cu(110) and Cu(100), and investigated the sensitivity of the 

desorption dynamics on the surface structure. 

5.2.1 Experimental apparatus 

The AR-TPD has been described elsewhere for the surface reaction studies [16, 19]. Here, the details also 

are introduced. As shown in Figure 5.1, the apparatus is an ultra-high vacuum system composed of three 

chambers that are separately pumped. The reaction chamber was equipped with an Ar+ ion gun, sample 

manipulator and LEED system. The slit chamber consists of two slits; the two slits can yield reliable AR 

signals because they effectively separate the CO2 molecules that arrive directly through surface reactions 

from those that are emitted into the reaction chamber and scattered from the chamber wall. The analyser 

chamber has a quadrupole mass (Q-mass) spectrometer for AR-TPD. The AR signals were calibrated by 

considering area factors (see Appendix). Upon temperature programmed heating, formate decomposition was 

observed by the angle-resolved mass spectrum signals of product 13CO2 and H2 in TPD measurements. 

5.2.2 Experimental methods 

The sample surfaces of the single crystals Cu(111), Cu(110) and Cu(111) (all sample with: 2 mm thick, 

diameter ∅ = 10 mm, 5N purity. Surface Preparation Laboratory, Netherlands) were suspended by two 

tantalum wires through two parallel holes in the sample for their experiments, repectively. The tantalum 

wires were also used as a filament for the resistive heating of the sample. The Cu(111), Cu(110), and Cu(100) 

surfaces were cleaned by the same method as molecular beam experiments. That is, the samples were 

cleaned by cycles of Ar+ sputtering followed by annealing at 773 K. The sample cleanliness was checked by 
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observing sharp diffraction spots in LEED pattern and Auger electron spectroscopy.  

The 13C-formic acid (H13COOH) (Aldrich, purity  98%, 99% of 13C) liquid sample was purified by 

freeze-pump-thaw cycles in order to remove any dissolved gases. The surface adsorbed formate (H13COO) 

species was prepared as follows. (i) On clean Cu(110) and Cu(100) surfaces, we directly introduced 
13C-formic acid (H13COOH) (Aldrich, purity  98%, 99% of 13C). (ii) On the clean Cu(111) surface, we 

pre-deposited surface oxygen atoms (18O) by dosing labelled oxygen (18O2, purity  98%), and then 

introduced 13C-formic acid. We have characterized the formate species on the Cu(110) through introducing 

formic acid by using FTIR spectra. The presence of surface oxygen enhances the Brønsted basicity of the 

surface, thereby contributing to the formation of formate on Cu(111). In the absence of oxygen on Cu(111), 

no formation of formate was observed [20].  

5.2.3 Results and discussion 

  Figure 5.2 presents the IRAS confirmation of the prepared formate from dehydrogenated formic acid on a 

clean Cu(110) surface. The peaks at 1340 cm-1 are assigned to the symmetric OCO stretching band 

( (O13CO)) of formate, which is comparable with the formate produced in molecular beam experiments 

(Figure 4.10(b)) and previous reported results (Table 4.1). The broad peaks at around 1680 cm-1 probably 

due to the little amount of water or the water noise in IRAS system. We can see that the formate was 

saturated after the Cu(110) was exposed 215 L H13COOH due to the adsorbance intensity of symmetric OCO 

stretching band ( (O13CO)) didn’t increase any more. After the surface was heated to 360 K, and then back 

to 215 K, the formate remained on the Cu(110) surface (black curve). Accordingly, the adsorption structure 

of formate on Cu surface also has been well characterized experimentally by near-edge X-ray adsorption 

 
 

Figure 5.1 Schematic top view of angle-resolved temperature-programmed desorption (AR-TPD). (1) In the 

reaction chamber (  5×10−10 Torr), two view-ports are used for the alignment of the Cu sample to the two slits, 

which is aimed along the line of the two slits and the analyser. (2) In the slit house, the first slit (slit 1) locates at 

45.0 mm away from the Cu sample. The second slit (slit 2) locates at 55.0 mm away from the slit1. The diameters 

of the first and second slit are 2.7 mm and 4.0 mm, respectively. (3) In the analyser chamber, the signals are 

detected by Q-mass. The detected signals are collected by a computer system simultaneously with the signals of the 

programmed surface temperature, and then AR-TPD profiles are obtained.  
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spectroscopy (NEXAFS), surface extended X-ray adsorption fine structure (SEXAFS) [21-23], 

photo-electron diffraction (PhD) [22], normal incidence X-ray standing wave-field adsorption (NIXSW) [24] 

and scanning tunnelling microscope (STM) [25, 26]. Hence, we can conclude that in this experiment, 

formate is a bidentate structure adsorbed on two neighboring Cu surface atoms along [110] direction. 

Therefore, to understand the formate adsorption structure is helpful to study the formate decomposition 

dynamics on Cu surfaces. We introduced formic acid at room temperature (298 K) to produce Cu surface 

formate. In the subsequent heating, CO2 was desorbed 350 K ~ 460 K on Cu surfaces. The formate coverage, 

, was determined from the HCOOH exposure relative to the production of formate with the value of a 

monolayer (~ 0.25 ML). As shown by Figure 5.3,  the AR-TPD results of 13CO2 with 0.25 monolayer (ML) 

formate coverage, where TPD peaks of 13CO2 were measured along the azimuth of the [211] direction on 

Cu(111) (Figure 5.3(a)), the [001] and [110] directions on Cu(110) (Figure 5.3(b)), and the [011] direction 

on Cu(100) (Figure (5.3(c)). The desorption temperatures of 13CO2 agree well with the previously reported 

data [27, 28]. The intensities of the 13CO2 peaks were plotted against polar angles. The resultant peak height 

had about 10% uncertainty at low formate coverage. It was found that the angular distributions all take on the 

shape of cos8θ on the Cu(110), Cu(111), and Cu(100) surfaces, sharply collimating to the surface normal 

direction (θ = 0°) independently of the structure of Cu surfaces and the azimuthal directions. 

In addition, the formate coverage dependence has also been investigated as shown in Figure 5.4. The 

sharp distributions of 13CO2 clearly indicate that the desorbing CO2 from the decomposition of formate 

obtains a repulsive force from the Cu surface with high translational energy. We believe that, just before 

desorption in the process of TS → 13CO2, g + Ha, nascent 13CO2 molecules receive the repulsive force (Pauli 

 

Figure 5.2 The IRA spectra collected after clean Cu(110) was exposed by different exposures of 
13C-labeled formic acid (H13COOH) at 215 K.  
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Figure 5.3 AR-TPD of 13CO2 formed by the decomposition of H13COOa on Cu(111), Cu(110), and Cu(100). 

H13COOa was prepared by the dehydrogenation of H13COOH with a same coverage of 0.25 monolayer (ML). In 

each panel, the schematic of the Cu surface structure, AR-TPD results, and the polar graph of desorption intensity at 

peak temperature (408 K, 447 K, and 423 K for Cu(111), Cu(110), and Cu(100), respectively) are shown. (a) 

Cu(111) along the polar angle θ in [211]. (b) Cu(110) along θ in [001], and Cu(110) along e θ in [110]. (c) Cu(100) 

along θ in [011]. The intensity distributions of 13CO2 all take on the shape of cos8θ (black dashed curves in polar 

graphs) to the desorbing polar angles, where θ indicates the desorbing angle away from the surface normal direction 

(θ = 0°). Here, the data on Cu(111) and Cu(110) are from the master’s thesis (Jiamei Quan- Dissertation for Master 

Degree in Engineering, Univ. of Tsukuba, 2013 ). 
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Figure 5.4 Angular distribution of desorbing CO2 from Cu single crystal surfaces. (a) Cu(111): polar  

ngle  in the plane of [211] and [111], 0.05 ML and 0.5 ML HCOOa, (b) Cu(110): polar angle  in the 

plane of [001] and [110], 0.05 ML and 0.5 ML formate (HCOOa); and polar angle  in the plane of [110] and 

[110], 0.05 ML and 0.5 ML HCOOa; (c) Cu(100): polar angle  in the plane of [011] and [100], 0.05 ML and 

0.5 ML HCOOa. 
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repulsion) from the Cu surface along the surface normal direction. We therefore conclude that the 

temperature of desorbing 13CO2 molecules is higher than that of the Cu surface, in the viewpoint of detailed 

balance, which is consistent with the results of molecular beam experiments. The identical angular 

distributions of 13CO2 on Cu(110), Cu(100), and Cu(111) in Fig. 5.3 and Fig. 5.4, suggesting an identical TS 

irrespective of the surface structure [29]. Moreover, the structure insensitivity observed for formate 

decomposition agrees with that observed for formate formation with regard to the activation energies, 

turnover frequencies, and initial reaction rates [30-32].  

5.2.4 Conclusion 

   The angle-resolved distributions of CO2 desorbing from thermal decomposition of formate on Cu 

surfaces show the properties: 

(1) The distribution shapes are identical as a form of cos n  (n = 8) along surface normal direction; 

(2) The distribution shape is independence of surface structures and surface azimuths; 

(3) The distribution shape is independence of formate coverages. 

The results indicate that the CO2 molecules just before desorption obtain the repulsive force from surface 

toward the surface normal direction. The neighbour formate and Cu surface atom would have negligible 

effects on the desorption dynamics of CO2. That is, the CO2 desorption from formate decomposition on Cu 

surfaces is a thermal non-equilibrium process. It suggests that the CO2 directly desorb after C-H bond 

braking without trapping on the Cu surface. Therefore, the results from AR-TPD experiments, in turn, 

support the fact that the CO2 molecule needs high translational energy to overcome the repulsion from the Cu 

to form formate by colliding with Ha adatom. 

5.3 CO2 desorption under the steady-state HCOOH oxidation on Cu(110) 

5.3.1 Experimental apparatus 

The experimental apparatus and procedures for measurements under steady-state reaction conditions 

have been described previously in details [16, 18]. Briefly, the apparatus consists of three separately pumped 

chambers for controlling the reaction conditions, as shown in Fig. 5.5. These three chambers are separately 

pumped. The reaction chamber is an ordinary UHV vessel with high pumping rate. Either the chopper house 

or the analyser chamber must be evacuated with a large pumping rate ~ 7 m3/s, respectively by two cooled 

copper plates which are connected with a mini-cryopump. Such a large pumping rate is required for the 

angle-resolved measurement. The chopper house is equipped with a cross-correlation chopper blade for 

time-of-flight (TOF) measurements and has two narrow slit facing the reaction chamber and detector 

chamber. The angle-resolved (AR) mass signals were obtained by a differentially pumped quadrupole mass 

spectrometer (QMS). The translational energy distribution of the desorbed molecules was measured by the 

time-of-flight (TOF) technique, where the desorbed molecules are detected by the QMS after passing 

through the slit, cross-correlation chopper, and the drift tube. The flight path between the chopper blade and 

the ionizer is 377 mm. The chopper, with pseudo-randomly positioned 255 slits of equal width, was rotated 

at 196.1 Hz, where a time resolution of 20 μs is obtained. The detected signal was recorded by a 

multichannel analyzer with 20 μs × 255 channels with a high transmission of molecules (50%) [18].. The 

start signal for the TOF measurement was provided by a photo-coupler, which is triggered by the trigger hole 

of the chopper. The trigger position of the chopper was determined from curve fitting to the velocity 

distribution of an effusive Ar beam. A deviation of time in the TOF due to the experimental setup was 
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evaluated to be 8.935 μs in the case of 13CO2 molecules and it provided a correction to the measured TOF 

spectra. 

 

A sample surface of the single crystal Cu(110) (2 mm thick, diameter ∅ = 10 mm, 5N purity, Surface 

Preparation Laboratory, Netherlands) was suspended by two tantalum wires through two parallel holes in the 

sample. The tantalum wires were also used as a filament for the resistive heating of the sample. The sample 

was cleaned by cycles of Ar+ sputtering followed by annealing at 773 K. The sample cleanliness was checked 

by observing sharp diffraction spots in LEED pattern. The 13C-formic acid (H13COOH) (Aldrich, purity ≥ 

98%, 99% of 13C) was purified by freeze-pump-thaw cycles in order to remove any dissolved gases. The 

H13COOH was introduced through a doser facing with Cu(110) surface, while O2 was backfilled. 

5.3.2 Results and discussion 

The formation of 13CO2 during the steady-state reaction of H13COOH with O2 on Cu(110) was monitored 

by angle-resolved intensity measurements using a mass spectrometer. H13COOH and O2 were continuously 

introduced and maintained at P(H13COOH) = 0.7×10-7 Torr and P(O2) = 1.15×10-7 Torr, respectively. Figure 

5.6(a) shows the surface temperature dependence of the AR 13CO2 mass signals (m/z = 45) at θ = 0°with 

heating and cooling of the Cu(110) sample. The production of 13CO2 was negligible below 400 K; however, 

it started to rise significantly above 400 K and reached the maximum level at 452 K, after which it started 

 

Figure 5.5 Schematic diagram of angle-resolved steady-state desorption (AR-SSD) incorporating 

time-of-flight (TOF) techniques. (1) The reaction chamber is equipped with an ion gun, LEED optics and a QMS 

detector for TPD measurement; (2) The chopper house has a pseudo-random chopper blade for cross-correlation 

time-of-flight techniques, which is used for analyzing the energy of the desorbing molecules through the two 

narrow slits from reaction chamber. (3) Analyzer chamber has a QMS detector with high sensitivity to obtain the 

angle-resolved mass signal. 
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decreasing gradually. In both heating and cooling modes, the CO2 signals were observed to be almost 

identical indicating that the reaction of formic acid with oxygen has reached the steady state.  

 

The kinetics of formate decomposition on Cu surfaces have been studied extensively, and it is well known 

that this decomposition takes place at 410–450 K to form CO2 and H2 [27, 28]. The formation of CO2 above 

400 K in Fig. 5.6(a) is thus attributed to the decomposition of formate. As shown in Fig. 5.6(b), the adsorbed 

formate structure is in a bidentate form, i.e., two O atoms are bound to the two nearest neighboring surface 

Cu atoms; this has clearly been identified previously [33]. It is also known that formic acid reacts readily 

with adsorbed oxygen to form formate and water, even at room temperature [25, 28, 32, 34]. The signals 

corresponding to the masses of 13C16O (m/z = 29) and 13C16O16OH (m/z = 46) are negligible. The elemental 

steps for the overall reaction of formic acid with oxygen in Fig. 2a are therefore regarded to be as follows 

[25]: 

 

      O2 → 2Oa                                                  (1) 

H13COOH + Oa → H13COOa + OHa                           (2) 

2OHa → H2O + Oa                                          (3) 

H13COOH + OHa → H13COOa + H2O                          (4) 

 
Figure 5.6 (a) AR 13CO2 signal, as a function of surface temperature, along the direction normal (θ = 0°) to the 

Cu(110) surface under steady-state reaction conditions. The pressures of H13COOH and O2 are 0.7 × 10-7 Torr and 

1.15 × 10-7 Torr, respectively. The surface temperature was first increased from 325 K to 704 K (red circles) and then 

decreased to 400 K (blue circles) as indicted by arrows. (b) Schematic of bidentate formate species on Cu(110). AR 

distribution of 13CO2 with polar angle along the [001] direction of Cu(110) under steady-state reaction conditions. (c, 

d) 13CO2 AR distributions at surface temperatures of 443 K and 456 K, respectively. Black dashed-curves represent 

the distributions of  (n = 6) obtained by fitting analysis. 
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H13COOa → 13CO2 + Ha                                     (5) 

2Ha → H2                                                  (6) 

 

Steady-state coverage of intermediates on Cu(110) is determined by the kinetics of elementary steps (1) ~ (6). 

The elementary steps of (1) ~ (3) and (6) are fast at room temperature while the reaction (5) is slow as the 

rate-determining step taking place above 400 K [25]. Although the kinetics of step (4) has not been measured 

so far, one can regard that the major intermediate is formate in the steady-state reaction above 400 K based 

on the kinetic balance. The steady state coverage of Oa, OHa, and Ha should be small. We consider in the 

present reaction conditions that formate decomposition proceeds on adsorbate (Oa, OHa, Ha)-free Cu(110) 

surfaces. 

Note that the decomposition of formate in eq. (5) is the reverse reaction of formate synthesis by the 

hydrogenation of CO2. On the basis of microreversibility, the dynamics of formate decomposition is 

interesting, especially in relation to the proposed ER-type mechanism for formate synthesis on Cu 

catalysts.[35] Hence, we examined the reaction dynamics of formate decomposition by measuring the 

angular intensity and translational energy distributions of CO2 as functions of desorption angle and surface 

temperature. Figures 5.6(c) and 5.6(d) show the AR-measured distributions of 13CO2 along the [001] 

direction of Cu(110) at 443 K and 456 K, and P(H13COOH) =  P(O2) = 0.7×10-7 Torr. The angular 

distributions of desorbing 13CO2 at both temperatures show a sharp collimation with cos n  (n = 6) along the 

surface normal direction. These sharp distributions indicate that the desorption of 13CO2 molecules by the 

thermal decomposition of formate is a thermal non-equilibrium process. This is contrast to the desorption of 

fully thermally accommodated adsorbed species on the surface, which shows a cosine distribution [36, 37]. 

Between 443 K and 456 K, the AR distribution was observed to be independent of surface temperature, 

suggesting that the CO2 just before desorption at the TS for formate decomposition, is not energetically 

coupled with the Cu(110) surface. The origin of the observed sharp distribution perpendicular to the surface 

can be explained by the Pauli repulsion between CO2 and the Cu surface with sp-band character at the Fermi 

level [38], as suggested by the present DFT calculations [29]. If the CO2 is energetically coupled with the 

surface, the AR distribution should be broader at higher surface temperatures.  
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  Figure 5.7(a) shows a series of time of fright (TOF) data for 13CO2 measured during the steady state 

reactions of H13COOH with O2 at various reaction temperatures. As shown in Fig. 5.7(b), mean translational 

energies <Et> of 13CO2 (see Supporting Information) are found to be as low as 100 meV independent of 

reaction temperature between 450 K and 700 K. The <Et> of 100 meV corresponds to the CO2 temperature T 

of 580 K by assuming as <Et> = 2kT (k: Boltzmann constant), which is lower than the surface temperature of 

700 K in Fig.3. This indicates the presence of cooling mechanism near the TS. As described in Fig.1, the 

Cu-O and C-H bonds of formate are cleaved near the TS while the energy was used for climbing the 

decomposition reaction barrier or breaking the bonds. The endothermic process should cool the TS. The 

nascent CO2 at the TS is thus cold, which then experiences the Pauli repulsion from Ha/Cu. The product CO2 

consequently desorbs from the surface with translational energy only acquired as a result of the energy 

released from the TS, which is independent of surface temperature as shown by Fig. 5.7(b). We note here 

that the mean translational energy of 100 meV is much smaller than the DFT-calculated 0.71 eV energy 

difference between the TS and the FS. Thus, this 0.71 eV energy can be considered to be distributed to the 

vibrational energy and the rotational energy too, as described in the discussion of DFT-calculations in 

Chapter 6.  

The measured thermal non-equilibrium results clearly indicate that nascent CO2 desorbs without 

trapping its adsorption state after passing through the TS during the decomposition of formate. That is, no 

significant energy transfer takes place between CO2 and the surface around the TS for formate 

decomposition. From the viewpoint of energy transfer, this is in contrast to what has been observed in 

associative desorption reactions at surfaces reported in the literatures. For example, the translational energy 

of CO2 formed by the oxidation of CO on Pd(133) increases linearly with increasing surface temperature 

under steady-state reaction conditions and follows the relationship: <Et> = 0.24 eV + 2kTs (ref. [39]). The 

difference in Ts-dependence of <Et> between the present study and the literatures is probably caused by the 

 
Figure 5.7 (a) Deconvoluted TOF spectra of 13CO2 (circles) and least squares fits (lines) along the 

surface normal (θ = 0°) direction of Cu(110) under steady-state reaction condition for varying surface 

temperatures. The pressure of H13COOH is 1 × 10-7 Torr and O2 is 1 × 10-7 Torr. (b) The mean 

translational energy <Et> of 13CO2 derived from the TOF spectra in (a). 
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difference of their TS structures. In the present formate decomposition case, CO2 at the TS has no bonding 

with the Cu surface. That is considered to be the origin of the thermal non-equilibrium dynamics of formate 

decomposition.  

Finally, the polar angle dependence, from the surface, of TOF was measured for desorbed 13CO2 for the 

steady-state reaction of H13COOH with O2. Figure 5.8(a) shows the TOF results for angles of 0°, 15°, 30°, 

45°, 57°, and 60° at a reaction temperature of 470 K. The <Et> of 13CO2 was then plotted as a function of the 

polar angle of CO2 desorption along the [110] direction, as shown in Fig. 5.8(b). It was found that <Et> 

decreases with increasing polar angle and is independent of   reaction temperature. Decreases in mean 

translational energy at higher polar angles have also been reported for CO2 desorption during CO oxidation 

reactions on Rh(111)[30-32] and Pt(111).[33] This decrease in <Et> cannot be explained by the one- dimensional 

van Willigen model.[32-35] However, the angle dependence can be explained by considering Pauli repulsion 

and van der Waals interactions. With increasing desorption polar angle, CO2 should interact with the Cu 

surface for longer times through Pauli repulsion and then by exerting van der Waals forces. These synergistic 

forces result in the transformation of the translational energy of CO2 into internal energy because unequal 

electron densities distributed around carbon and two oxygen atoms in the molecular orbitals interact 

differently with the surface via Pauli repulsion and Van der Waals interactions. The importance of Van der 

Waals interactions in the final energy states of CO2 desorbed from formate decomposition on Cu(110) was 

also shown by recent molecular dynamics simulations methods [40]. 

 

Figure 5.8 (a) Deconvoluted TOF spectra of 13CO2 (circles) and least squares fits (dashed lines) along the [110] 

direction of Cu(110) at 470 K under steady-state reaction conditions as a function of desorption polar angle θ. The 

pressure of H13COOH is 1 × 10-7 Torr and O2 is 1 × 10-7 Torr. (b) The mean translational energy <Et> of 13CO2 

derived from the TOF spectra in (a). 
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In summary, we found that 13CO2 desorption during formate decomposition in the steady-state reaction of 

H13COOH with O2 on Cu(110) is a thermal non-equilibrium process, in which the translational energy (as 

low as ~ 100 meV) of 13CO2 is independent of surface temperature. DFT calculations of formate 

decomposition on Cu(110) reveal that CO2 has been formed at the TS after cleavages of the Cu-O and C-H 

bonds of adsorbed formate. This suggests that the TS is cooled down because of the endothermic bond 

ruptures and that CO2 and Ha/Cu(110) are thermally decoupled at the TS. The energy difference between   

TS and FS is thus expected to be converted to the internal energy (vibration, rotation and translation) of 

desorbing CO2. It is also suggested that the internal energy conversion of desorbing CO2 takes place via Pauli 

repulsion and Van der Waals forces [40]. These thermal non-equilibrium features support the proposed ER 

type mechanism of formate synthesis by Cu catalysts, which is an important elemental step in the synthesis 

of methanol by the hydrogenation of CO2. 

5.3.3 Conclusion 

    Under a steady-state reaction condition, even though the resident time of formate intermediate on the 

surface is quite short, angular distributions of CO2 formed by the decomposition of formate from the 

oxidation of formic acid show sharp shapes, indicating that the CO2 molecules receive strong repulsive 

forces along the surface normal direction. We also found that the translational temperature of desorbing 

molecules is independent on the surface temperature. It thus suggests that the desorbing CO2 molecule is in 

thermal non-equilibrium with the surface temperature. 

5.4 Summary 

We thus summarized the results as following: 

(1) By applying the AR-SSD measurement of the desorbing CO2 from the steady-state reaction of 

H13COOH + O2 on Cu surfaces, we found that the angular distribution of desorbing CO2 is along surface 

normal direction and is independent of surface temperature. In addition, by using TOF technique, we found 

that the translational energy of CO2 is insensitive to the surface temperature. The translational temperature of 

CO2 molecule decreases with the increasing of polar angle. 

(2) By carrying out AR-TPD experiments of desorbing CO2 from thermal decomposition of formate on 

Cu(111), Cu(110) and Cu(100) surfaces, we found that the shape of angular distributions are the same and 

sharp. These distributions are also along surface normal direction and insensitive to the Cu surface structure 

and the formate coverage.  

On the basis of these results of AR-SSD and AR-TPD, we thus conclusively propose that the CO2 

molecule directly leaves Ha after C-H bond breaking in the formate decomposition with large translational 

energy toward surface normal direction due to the Pauli repulsion. The repulsive force would convert into the 

translational energy which at least the translational temperature of CO2 has non-equilibrium with surface 

temperature. That is, CO2 does not take adsorption, trapping or precursor states on the Cu surface during the 

reaction, which is supported by the identical and sharp angular distributions which are insensitive to the 

surface structure and surface temperature. From the view point of micro-reversibility of reaction, the 

conclusion, in turn, supports the ER-type mechanism for formate synthesis from the reaction between CO2 

molecule and hydrogen adatom on Cu surfaces proved by the molecular beam experiment. 
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Chapter 6 

Density functional theory calculations 

6.1 Introduction 

   This experimental work of supersonic molecular beam and angle-resolved analysis illustrate the 

mechanism and dynamics of formate synthesis on Cu surfaces. The kinetics studies of formate synthesis on 

Cu catalysts have also provided some kinetic parameters such as activation barriers, turn over frequencies 

(TOF) and tried to elucidate the reaction process and mechanism as mentioned in Chapter 1 and Chapter 2. 

We also have proposed that the local structure is same at different Cu surfaces in the formate synthesis and 

formate decomposition based on the feature we had observed of surface structure insensitivity. 

Complementary density functional theory (DFT) calculations of formate synthesis on Cu surface should be 

performed and expected to support these proposals.  

On the other hand, the complement of the theoretical calculations also has been conducted to investigate 

the reactivity of formate on Cu catalysts, as summarized in Table 6.1. Even though most of these 

calculations are related to methanol synthesis, the formate formation by the direct reaction between the gas 

phase CO2 and H adatom has been proposed to proceed via ER-type mechanism. However, there are still 

lacks of detailed descriptions for the reaction process of formate synthesis. 

In this chapter, to examine the details of the ER-type mechanism for the formation of formate on Cu 

surfaces, we carried out density functional theory (DFT) calculations and show the details to the reaction 

process of formate formation and formate decomposition on Cu surface. 

HCOOa ⇌ CO2  + Ha 

It is well-known that there are two types of formate on Cu surfaces: monodentate formate and bidentate 

formate [1-4]. In the molecular beam experiments, results support the conclusion that the vibrational energy 

of CO2 molecule is much preference than the translational energy to form formate on Cu surfaces. That is, 

bending structure of CO2 is quite essential to form formate because the protrude carbon atom in CO2 

molecule binds with H adatom processes through lowest energy pathway on the potential energy surface of 

the surface reaction. Therefore, the C-H bond formation should be the first step of the reaction. The 

angle-resolve analysis also supports to this assumption and the formate decomposition proceeds via a 

thermal non-equilibrium. Before bidentate formate is finally stabilized, monodentate formate should be an 

intermediate which can be treated as the direct formate product as the result from ER type reaction process.   

We have reported the energy diagram for formate synthesis from CO2 and H2, in which CO2 is converted 

to bidentate formate via monodentate formate [5]. The adsorption energies of bidentate formate and 

monodentate formate on Cu(110) were calculated as -1.10 eV and -0.32 eV with respect to the energy for 

CO2 + Ha, respectively. That is, bidentate formate is much more stable compared to monodentate formate. 

The energy diagram well explained the experimentally measured activation energies and the structure 

dependence for formate synthesis/decomposition so that we believe the decomposition mechanism that 
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bidentate formate is once transformed into monodentate formate followed by the decomposition into CO2 

and Ha. We thus consider that monodentate formate is an important intermediate to determine the dynamics 

of formate decomposition. Firstly, therefore, we shed light on the structural changes near the transition state 

(TS) of monodentate formate decomposition on Cu(110) calculated by density functional theory (DFT). 

Table 6.1 Summary of DFT calculation methods for formate synthesis from CO2 hydrogenation over 

Cu catalysts (CO2,g + Ha → HCOOa) via ER-type mechanism 

researcher surface 
mono-formate  

Ea (eV) 

bi-formate 

Ea (eV) 
method year/ref. 

Wang et al. 

Cu(110) 0.18 1.20 

DFT-GGAa 2006/[1] Cu(100) 0.16 0.93 

Cu(111) 0.14 0.69 

Mavrikakis 

et al. 
Cu(111) 0.28 1.02 DFT-GGA 2008/[2] 

Mei et al. Cu(111) 0.19 0.57 DFT-DSPMb 2008/[3] 

Yang et al. Cu nanoparticles (Cu29) - 1.23 DFT-(DMol code) 2010/[4] 

Mei et al. Cu(111) 0.62 0.70 DFT-GGA 2011/[5] 

Guo et al. Cu(111) 0.60 1.15 DFT-VASPc 2011/[6] 

aGGA: Generalized gradient approximation; bDSPM: Dimer saddle point search method; 
cVASP: Vienna ab initio simulation package. 

6.2 Calculation modes and methods 

   All the calculations were performed using the plane-wave DFT (VASP code) [6, 7]. The 

exchange-correlation energy and potential are described by the generalized gradient approximation (PW91) 

[8]. The electron-ion interaction is described by the projector-augmented wave (PAW) scheme [9, 10], and 

the electronic wave functions are expanded by plane waves up to a kinetic energy of 400 eV. A periodical 

three-layer slab is used with a ~ 10 Å vacuum region between slabs. The calculated models are chosen as 

3×2 unit cells with the corresponding coverage of 1/6 ML. During the calculation, the first layer and the 

adsorbed species were allowed to relax. The surface Brillouin zone was sampled using a 4×4×1 

Monkhorst-Pack mesh [11]. The minimization of the reaction pathways and the search for the TSs were 

performed with the climbing-image nudged elastic band method (CI-NEB) [12, 13]. During the calculation, 

the first layer and the adsorbed species were allowed to relax until the force acted on each atom was smaller 

than 0.03 eV/Å. 

 

6.3 Results and discussions  

Figure 6.1(a) shows the energy diagram of a relative energy change starting from monodentate formate to 

the product of CO2 and Ha/Cu(110) surface as a function of the reaction coordinate. The energy diagram 

profile starts from a monodentate-formate/Cu(110) surface as an initial state (IS). The barrier for the 
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decomposition of formate is calculated to be 0.5 eV, during which the monodentate formate is rotated to form 

a Cu-H bond and is followed by the successive cleavage of the Cu-O and C-H bonds of the formate. The 

unique point is that nascent CO2 has already been formed at the TS after the cleavage of two bonds. The 

structural changes (TS → 3 → 4 → 5 → FS) in insets of Fig. 6.1 provide useful information to discuss the 

dynamics of formate decomposition. From the TS to the FS, the O-C-O angle changes as 154.79° → 168.60° 

→ 175.68° → 176.52° → 179.29°. The angle of 154.79° corresponds to a highly excited bending mode, 

 
Figure 6.1 The conversion process of CO2 to formate on Cu(110) calculated by density functional theory (DFT). 

(a) Relative energy as a function of the reaction coordinate for formate synthesis upon CO2 approaching an 

adsorbed H atom on Cu(110). The insets provide side views of the system with the bond length (Å) and the O-C-O 

angle (deg°.). The reference zero of the energy scale corresponds to the energy of CO2 and atomic H adsorption 

state on Cu(110). (b) The O-C-O angle (deg°.) as a function of the reaction coordinate. (c) Bader charge analysis. 

IS, TS, and FS denote the initial state, transition state, and final state, respectively. 
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which is 0.44 eV higher than CO2 with the angle of 180°[14]. The angle changes thus suggest that the energy 

gain of 0.71 eV from the TS to the FS in Fig. 1 is mainly transformed into the vibrational energy of CO2. It is 

also noted that the distance between CO2 and the Cu surface changes as 2.10 Å → 2.14 Å → 2.69 Å for the 

structures 4 → 5 → FS without significant changes in CO2 and Ha/Cu, while the energy difference between 4 

and FS is 0.5 eV. This energy difference is thus partly ascribed to the Pauli repulsion between CO2 and the 

Cu surface. It is suggested that the desorbing CO2 molecule receives some repulsive forces, leading to an 

increase in translational energy and/or rotational energy of CO2. Accordingly, the structural changes from the 

TS to the FS suggest that the energy gain of 0.71 eV is converted to the internal energy (vibration, rotation 

and translation) of CO2.  

 From the viewpoint of formate synthesis, the energetic diagram also clearly shows that CO2 directly 

attacks a surface hydrogen adatom, thereby forming formate via the ER-type mechanism. Upon the approach 

of CO2 to the Ha/Cu(110) surface, the relative energy increases by 0.4–0.5 eV without any significant 

bending of the O-C-O angle (176.5°). This can be ascribed to the Pauli repulsion between CO2 and the 

surface (the concept of Pauli repulsion is explained in the Appendix). The repulsion can be overcome by the 

translational energy of CO2. The O-C-O bond angle then starts to bend from 180° to 155° before the TS (Fig. 

6.1(b)). This suggests that, in terms of the O-C-O bending mode, the vibrational energy is also required for 

the synthesis of formate. By bending the O-C-O structure, the lowest unoccupied molecular orbital (LUMO) 

of CO2 molecule decreases in energy level (∆E < 0.5eV) [15]. Therefore, charge transfer from Ha/Cu(110) to 

CO2 occurs after the O-C-O bending (Fig. 6.1(c)), which is followed by the formation of the C-H bond with 

sp2 configuration. The activation barrier of the formate synthesis is calculated to be 0.71 eV, which is 

comparable to that measured by high-pressure experiments of formate synthesis from CO2 and H2 on Cu(110) 

(i.e. 0.62 eV) [16]. The translational energy (ET) of CO2 used in molecular beam experiments are much larger 

than 0.71 eV, which is probably due to the loss of energy by the excitation of phonons and electron-hole pairs 

during the collision of CO2 with the surface; in this way, the energy that remains available to the reaction 

becomes smaller.  

6.4 Conclusion 

According to the calculation results, the CO2 directly attacks the hydrogen adatom to form formate without 

trapping on the surface. This is regarded as an ER-type mechanism. The reaction barrier is comparable to the 

experimental results as 0.73 eV. The translational energy and vibrational energy are required to overcome 

Pauli repulsion in terms of reaction barrier. In the formate decomposition, the reaction energy released from 

the reaction may transfer into the CO2 molecules, and also obtain translational energy in terms of Pauli 

repulsion. These calculation results are consistent with the experimental results. 

These thermal non-equilibrium features support the proposed ER type mechanism of formate synthesis by 

Cu catalysts, which is an important elemental step in the synthesis of methanol by the hydrogenation of CO2. 
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Chapter 7 

Summary and perspective 

7.1 Summary 

A combination of experimental and theoretical studies has been carried out to investigate the mechanism 

and dynamics of formate synthesis from CO2 hydrogenation on Cu catalysts. We have discovered that a CO2 

molecule may directly react with hydrogen on Cu catalysts via an ER-type mechanism under thermal 

non-equilibrium. Figure 7.1 schematically illustrates the conversion process between CO2 and formate on 

Cu surfaces.  

 

(1) Dynamics of formate synthesis on Cu catalysts studied by supersonic molecular beam 

In the real catalytic reaction conditions, high pressures of reactant gases (CO2/H2) mixture and elevated 

catalyst temperatures are necessary for formate synthesis on Cu surfaces [1, 2]. In addition, it has been 

reported that no reaction occurs between the CO2 molecules and H2 molecules co-adsorb on the Cu surface at 

~95 K [3]. In our study on the dynamics of formate synthesis, the translational energy and vibrational energy 

of CO2 should be the prerequisites for the formate formation on Cu catalysts. We proposed that the 

translational energy of CO2 is used to overcome the Pauli repulsion (to increase the potential energy) to 

approach to the Ha adatom on Cu, while vibrational energy is used to change the sp linear molecule structure 

to the sp2 structure. Therefore, a threshold nozzle temperature (Tvib.) as ~ 770 K for CO2 was measured and 

the translational energy of 1.23 eV is comparable to the reaction barrier as 0.75 ~ 1.05 eV [4, 5]. Moreover, 

the formation rate of formate is independent on the surface structure and surface temperature. The results 

clearly indicate that CO2 should directly react with the Ha adatom without trapping or via precursor state on 

the surface. Therefore, the formate synthesis from CO2 hydrogenation is in a thermal non-equilibrium 

process. 

(2) Dynamics of formate decomposition on Cu catalysts studied by angle-resolved analysis 

   From the analysis of dynamics of the reverse reaction-formate decomposition, it was suggested that the 

 
Figure 7.1 Schematic of reaction conversion between CO2 and formate (HCOOa) on Cu surfaces 
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desorbing CO2 molecule from formate decomposition receives a repulsive force exerted from Cu surface and 

CO2 thus has high translational temperature independent of surface temperature. On the basis of 

micro-reversibility of reaction, the desorbing product of CO2 from formate decomposition should be 

hyper-thermal and be in non-equilibrium with surface. Firstly, we observe the identical sharp angular 

distributions of the desorbing CO2 product along surface normal direction, indicating that the CO2 obtains 

strong repulsive force from surface. This repulsion is needed for CO2, in turn, to overcome to form formate 

on the surface in the formate synthesis. Secondly, we found that the translational temperature of CO2 is 

independent of the surface temperature and the angular distributions are insensitive to the surface structure, 

which indicates that the CO2 molecule, just before desorption or in the region of transition state, should have 

no contact with Cu surfaces. That is, the bidentate formate (HCOOa) flips over the H moiety through 

monodentate formate followed by the CO2 desorption after C-H breaking. For the formate synthesis, as a 

reverse process, it was suggested the CO2 directly react with H atom to form C-H through mono-dentate 

followed by a more stable bidentate structure of formate, that is, the process is in an ER-type pathway. 

(3) Density functional theory calculations 

  The theoretical calculations further give the detailed description for the ER-type reaction process. When 

the CO2 molecule is close to the hydrogen (~1.91 Å), charge transfers from the Ha/Cu surface to CO2 

molecule. After the LUMO orbital of CO2 accepts the charges and then the energy level decreases, leading to 

the formation of an active bending structure of CO2. As a result, the formate is formed through the active 

molecule binding with H atom on the surface. 

7.2 Perspective 

As we mentioned above, the formate synthesis is an initial and essential step for the methanol synthesis. 

We have shown that the formate can be synthesized by increasing energy of CO2, which is in thermal 

non-equilibrium with the Cu catalysts. Therefore, this reaction channel may be applicable to the methanol 

synthesis on Cu/ZnO-based catalysts at low temperatures (i.e. room temperature) by using  the molecular 

beam system of CO2. For example, the large amounts of hydrogen adatoms can be prepared by the H2 

dissociative adsorption on Pd doped Cu surface [6].  

As schematically shown in Fig. 7.2, we proposed a Cu-Zn alloy catalytic model which is comparable to 

the industrial catalysts as we discussed in Chapter 1. For example, the real Cu/ZnO catalysts were found to 

have steps, terraces and Cu-Zn alloy as the active sites [7]. CO2 may be converted into methanol by multistep 

hydrogenation under the catalytic synergy of Cu and ZnO as follows:   

Ha + Ha → H2                                            (1) 

CO2 + Ha → HCOOa                                      (2) 

            (Cu-Cu)-HCOOa → (Cu-Zn)-HCOOa                           (3) 

HCOOa + Ha → H2CO2,a                                   (4) 

H2CO2,a + Ha → H2COOHa                                 (5) 

H2CO2,a + 2Ha → H2COa + H2O                              (6) 

H2COa + Ha → H3COa                                      (7) 

H3COa + Ha → H3COH                                    (8) 
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Figure 7.2 Schematic proposal of methanol (CH3OH) synthesis over Palladium-doped CuZn-based catalyst by using 

molecular-beams system of CO2 and H2. This proposal is expected to activate CO2 to synthesize methanol (CH3OH) at 

room temperature.  

where subscript a represents adsorption. Firstly, it has been found that the atomic palladium doped in Cu 

surface is very active for the dissociation of H2 molecules [6], as shown in Step (1). Step (2) is formate 

synthesis on Cu catalysts by a hot CO2 molecule colliding with hydrogen adatom via ER type mechanism, as 

reported in this thesis; step (3) is migration of formate from Cu site to Cu-Zn alloy site, where the migration 

is possible because the Cu-Zn-formate is much stable than the Cu-formate [8]. That is, the Cu-Zn bidentate 

formate binds to a Cu atom and neighboring Zn atom with two O atoms, respectively; step (4) to step (7) are 

the further hydrogenation of formate to methoxy (H3COa) via the intermediates dioxymethylene (H2CO2,a), 

formaldehyde (H2CO2,a) et al. [9, 10]. However, the only observable intermediates are formate and methoxy 

on Cu/ZnO-based catalyst, except for ZrO2-supported Cu catalysts [11]. The step (5) and step (6) should be 

the fast reactions with low reaction barriers. Step (8) is the methanol formation from the direct hydrogenation 

of methoxy [12, 13]. 

In the methanol synthesis from hydrogenation of CO2, on the other hand, all the hydrogen sources in the 

reaction steps also could be supplied from atomic hydrogen beam or/and hydrogen molecular beam. The 

atomic hydrogen beam may hydrogenate the intermediates to form methanol. In the hydrogen molecular 

beam, there is no clear evidence but it may be expected that hot hydrogen atoms produced on Cu catalyst 

through splitting H2 molecules using molecular beam technique [14]. These hot hydrogen atoms would 

diffuse over the surface of Cu/ZnO-based catalyst and encounter the adsorbed intermediates to continue the 

reaction process. Both of the hydrogen beams may supply the kinetic energy to hydrogen to overcome the 

reaction barrier, and accomplish the multistep of hydrogenation to form the final methanol product. On the 
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other hand, the Cu/ZnO-based catalysts could be maintained at a low temperature, such as at room 

temperature. At least, the methanol production was found to be promoted by the excited CO2 molecules [15]. 

On the other hand, the Haber-Bosch (HB) process for ammonia synthesis from N2 reacting with hydrogen 

over Fe-based catalysts [16-18] and the Fischer-Tropsch (FT) process for CO hydrogenation [19, 20] on the 

transitional metal catalysts are greatly dependent of catalysts temperature. It is thus large energy is required 

to maintain the high temperature of catalysts for the reactions. Contrastively, for methanol synthesis, CO2 

molecules could be excited by the microwave with optimized energy and terrestrial heat. The hydrogen 

source could be recycled from by-products of the oil company and from the catalytic splitting of water by 

solar energy. Therefore, this discovered channel in CO2 hydrogenation, which does not require the heating of 

catalysts, is expected to open up novel industrial pathways of effective converting CO2 into useful chemicals 

and fuels, such as methanol. 
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1. Supplementary text 

Pauli repulsion 

The Pauli principle states that only one electron can occupy each fully-specified quantum orbital. 

Generally, when a molecule first approaches a metal surface, in the long distance there is an attractive 

interaction ascribed from Van der Waals dispersion force. After at a distance about 3 Å the molecule may 

interact with the surface chemically. When the electronic wave functions of the molecule and surface begin 

to overlap, they must orthogonalize to each other to prevent more than two electrons being in the same 

energy level. For filled levels, this introduces an energy cost, giving a repulsive force in terms of Pauli 

repulsion. As shown in Fig. S1, the classic picture used to illustrate the possible adsorbate-surface 

interactions that govern chemisorption on a metal to unoccupied metal surface orbitals, the back donation of 

electrons from the metal into the lowest energy anti-bonding orbital of the adsorbate, and the Pauli repulsion 

due to the interaction between filled metal surface orbitals at the top of the valence band and the filled 

molecular orbitals of the adsorbate. 

The Pauli repulsion is dependent on the electronic structure of molecule and surface. For example, we 

may propose that when a CO2 molecule approaches a Ha/Cu surface, the interaction between the delocalized 

metal s-states that spill out into the vacuum region and the molecular  orbitals gives Pauli repulsion, 

which is only overcome when CO2 molecule own enough translational energy to binding with a H adatom. 

This gives a barrier about 0.73 eV to the formation of formate [2]. In contrast, for metals with partially filled 

d-bands, like Nickel, the Pauli repulsion would be reduced, resulting in lower reaction barrier to formate 

formation reaction barrier as 0.43 eV [3]. On the other hand, Researches had taken the H2 interacts with 

metal surface for example to investigate the function of d-states in Pauli repulsion. Considering the role of 

 
Figure S1.1  Fundamental interactions between the frontier orbitals of an adsorbate and a 

metal surface band structure that occur upon chemisorption. Redraw from ref. 1. 
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the d-states either in terms of direct hybridization between the molecular states and the d-states, or as 

providing an outlet for s-electrons, which can transfer at no energy cost into the more localized d-states, thus 

removing their contributions to the Pauli repulsion [4-6].  

The Pauli repulsive principle forbids that the charge clouds of two electrons showing the same quantum 

numbers can have some significant overlap. On the other hand, an overlap of the charge clouds of electrons 

can cause an insufficient screening of the nuclear charge, leading to an ionic repulsive force in terms of 

Coulomb repulsion. Normally this electrostatic force existing in interatoms or internuclears are yielded at a 

distance shorter than typical bond length [7]. Based on this, we can propose that the Coulomb repulsion thus 

plays a minor role in the interaction between the CO2 and Cu surface. More specific details should be 

clarified by theoretical calculations. 

2. Large supersonic molecular beam (LMB) experiments 

2.1 methods 

2.1.1 CO2 Beam spot area calculation 

 

 
 

Figure S2.1  Original parameters of apparatus of the apparatus and skimmers used for the 

calculation of beam spot area on Cu single crystal surface. 
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Figure S2.2  Schematic of beam spot area calculation 

From the schematic, the diameter of beam spot x : 

(5 0.2) ( 0.2) / 2
=

148.9 (256.4 26.67)

x 


 

9.5x mm  

The diameter of Cu sample is 10 mm, the ratio factor of two areas thus is considered as: 

2

2

(9.5 / 2)
= 0.9

(10 / 2)
beam

sample

S

S
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2.1.2 Calculation of Cryo-pump pumping speed 

(1) Cryo-pump off 

Background pressure Psc0 = 2.6410-9 torr, 

10% CO2 (in He) beam irradiation at Tnozzle = 1000 K, then 

Pso =7.8210-3 Pa, Ppipe = 0.091 MP, Psc = 1.6010-8 torr  

So,  

offP = 1.6010-8 torr - 2.6410-9 torr = 1.33610-8 torr 

2 2off CO CO He HeP f P f P      

2CO He
3 3

Q Q
1.42 0.18

480dm / sec 520dm / sec
     

2 2CO CO

3 3

Q 9Q
1.42 0.18

480dm / sec 520dm / sec
     

 
2COQ P  (torr)165 (dm3/sec)  

= 1.33610-8 torr165 (dm3/sec) = 2.20410-6 torr dm3/sec 

(2) Cryo-pump on 

Background pressure Psc0 = 3.2310-10 torr. 

10% CO2 (in He) beam irradiation at Tnozzle = 1000 K, 

Pso =7.8910-3 Pa, Ppipe = 0.091 MP, Psc = 3.8010-9 torr  

So  

onP = 3.8010-9 torr - 3.2310-10 torr = 3.47710-9 torr 

If the cryo-pump pumping speed is , then 

2 2

8 9 9
off on

CO CO

3 3

P P P 1.336 10 torr 3.477 10 torr = 9.98 10 torr

Q 9Q
1.42 0.18

(480 )dm / sec 520dm / secx

           

   


 

 
2COQ  2.20410-6 torr dm3/sec 

 x = 525 dm3/sec 
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2.1.3 CO2 beam (diluted in He) flux calculation 

The balance gas pressure in reaction chamber P (torr), 

P = Q/S                    (1) 

where S (dm3/sec) is pumping speed, and Q (torr∙dm3/sec) is the beam flux. 

Therefore, the partial pressure of He and CO2, 

      2 2

2

CO CO
CO 3 3

Q Q
P

(480 525)dm / sec 1005dm / sec
  


, He

He 3

Q
P

520dm / sec
       (2) 

respectively, where pumping speed of CO2 is 1005 dm3/sec, He is 520 dm3/sec.  

The ionization factor of B.A gauge for CO2 and He molecules 
2COf = 1.42, and Hef = 0.18, thus 

2 2CO CO He HeP f P f P     2CO He
3 3

Q Q
1.42 0.18

1005dm / sec 520dm / sec
     

 

For 1% CO2 (in He) beam, QHe = (99/1)QCO2 

2COQ = ΔP / (1.42/1005+0.18×(99/1)/520)  

= ΔP /(0.001413 + 0.03427) = ΔP /0.03568  

  
2COQ = 28.0×P (torr∙dm3/sec) 

For example, 1% CO2 (in He) beam irradiation at Tnozzle = 1000 K,  

Background pressure Psc0 = 3.210-10 torr. 

 

So ΔP = 3.010-7 torr – 3.210-10 torr = 310-7 Torr 

Therefore, 

2COQ = 2810-3 (m3/sec.) 310-7 (Torr) 133.3(N/m2•Torr)6.021023 (mol-1)  

/(8.31(N m/mol K)   300(K)) 

     = 2.7   1014 

It is notable that 300 K is the CO2 gas temperature in reaction chamber. 

Cu(111) is 1.761015 /cm2, the diameter of Cu sample is 10 mm,  

Beam spot area on Cu(111) surface is 0.9 2(1/ 2) = 0.7 cm2. 

So on Cu(111), Cu atoms are 1.761015 /cm2   0.7 cm2 = 1.231015 

Therefore, the CO2 beam flux: 

2.71014/(1.231015)= 0.2195 CO2 molecules/(Cu atom ∙ s)   
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For 5% CO2 (in He) beam, QHe = (95/5)QCO2 

2COQ = ΔP / (1.42/1005+0.18×(95/5)/520)= ΔP /(0.001413+0.006577) 

= ΔP /0.008 

  
2COQ = 125 ×P (torr dm3/sec) 

For example, 5% CO2 (in He) beam irradiation at Tnozzle = 1050 K,  

Background pressure Psc0 = 3.210-10 torr. 

 

So P = 9.010-8 torr – 3.210-10 torr = 8.9710-8 torr 

Therefore,
 2COQ = 12510-3 (m3/sec.) 8.9710-8 (Torr) 133.3(N/m2 Torr) 6.021023 (mol-1)/(8.31(N 

m/mol K) 300(K)) = 3.61014 

It is notable that 300 K is the CO2 gas temperature in reaction chamber. 

Cu(111) is 1.761015 /cm2, the diameter of Cu sample is 10 mm,  

Beam spot area on Cu(111) surface is 0.9 2(1/ 2) = 0.7 cm2. 

So on Cu(111), Cu atoms are 1.761015 /cm2   0.7 cm2 = 1.231015 

So, the CO2 beam flux: 

3.611014/(1.231015)= 0.2935 molecules/(Cu atom ∙ s)   

 

For 7% CO2 (in He) beam, QHe = (93/7)QCO2 

2COQ = ΔP / (1.42/1005+0.18×(93/7)/520) = ΔP /(0.001413+0.0046)= ΔP /0.006 

  
2COQ = 166.67×P (torr dm3/sec) 

For example, 7% CO2 (in He) beam irradiation at Tnozzle = 1000 K,  

Background pressure Psc0 = 3.210-10 torr. 

 

So P = 6.810-8 torr – 3.210-10 torr = 6.7810-8 torr 

Therefore, 

2COQ = 166.710-3 (m3/sec.) 6.7810-8 (Torr) 133.3(N/m2∙Torr) 6.021023 (mol-1)/(8.31(N m/mol 

K) 300(K)) = 3.64 1014 

It is notable that 300 K is the CO2 gas temperature in reaction chamber. 

Cu(111) is 1.761015 /cm2, the diameter of Cu sample is 10 mm,  

Beam spot area on Cu(111) surface is 0.9 2(1/ 2) = 0.7 cm2. 

So on Cu(111), Cu atoms are 1.761015 /cm2   0.7 cm2 = 1.231015 

So, the CO2 beam flux: 

 

3.631014/(1.231015)= 0.2951 CO2 molecules/(Cu atom ∙ s)   
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For 3% CO2 (in He) beam, QHe = (97/3)QCO2 

2COQ = ΔP / (1.42/1005+0.18×(97/3)/520)  

= ΔP /(0.001413 + 0.0112)  = ΔP /0.0126 

  
2COQ = 79.4 ×P (torr dm3/sec) 

For example, 3% CO2 (in He) beam irradiation at Tnozzle = 1000 K,  

Background pressure Psc0 = 3.210-10 torr. 

 

So P = 2.010-7 torr – 3.210-10 torr = 210-7 Torr 

Therefore, 

2COQ = 79.410^(-3) (m3/sec.) 210^(-7) (Torr) 133.3(N/m2 Torr) 6.0210^(23)(mol-1)  

/(8.31(N m/mol K) 300(K)) 

     = 5.1   1014 

It is notable that 300 K is the CO2 gas temperature in reaction chamber. 

Cu(111) is 1.761015 /cm2, the diameter of Cu sample is 10 mm,  

Beam spot area on Cu(111) surface is 0.9 2(1/ 2) = 0.7 cm2. 

So on Cu(111), Cu atoms are 1.761015 /cm2   0.7 cm2 = 1.231015 

Therefore, the CO2 beam flux: 

5.11014/(1.231015)= 0.4146 CO2 molecules/(Cu atom ∙ s) 
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2.1.4 Calculation of the reaction probability of CO2 to convert into formate 

From the data in the figure, the fitting curve (dashed line) can be expressed as 

0 exp
x

y y A

    

 
 

The slop function thus can be 

exp
dy A x

dx  
    

 
  

Therefore, the initial reaction probability of CO2 ( 0x  ) is 

3

0

10
A

P
y

    

From the fitting parameters by using software (IGOR PRO 6.031, WaveMetrics, Inc.), we can obtain: 

0 14.09y  , 13.81A    and 0.785  , so the reaction probability of CO2: 

31.24 10P    

 

Figure S2.3  Example of uptake curve for the calculation of reaction probability 
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Figure S2.4  Schematic of Cu single crystal sample with various parameters  
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Figure S2.5  (a) The reaction chamber with a Cu sample, sample holder, collimator hole for molecular 

beam, cooling plate connecting a cryo-pump. (b) The sample position is collimated with the beam hole 

using a laser. 

  

(a) 

(b) 

(a) 
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Figure S2.6  (a) Schematic of nozzle structure. (b) The photo of nozzle (Made from Omegatron (株
式会社オメガトロン)). (c) Pinhole of nozzle with a diameter as 51 . 

  

(a) 

(b) 

(c) 
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Figure S2.7  Schematic of atomic hydrogen generator
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Figure S2.8  Cleanness of Cu(111) after cycles sputtering confirmed by LEE/AES (a) 

Low-energy electron diffraction (LEED) (70 eV) patterns and (b) Auger electron spectroscopy 

(AES) spectra of clean Cu(111) surfaces measured at room temperature. 
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Figure S2.10  Temperature programmed desorption (TPD) profiles of H2 on Cu(111), Cu(110) and 

Cu(100). TPD spectra of H2 were measured after various H2 exposure through a hot-tungsten filament. 

The associatively desorbed (recombination desorption of) hydrogen (Ha + Ha → H2) were detected. (a) 

Cu(111), (b) Cu(110) and (c) Cu(100). Heating rate is 2.0 K/s.  
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2.1.5 Calibration of the quadrupole mass (Q-Mass) detector signals for the ratio of CO2 and H2 in TPD 

measurements 

Because the Q-Mass detector has different sensitivities for the desorbing CO2 and H2, careful calibration 

is required. We calibrated the signals using the TPD profiles of desorbing CO2 and H2 from the 

decomposition of formate (HCOOa → CO2 + 1/2 H2). The formate for the calibration measurement is 

prepared by the dehydrogenation of formic acid (HCOOH).  

As shown in Fig. S2.11, the average measured intensity ratio of CO2 and H2 is about 0.17 (left vertical 

axis) for the Cu(111) experiment, which is calibrated to the stoichiometric ratio of 2 (the ratio of CO2 and H2 

formed by the formate decomposition, right vertical axis). The intensity ratio of CO2 and H2 measured in the 

molecular beam experiment lies close to the calibrated ratio of 2.0. The same method is applied to the 

calibration of signals for the Cu(110) surface experiment. 

Figure S2.11 The calibration of CO2 and H2 signal intensity ratio measured by Q-mass. We 

have calibrated Q-mass signals by using TPD results of HCOO/Cu(111) and HCOO/Cu(100) 

prepared by the dehydration of formic acid as the standard TPD-signals with CO2:H2 = 2:1. (a) The 

CO2/H2 signal ratio measured from Cu(111): The red squares are the TPD peak area ratios of CO2 

and H2 from the decomposition of formate with various coverages prepared by direct 

dehydrogenation of formic acid (HCOOH).  
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Figure S2.12 Formation of formate on Cu(111) with different CO2 beam exposures (CO2 molecules/Cu atom) 

traced by temperature-programmed-desorption (TPD). Cu(111) surface is kept at 120 K. The coverage of 

pre-dosed hydrogen adatoms are the saturated coverage of 0.6 ML. The nozzle temperature is 1000 K and the 

translational energy of CO
2
 is 2.16 eV. TPD profiles of (a) H2O (m/z = 18); (b) CO (m/z = 28); 

 

Figure S2.13 Formation of formate on Cu(111) with different CO2 beam exposures (CO2 molecules/Cu atom) 

traced by temperature-programmed-desorption (TPD). Cu(111) surface is kept at 140 K. The coverage of 

pre-dosed hydrogen adatoms are the saturated coverage of 0.6 ML. The nozzle temperature is 1000 K and the 

translational energy of CO
2
 is 2.16 eV. TPD profiles of (a) H2O (m/z = 18); (b) CO (m/z = 28); 
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Figure S2.14 Formation of formate on Cu(111) with different CO2 beam exposures (CO2 molecules/Cu atom) 

traced by temperature-programmed-desorption (TPD). Cu(111) surface is kept at 160 K. The coverage of 

pre-dosed hydrogen adatoms are the saturated coverage of 0.6 ML. The nozzle temperature is 1000 K and the 

translational energy of CO
2
 is 2.16 eV. TPD profiles of (a) H2O (m/z = 18); (b) CO (m/z = 28); 

 

Figure S2.15 Formation of formate on Cu(111) with different CO2 beam exposures (CO2 molecules/Cu atom) 

traced by temperature-programmed-desorption (TPD). Cu(111) surface is kept at 180 K. The coverage of 

pre-dosed hydrogen adatoms are the saturated coverage of 0.6 ML. The nozzle temperature is 1000 K and the 

translational energy of CO
2
 is 2.16 eV. TPD profiles of (a) H2O (m/z = 18); (b) CO (m/z = 28); 
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Figure S2.16 Formation of formate on Cu(111) with different CO2 beam exposures (CO2 molecules/Cu atom) 

traced by temperature-programmed-desorption (TPD). Cu(111) surface is kept at 200 K. The coverage of 

pre-dosed hydrogen adatoms are the saturated coverage of 0.6 ML. The nozzle temperature is 1000 K and the 

translational energy of CO
2
 is 2.16 eV. TPD profiles of (a) H2O (m/z = 18); (b) CO (m/z = 28); 
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3.  Small supersonic molecular beam (SMB) experiments 

 

Figure S3.1  Schematic of source chamber of small molecular beam apparatus 
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Figure S3.1 The total amounts of hydrogen (unreacted hydrogen plus formate hydrogen) decrease 

with increasing translation energy of CO2 beam. Experiments are carried out by small molecular 

beam apparatus. 
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4. Angle-resolved analysis of formate decomposition experiments 

(i) Angle-resolved temperature-programmed desorption (AR-TPD) 

Collimation of molecular total flux desorbing from the Cu surface 

The flux of the desorbing CO2 has to be collimated due to the slits spot on surface are different when the 

sample is changing the polar angle (Fig. S4.1). 

 

Figure S4.1 Schematic diagram of the collimation of molecular total flux desorbing from the Cu 
surface [8]. The front surface area of the copper surface to the apertures of the collimator increases as the 
polar angle  increases, resulting in the increase of the integrated amount of formate species. As a result, the 
intensity of desorbing CO2 from the formate decomposition at the angle  is larger than that on the area of 

the Cu surface facing normal to the collimator. Hence, the collimation of the CO2 desorbing flux ( calI ) can 

be written as follows: cal decI = I / f , where decI is the detected intensity of CO2 and f is the area factor 

corresponding the polar angle. All AR signals used in this work were calibrated by considering this area 
factors. 
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(ii) Angle-resolved steady-state desorption (AR-SSD) 

4.1 How to obtain the time-of-flight (TOF) spectrum 

In the TOF measurements, the desorbed molecules from the surface were detected by the QMS after 

passing through the slit, cross-correlation chopper, and drift tube. The chopper, with pseudorandomly 

positioned 255 slits of equal width, was rotated at 196.1 Hz, where a time resolution of 20 μ  is obtained. 

The detected signal was then recorded by a multichannel analyzer with 20 μ  × 255 channels. 

    The measured TOF data, ( ), were then cross-correlated with the pseudorandom chopper array 

function ( ) to derive the deconvoluted TOF spectrum ( ) by using software (IGOR PRO 6.031, 
WaveMetrics, Inc.), as shown in Fig. S4.2, where ( ) can be represented as ( ) = ( + ) ( ) , 

from ref. [9, 10]. 

4.2 Correction of time 

There are mainly two uncertain factors that inevitably cause the deviation of time in TOF due to the 

experimental setup. The deviation of time originates from the “start signal deviation, Δta” and the “finite 

detection time, Δtb”; Δta is the difference between the time of molecule chopping at the chopper and the 

trigger signal provided by the photocoupler due to slight geometrical deviations of the photocoupler at the 

chopper from the ideal position. To correct the deviation of Δta, a white light signal was measured by the 

photomultiplier. The peak position difference between the TOF spectrum of white light and the 

pseudorandom chopper arrays corresponds to Δta, while the difference in the width mainly originates from 

the chopper gate function. From the difference in peak position, Δta was corrected as shown in Fig. 4.3. The 

resultant trigger position was found to shift by 20 μ , which is different from our previous work[45] because 

we have rotated the chopper to the opposite direction from that in the previous work.  

   The other deviation, Δtb, is the time of flight of the molecules in the detector after ionization at the top of 

QMS. After entering the ionization part, the ionized molecules fly a quadrupole distance, taking about a few 

dozen microseconds depending on the intended mass. Then, Δtb was corrected by estimating the 

corresponding flight time as -38.935 μ , as reported previously [11, 12]. 

   In addition to corrections to Δta and Δtb, we have corrected the position of each data point such that it 

corresponds to the center of the chopper array width (20 μ ). For example, the data point obtained at the time 

between 0 and 20 μ , is not plotted at 0 μ , but plotted at 10 μ . 

4.3 How to estimate the average energy 

    To estimate the average energy from the TOF spectrum, the TOF spectrum was firstly fit by using the 

following flux-type modified Maxwell-Boltzmann distribution function, h(t), where (1/v) was multiplied to 

the distribution to include the ionization sensitivity in QMS. 

ℎ( ) = + −
( / − )

2
 

Here, C1, C2, v0, and T are the fitting parameters. L is the flight pass of 377 mm, m is the mass of 13CO2 (m/z 

= 45), and k is the Boltzmann constant. As an example, a fitting result is shown by the pink curve in Fig. 

S2(c). The TOF was then converted to a velocity distribution f(v) by using the fitting result of h(t), as shown 

in Fig. S4.4. Finally, we have calculated the average energy 〈 〉 by using the obtained f(v) and the 

following equation: 
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1
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( )
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Figure S4.2 Determination of TOF spectra. (a) Typical example of the measured TOF data, 

( ). (b) Function of the pseudorandom chopper array ( ) is shown. (c) The obtained TOF 

spectrum ( ) after the cross-correlation of ( ) with ( ). The pink curve shows the fitting 

results (see Section IV). 
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Figure S4.3 Pseudorandom chopper array (blue curves) and time of flight of white light (red 
curves). Here, Δta was calibrated to accord the peak position between the chopper array and the 
time of flight. 
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Figure S4.4. Velocity distribution converted from a time-of-flight spectrum 
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