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Abstract. This paper presents a numerical method for verifying the existence and local unique-
ness of a solution for an initial-boundary value problem of semilinear parabolic equations. The main
theorem of this paper provides a sufficient condition for a unique solution to be enclosed within a
neighborhood of a numerical solution. In the formulation used in this paper, the initial-boundary
value problem is transformed into a fixed-point form using an analytic semigroup. The sufficient con-
dition is derived from Banach’s fixed-point theorem. This paper also introduces a recursive scheme
to extend a time interval in which the validity of the solution can be verified. As an application
of this method, the existence of a global-in-time solution is demonstrated for a certain semilinear
parabolic equation.

Key words. semilinear parabolic initial-boundary value problems, verified numerical computa-
tions, existence and local uniqueness

AMS subject classifications. 65M60, 65M15, 35K20

DOI. 10.1137/141001664

1. Introduction. Let Ω be a bounded polygonal domain in R2. We consider
the following initial-boundary value problem of semilinear parabolic equations:

(1)

 ∂tu+Au = f(u) in J × Ω,
u(t, x) = 0 on J × ∂Ω,
u(t0, x) = u0(x) in Ω.

Here, f is a mapping from R to R such that f ◦ φ ∈ L2(Ω) for each φ ∈ H1
0 (Ω),

so we can also consider f as a map from H1
0 (Ω) to L2(Ω) given by φ 7→ f ◦ φ, and

we impose that this be twice Fréchet differentiable. Furthermore, J := (t0, t1] with
0 ≤ t0 < t1 <∞ or J := (0,∞), ∂t = ∂

∂t , u0 ∈ H1
0 (Ω) is a given initial function, and

A : D(A) ⊂ Hα(Ω) ∩H1
0 (Ω)→ L2(Ω) is defined by

A := −
∑

1≤i,j≤2

∂

∂xj

(
aij(x)

∂

∂xi

)
,
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where aij(x) ∈W 1,∞(Ω), aij(x) = aji(x), and α depends on the shape of the domain.1

The operator A is also assumed to satisfy the following ellipticity condition:∑
1≤i,j≤2

aij(x)ξiξj ≥ µ‖ξ‖2 ∀x ∈ Ω, ∀ξ ∈ R2 with µ > 0,

where ‖ · ‖ denotes the Euclidean norm of a vector. It is known [23, 29] that the
operator “−A” generates an analytic semigroup {e−tA}t≥0 over L2(Ω). This initial-
boundary value problem includes certain reaction-diffusion equations and nonlinear
heat equations.

The main aim of this paper is to present Theorem 2.7, which provides a sufficient
condition for guaranteeing the existence and local uniqueness of a mild solution for
(1) when J = (t0, t1] with 0 ≤ t0 < t1 < ∞. The definition of this mild solution is
given in section 2.1. Such a sufficient condition can be checked using verified numer-
ical computations, which derive mathematically rigorous conclusions using numerical
computations.

To extend the time interval in which the existence of the mild solution is guar-
anteed, we consider the initial-boundary value problem (1) with J = (t1, t2] (t1 <
t2 < ∞). For this purpose the initial function should be replaced by a certain ball
in H1

0 (Ω) that is an inclusion of u(t1, ·). Then, we can apply Theorem 2.7 for this
initial-boundary value problem on (t1, t2] and recursively repeat this process. If the
sufficient condition of Theorem 2.7 does not hold, then the process is stopped.

Considering semilinear parabolic equations of the form (1), many analytic studies
have been performed using the semigroup theory,2 which originated from pioneering
studies by Hille [12] and Yosida [31]. For example, the following results concerning
nonnegative solutions are well known:

• In the case that f(u) = up (p > 1) and Ω = Rm (m ∈ N) in (1), Fujita
determined an exponent concerning the existence of a global-in-time solution3

in [7]. This is the so-called Fujita exponent. It has also been shown in [16]
that the Fujita exponent of (1) is determined by the minimal eigenvalue of
A, which depends on the domain Ω.

• Global existence in the case of small initial data has also been shown in, e.g.,
[13] for (1), where f(0) = 0. In such a problem, the solution exponentially
converges to the zero function as t→∞.

• When f(u) = up (q ≥ p > 1) in (1), the existence of a mild Lq-solution has
been studied in [1]. Here a mild Lq-solution of (1) is defined by a function
u ∈ C(J ;Lq(Ω)) that is given by

u(t) = e−(t−t0)Au0 +

∫ t

t0

e−(t−s)Af(u(s))ds.

Let qc = p− 1. If q ≥ qc (and q > p if qc = q), then there exists T > t0 such
that this problem admits a unique mild Lq-solution for J = [t0, T ).

For numerous other results, see, e.g., [2, 25].

1The expression Aφ for φ ∈ H1
0 (Ω) is defined in the distributional sense, i.e., Aφ ∈ H−1(Ω) for

φ ∈ H1
0 (Ω), and one defines D(A) := {φ ∈ H1

0 (Ω) : Aφ ∈ L2(Ω)}. Furthermore, it can be proved

(see, e.g., [11]) that D(A) ⊂ Hα(Ω) for some α depending on the domain, e.g., α ∈
(
3
2
, 2

]
when Ω is

polygonal.
2For the development of the semigroup theory, see [23].
3This refers to solutions of (1) whose existence is proved for t ∈ (0,∞).
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The results obtained in the analytical studies above give qualitative properties of
solutions to (1). On the other hand, in order to observe the behavior of solutions,
various numerical schemes have been developed for this type of parabolic equations
(cf. [28]). Furthermore, convergence analyses have been performed for such numerical
schemes. For example, Fujita and his collaborators [8, 10, 9] have demonstrated the
convergence of a full discretization scheme using semigroup theory. They have also
presented a priori error estimates of the scheme. Subsequently, some a posteriori error
estimates based on Green’s functions and elliptic reconstructions have been introduced
in [5, 15].

A number of computer-assisted methods based on verified numerical computa-
tions for proving the existence and local uniqueness of solutions to various elliptic
equations have been developed over the last two decades by Nakao, Plum, and their
collaborators (see [19, 22, 24, 27, 30] and references therein). Recently, such computer-
assisted methods have been extended to parabolic equations in [14, 20, 21]. In [21],
Nakao, Kinoshita, and Kimura proposed a method for estimating the norms of inverse
operators for linear parabolic differential equations. Next, in [20], the same authors
proposed the “time interpolation scheme” for a class of heat equations and provided
a constructive error estimate for this scheme. Subsequently, in [14] the norm estimate
proposed in [21] was improved using the error estimate proposed in [20].

Another recent approach to verified numerical computations for partial differ-
ential equations is based on the Conley index and the verification of corresponding
topological conditions. See, e.g., [33, 32]. These studies use an astute application
of the characteristics of the spectrum method. In addition, in [4] Day, Lessard, and
Mischaikow made use of the spectrum method to propose a method for finding a con-
tinuous parameterized family of stationary solutions for certain evolution equations.
For the evolution equation itself, Zgliczyński proved the existence of periodic solutions
to the Kuramoto–Sivashinsky equation defined on a one-dimensional space in [32].

The main contribution of this paper is to combine a “classical analysis” with
“computer-assisted methods” to provide a new numerical method of bounding a so-
lution for semilinear parabolic equations using classical semigroup theory. Computer-
assisted methods that employ analytic semigroups have not been applied in any previ-
ous studies. The combination of quantitative estimates arising from verified numerical
computations and qualitative results obtained by analytical studies can be expected to
provide a good approach to many unsolved problems. Moreover, the existing studies
[14, 20, 21] require a computable a priori error estimate (called a constructive error
estimate), which is related to an orthogonal projection. This error estimate restricts
the function space of approximate solutions and numerical schemes. On the other
hand, in this paper, the projection error estimate is required only for obtaining the
minimal eigenvalue of A. This indicates that our method can employ more accurate
approximate solutions using some numerical schemes.

The remainder of this paper is organized as follows. In section 2, we introduce our
notation and present the definition of a mild solution for (1). Furthermore, we trans-
form the initial-boundary value problem (1) into a fixed-point form using an analytic
semigroup formulation. Then, on the basis of Banach’s fixed-point theorem, we derive
a sufficient condition for the existence and local uniqueness of a mild solution. If this
condition holds, then the mild solution is enclosed in a ball centered at a numerical
solution ω with a radius ρ > 0:

BJ(ω, ρ) :=
{
y ∈ L∞

(
J ;H1

0 (Ω)
)

: ‖y − ω‖L∞(J;H1
0 (Ω)) ≤ ρ

}
,
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where

L∞
(
J ;H1

0 (Ω)
)

:=

{
u : J × Ω→ R, u(t, ·) ∈ H1

0 (Ω) : ess sup
t∈J

‖u(t, ·)‖H1
0
<∞

}
is a Banach space with the norm ‖u‖L∞(J;H1

0 (Ω)) := ess supt∈J ‖u(t, ·)‖H1
0
. This suf-

ficient condition is presented in Theorem 2.7. The proof of Theorem 2.7 and some
related estimates are also provided. Afterwards, we set 0 ≤ t0 < t1 < · · · < tn < ∞
for a fixed natural number n, and we define Jk := (tk−1, tk] (k = 1, 2, . . . , n) and
J := ∪ Jk. In section 3, we consider the initial-boundary value problem (1). A re-
cursive scheme for enclosing the mild solution for t ∈ J is introduced in section 3.1.
For k = 1, 2, . . . , n, BJk(ω|t∈Jk , ρk) becomes an enclosure of the mild solution u(t, ·),
t ∈ Jk. We construct each enclosure using an iterative numerical verification scheme
based on Theorem 2.7. Then, we demonstrate numerically that the mild solution for
t ∈ J uniquely exists in

(2) B(ω) :=
{
y ∈ L∞

(
J ;H1

0 (Ω)
)

: y|t∈Jk ∈ BJk(ω|t∈Jk , ρk) for k = 1, 2, . . . , n
}
.

In section 3.2, we present some computational examples to illustrate the features of
the numerical verification method. As an application of this method, in section 4 we
present a sufficient condition for proving the existence of global-in-time solutions. As
a result, the existence of a global-in-time solution to a certain semilinear parabolic
equation is proved.

2. Verification theory in a time interval.

2.1. Preliminaries. Throughout this paper, the space of all p th power Lebesgue
integrable functions on Ω is denoted by Lp(Ω) for p ∈ [1,∞) and L∞(Ω) := {v :
ess supx∈Ω |v(x)| <∞}. For p = 2, the inner product on L2(Ω) is defined by

(v, w)L2 :=

∫
Ω

v(x)w(x)dx.

For a positive integer m and p ∈ [1,∞], let Wm,p(Ω) be the mth order Sobolev space of
Lp(Ω). Let Hm(Ω) := Wm,2(Ω) and H1

0 (Ω) := {v ∈ H1(Ω) : v = 0 on ∂Ω}, where the
condition that v = 0 on ∂Ω is meant in the trace sense. Furthermore, H−1(Ω) denotes
the topological dual space of H1

0 (Ω), i.e., the space of linear continuous functionals in
H1

0 (Ω). We employ the usual norms, given by

‖v‖L2 :=
√

(v, v)L2 , ‖v‖H1
0

:= ‖∇v‖L2 , and ‖ϕ‖H−1 := sup
0 6=v∈H1

0 (Ω)
‖v‖

H1
0

=1

|〈ϕ, v〉| ,

where 〈·, ·〉 is a dual product between H1
0 (Ω) and H−1(Ω).

Let a : H1
0 (Ω)×H1

0 (Ω)→ R be a bilinear form that is defined by

a(v, w) :=
∑

1≤i,j≤2

(
aij(x)

∂v

∂xi
,
∂w

∂xj

)
L2

.

Then, for φ ∈ D(A), it holds that a(φ, v) = (Aφ, v)L2 for all v ∈ H1
0 (Ω). From the

assumptions on A, it follows that the bilinear form a(·, ·) satisfies the condition of
strong coercivity,

(3) a(v, v) ≥ µ‖v‖2H1
0
, ∀v ∈ H1

0 (Ω),
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and the condition of boundedness, meaning that there exists M > 0 such that

(4) |a(v, w)| ≤M‖v‖H1
0
‖w‖H1

0
∀v, w ∈ H1

0 (Ω).

We define A : H1
0 (Ω)→ H−1(Ω) as

(5) 〈Av, w〉 := a(v, w) ∀w ∈ H1
0 (Ω).

Let {ψi}i∈N be a complete orthonormal system of eigenfunctions; namely, each ψi ∈
H1

0 (Ω) is an eigenfunction of A satisfying 〈ψi, ψj〉 = δi,j , where δi,j is Kronecker’s
delta. The spectrum4 of A is denoted by σ(A). For α ∈ (0, 1), a fractional power of
A is defined by

Aαφ :=

∞∑
j=1

λαj cjψj , D(Aα) :=

{
φ =

∞∑
j=1

cjψj ∈ H−1(Ω) :

∞∑
j=1

c2jλ
α
j <∞

}
,

where ci = 〈φ, ψi〉 and {λi}i∈N = σ(A). The following lemma holds for A 1
2 .

Lemma 2.1. The relation D(A 1
2 ) = L2(Ω) holds. Moreover,

(6) µ
1
2 ‖w‖L2 ≤ ‖A 1

2w‖H−1 ≤M 1
2 ‖w‖L2

is satisfied for all w ∈ L2(Ω).

The proof of Lemma 2.1 is given in [29]. In the following, we present a fundamen-
tal theorem for the analytic semigroup {e−tA}t≥0 generated by −A. Proofs of this
theorem can be found in several textbooks, e.g., [23].

Theorem 2.2. Let x ∈ H1
0 (Ω), and let λ0 be a positive number. Assume that A

satisfies

〈−Ax, x〉 ≤ 0, R(λ0I +A) = H−1(Ω),

where R(B) denotes the range of any operator B. Then, there exists an analytic
semigroup {e−tA}t≥0 generated by −A.

Using Theorem 2.2, it follows from (3) and (4) that the operator −A generates
an analytic semigroup {e−tA}t≥0 over H−1(Ω). In this paper, the function u ∈
L∞(J ;H1

0 (Ω)) given by

u(t) = e−(t−t0)Au0 +

∫ t

t0

e−(t−s)Af (u(s)) ds

is called a mild solution of (1).
Now, we provide two lemmas concerning the relationship between fractional pow-

ers of A and the analytic semigroup e−tA.

Lemma 2.3. For ϕ ∈ H−1(Ω), it follows that

∂te
−tAϕ = −Ae−tAϕ.

Moreover, if φ ∈ D(Aα), the following holds for α ∈ (0, 1]:

−Aαe−tAφ = −e−tAAαφ.
4As the inverse of the operator A is a compact self-adjoint operator, the spectral theorem implies

that the operator A admits positive discrete spectra (see, e.g., [3]).
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On the basis of the representation formula given by the Dunford integral, the
spectral mapping theorem can be applied to e−tA. Thus, we can derive the following
lemma.

Lemma 2.4. Let α ∈ (0, 1). Then, for a fixed β ∈ (0, 1) it holds that

(7)
∥∥Aαe−tAϕ∥∥

H−1 ≤
(
α

eβt

)α
e−(1−β)tλmin‖ϕ‖H−1 ∀ϕ ∈ H−1(Ω),

where λmin is the minimal eigenvalue of A and e is the Euler number.

Proof. Because the minimum value of σ(A) is positive, we have

sup
x∈σ(A)

∣∣xαe−βtx∣∣ ≤ ( α

eβt

)α
and sup

x∈σ(A)

∣∣∣e−(1−β)tx
∣∣∣ ≤ e−(1−β)tλmin .

Therefore, the spectral mapping theorem implies that the following inequality holds:∥∥Aαe−tAϕ∥∥
H−1 = sup

x∈σ(A)

∣∣xαe−tx∣∣ ‖ϕ‖H−1

≤ sup
x∈σ(A)

∣∣xαe−βtx∣∣ sup
x∈σ(A)

∣∣∣e−(1−β)tx
∣∣∣ ‖ϕ‖H−1

for all ϕ ∈ H−1(Ω). This in turn implies (7).

From Lemma 2.4, it follows that if we set α = β = 1/2, the following corollary
holds.

Corollary 2.5.∥∥∥A 1
2 e−tAϕ

∥∥∥
H−1
≤ e− 1

2 t−
1
2 e
−tλmin

2 ‖ϕ‖H−1 ∀ϕ ∈ H−1(Ω).

We remark that the verified inclusion of λmin can be obtained by a natural exten-
sion of the method described in [17]. The upper bound can easily be obtained using
the Rayleigh–Ritz method for a finite-dimensional space Vh satisfying Vh ⊂ H1

0 (Ω).
For the lower bound, we apply the main theorem of the paper [17], which we state as
follows.

Theorem 2.6. Let Vh be an N -dimensional subspace of H1
0 (Ω), and let Rh :

H1
0 (Ω) → Vh be the Ritz projection defined by a(v − Rhv, vh) = 0 for all vh ∈ Vh.

Assume that there exists a computable error estimate; that is, we can determine CM >
0 such that

‖v −Rhv‖L2 ≤ CM‖v −Rhv‖H1
0

for v ∈ H1
0 (Ω).

Furthermore, let λh,k be the kth eigenvalue of the eigenvalue problem over Vh; find
vh ∈ Vh and λh ∈ R such that a(vh, wh) = λh(vh, wh)L2 for all wh ∈ Vh. Then, a
lower bound of λk is given by

λh,k
1 + C2

Mλh,k
≤ λk (k = 1, 2, . . . , N).

2.2. Verification theorem. Let J = (t0, t1] and τ := t1 − t0, where t0, t1 ∈ R
such that 0 ≤ t0 < t1 < ∞. In this subsection, we present a theorem that gives a
sufficient condition for the existence and local uniqueness of a mild solution for (1).
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Theorem 2.7. Let us consider the initial-boundary value problem defined by (1),
and let Vh be a finite-dimensional subspace of H1

0 (Ω). For û0, û1 ∈ Vh ∩ L∞(Ω), we
define ω(t) as

ω(t) = û0φ0(t) + û1φ1(t), t ∈ J,

where φi(t) (i = 0, 1) is a linear Lagrange basis satisfying φi(tj) = δij (δij is the
Kronecker delta with j = 0, 1).

Assume that the initial function u0 satisfies ‖u0−û0‖H1
0
≤ ε0, and that ω satisfies

the following estimate:

(8) ess sup
t∈J

∥∥∥∥∫ t

t0

e−(t−s)A(∂tω(s) +Aω(s)− f(ω(s)))ds

∥∥∥∥
H1

0

≤ δ.

Furthermore, assume that f satisfies

‖f(ϕ)− f(ψ)‖L∞(J;L2(Ω)) ≤ Lρ0‖ϕ− ψ‖L∞(J;H1
0 (Ω)) ∀ϕ,ψ ∈ BJ(ω, ρ0),(9)

for all ρ0 ∈ (0, ρ] for a certain ρ > 0. If

M

µ
ε0 +

2

µ

√
Mτ

e
Lρρ+ δ < ρ,

then a mild solution u(t) of (1) uniquely exists in the ball BJ(ω, ρ), where t ∈ J .

Remark 2.8. In (8) the integrand e−(t−s)A(∂sω(s) + Aω(s) − f(ω(s))) ∈ H1
0 (Ω)

for s ∈ J , because e−(t−s)A is an analytic semigroup. It is assumed in this theorem
that the integrand is bounded and integrable in the sense of Bochner.

Proof. Let us define an operator S : L∞(J ;H1
0 (Ω))→ L∞(J ;H−1(Ω)) using the

analytic semigroup e−tA as

(10) (S(z))(t) := e−(t−t0)A(u0 − û0) +

∫ t

t0

e−(t−s)Ag(z(s))ds,

where g(z(t)) = f(ω(t)+z(t))−(∂tω(t)+Aω(t)). In (10), the integrand e−(t−s)Ag(z(s))
is in H1

0 (Ω) in the sense of Bochner for s ∈ J , because e−(t−s)A is an analytic semi-
group. The fact that the integral is bounded follows by assumptions (8) and (9).

For ρ > 0, let Z := {z ∈ L∞(J ;H1
0 (Ω)) : ‖z‖L∞(J;H1

0 (Ω)) ≤ ρ}. We note that u
is a mild solution if and only if z := u − ω is a fixed point of the operator S in Z.
In the following, on the basis of Banach’s fixed-point theorem, we derive a sufficient
condition of S having a fixed point in Z. First, we derive a condition guaranteeing
that S(Z) ⊂ Z.

We will employ the inequality

(11) µ‖φ‖H1
0
≤ ‖Aφ‖H−1 ≤M‖φ‖H1

0
∀φ ∈ H1

0 (Ω),

which follows from (3)–(5).
The first term in the right-hand side of (10) can be estimated, using the spectral

mapping theorem and (11), as∥∥∥e−(t−t0)A(u0 − û0)
∥∥∥
H1

0

≤ µ−1
∥∥∥A e−(t−t0)A(u0 − û0)

∥∥∥
H−1

(12)

≤ M

µ
e−(t−t0)λminε0,
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where λmin denotes the minimal eigenvalue of A in H−1(Ω). Therefore, it follows that

(13)
∥∥∥e−(t−t0)A(u0 − û0)

∥∥∥
L∞(J;H1

0 (Ω))
≤ M

µ
ε0.

To estimate the second term in the right-hand side of (10), we decompose g(z(s)) ∈
H−1(Ω) for z ∈ Z into two parts as

g(z(s)) = f(ω(s) + z(s))− (∂tω(s) +Aω(s))

= g1(s) + g2(s),

where

g1(s) := f(ω(s) + z(s))− f(ω(s))

and

g2(s) := f(ω(s))− (∂tω(s) +Aω(s)) ,

respectively. Now, set

ν(t) :=

∫ t

t0

(t− s)− 1
2 e−

1
2 (t−s)λminds,

so that we have

(14) sup
t∈J

ν(t) ≤ sup
t∈J

∫ t

t0

(t− s)− 1
2 ds = 2

√
τ .

Then, using (6) in Lemma 2.1, (11), and Corollary 2.5, it follows that∥∥∥∥∫ t

t0

e−(t−s)Ag1(s)ds

∥∥∥∥
H1

0

=

∥∥∥∥∫ t

t0

e−(t−s)A(f(ω(s) + z(s))− f(ω(s)))ds

∥∥∥∥
H1

0

≤ µ−1

∫ t

t0

∥∥∥A e−(t−s)A(f(ω(s) + z(s))− f(ω(s)))
∥∥∥
H−1

ds

= µ−1

∫ t

t0

∥∥∥A 1
2 e−(t−s)AA 1

2 (f(ω(s) + z(s))− f(ω(s)))
∥∥∥
H−1

ds

≤ µ−1e−
1
2

∫ t

t0

(t− s)− 1
2 e−

1
2 (t−s)λmin

∥∥∥A 1
2 (f(ω(s) + z(s))− f(ω(s)))

∥∥∥
H−1

ds

≤ µ−1M
1
2 e−

1
2

∫ t

t0

(t− s)− 1
2 e−

1
2 (t−s)λmin ‖f(ω(s) + z(s))− f(ω(s))‖L2 ds

≤ µ−1M
1
2 e−

1
2 ν(t) ‖f(ω + z)− f(ω)‖L∞(J;L2(Ω)).

Furthermore, (9) and (14) yield that

(15)

∥∥∥∥∫ t

t0

e−(t−s)Ag1(s)ds

∥∥∥∥
L∞(J;H1

0 (Ω))
≤ 2

µ

√
Mτ

e
Lρρ.
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From (8) we have∥∥∥∥∫ t

t0

e−(t−s)Ag2(s)ds

∥∥∥∥
L∞(J;H1

0 (Ω))
(16)

=

∥∥∥∥∫ t

t0

e−(t−s)A(∂tω(s) +Aω(s)− f(ω(s)))ds

∥∥∥∥
L∞(J;H1

0 (Ω))
≤ δ.

Now, it follows from (13), (15), and (16) that

‖S(z)‖L∞(J;H1
0 (Ω)) ≤

M

µ
ε0 +

2

µ

√
Mτ

e
Lρρ+ δ.

Then, the fact that the desired estimate ‖S(z)‖L∞(J;H1
0 (Ω)) < ρ holds follows from

the conditions stated in the theorem, and this implies that S(z) ∈ Z.
Next, we show that S is a contraction mapping on Z under the assumption of the

theorem. For any z1 and z2 in Z, it holds that

S(z1)− S(z2) =

∫ t

t0

e−(t−s)A {f(z1(s) + ω(s))− f(z2(s) + ω(s))} ds.

Then, we have ∥∥∥∥∫ t

t0

e−(t−s)A {f(z1(s) + ω(s))− f(z2(s) + ω(s))} ds
∥∥∥∥
H1

0

≤ µ−1M
1
2 e−

1
2 ν(t)‖f(z1 + ω)− f(z2 + ω)‖L∞(J;L2(Ω)).

Here, it holds that zi + ω ∈ BJ(ω, ρ) (i = 1, 2). From (9) and (14), we obtain

‖S(z1)− S(z2)‖L∞(J;H1
0 (Ω)) ≤

2

µ

√
Mτ

e
Lρ‖z1 − z2‖L∞(J;H1

0 (Ω)).

Furthermore, the conditions of the theorem imply that

2

µ

√
Mτ

e
Lρ < 1.

Therefore, S becomes a contraction mapping, and Banach’s fixed-point theorem as-
serts that there exists a unique fixed point of S in Z.

Because S has a fixed point in Z, the following a posteriori error estimate at
t = t1 holds.

Theorem 2.9. Assume that the conditions of Theorem 2.7 are satisfied, so that
the existence and local uniqueness of a mild solution u(t) is guaranteed in BJ(ω, ρ)
for t ∈ J . Furthermore, assume also that ω satisfies

(17)

∥∥∥∥∫ t1

t0

e−(t1−s)A (∂tω(s) +Aω(s)− f(ω(s))) ds

∥∥∥∥
H1

0

≤ δ̃.

Then, the following a posteriori error estimate holds:

‖u(t1)− û1‖H1
0
≤ M

µ
e−τλminε0 +

2

µ

√
Mτ

e
Lρρ+ δ̃ =: ε1.
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Proof. Because z = u − ω is a fixed point of S, it holds that ‖z(t1)‖H1
0

=
‖S(z(t1))‖H1

0
. By setting t = t1 in (12), (15), and (17), we obtain the following

estimate:

(18) ‖S(z(t1))‖H1
0
≤ M

µ
e−τλminε0 +

2

µ

√
Mτ

e
Lρρ+ δ̃.

2.3. Residual estimation. This subsection is devoted to presenting a method
of calculating residual estimates δ in (8) and δ̃ in (17). For û1, û0 ∈ Vh ∩ L∞(Ω), we
define B(û1) ∈ H−1(Ω) as

〈B(û1), v〉 :=

(
û1 − û0

τ
, v

)
L2

+ a(û1, v)− (f(û1), v)L2 ∀v ∈ H1
0 (Ω),

and F(û1) ∈ H−1(Ω) as

〈F(û1), v〉 :=

(
û1 − û0

τ
, v

)
L2

+ a(û0, v)− (f(û0), v)L2 ∀v ∈ H1
0 (Ω).

By applying techniques of verified numerical computations for operator equations
(e.g., [27]), we can numerically evaluate β, η > 0, such that

‖B(û1)‖H−1 ≤ β and ‖B(û1)−F(û1)‖H−1 ≤ η.

Let p(t) := f(û1)φ1(t) + f(û0)φ0(t). Then, the function p(t) is a linear approx-
imation of f(ω(t)). The classical error bound of the linear interpolation yields that
for a fixed x ∈ Ω,

|f(ω(t))− p(t)| ≤ τ2

8
sup
t∈J

∣∣∣∣ d2

dt2
f(ω(t))

∣∣∣∣ .
It follows that

d2

dt2
f(ω(t)) = f ′′[ω(t)]

(
d

dt
ω(t)

)2

+ f ′[ω]

(
d2

dt2
ω(t)

)
.

The second term in the right-hand side vanishes, because ω is a linear function cor-
responding to t. Then, we obtain that

|f(ω(t))− p(t)| ≤ τ2

8
sup
t∈J

∣∣∣∣∣f ′′[ω(t)]

(
d

dt
ω(t)

)2
∣∣∣∣∣

≤ 1

8

(
sup
t∈J
|f ′′[ω(t)]|

)
‖û1 − û0‖2L∞ ,

where f ′′[ω(t)] is the second order Fréchet derivative of f at ω(t). Because ‖v‖L2 ≤
|Ω| 12 ‖v‖L∞ holds for all v ∈ L∞(Ω), it follows that, for t ∈ J ,

(19) ‖f(ω(t))− p(t)‖L2 ≤ |Ω|
1
2

8

(
sup

t∈J, x∈Ω
|f ′′[ω(t)]|

)
‖û1 − û0‖2L∞ .
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From the facts that ω(t) = û1φ1(t)+ û0φ0(t) and φ1(t)+φ0(t) = 1, it follows that

f(ω(t))− (∂tω(t) +Aω(t)) = f(ω(t))− p(t) + p(t)−
(
û1 − û0

τ
+Aω(t)

)
= f(ω(t))− p(t) +

(
f(û1)− û1 − û0

τ
−Aû1

)
φ1(t)

+

(
f(û0)− û1 − û0

τ
−Aû0

)
φ0(t)

= f(ω(t))− p(t)− (B(û1)φ1(t) + F(û1)φ0(t)) .

Let ‖û1 − û0‖L∞ ≤ α. Here, we know from (19) that∥∥∥∥∫ t

t0

e−(t−s)A(f(ω(s))− p(s))ds
∥∥∥∥
H1

0

≤ µ−1

∫ t

t0

∥∥∥A 1
2 e−(t−s)AA 1

2 (f(ω(s))− p(s))
∥∥∥
H−1

ds

≤ µ−1e−
1
2

∫ t

t0

(t− s)− 1
2 e−

1
2 (t−s)λmin

∥∥∥A 1
2 (f(ω(s))− p(s))

∥∥∥
H−1

ds

≤ µ−1M
1
2 e−

1
2

∫ t

t0

(t− s)− 1
2 e−

1
2 (t−s)λmin ‖f(ω(s))− p(s)‖L2 ds

≤ µ−1M
1
2 e−

1
2 ν(t)

|Ω| 12
8

Cωα
2,

where Cω := maxt∈J, x∈Ω |f ′′[ω(t)]|. Combining this with (14) yields that

(20)

∥∥∥∥∫ t

t0

e−(t−s)A(f(ω(s))− p(s))ds
∥∥∥∥
L∞(J;H1

0 (Ω))
≤ |Ω|

1
2

4µ

√
Mτ

e
Cωα

2.

Next, we can perform an integration by parts to obtain that∫ t

t0

∂se
−(t−s)A(B(û1)φ1(s) + F(û1)φ0(s))ds

= B(û1)φ1(t) +
(
φ0(t)− e−(t−t0)A

)
F(û1)− τ−1

∫ t

t0

e−(t−s)A(B(û1)−F(û1))ds.

Because A e−(t−s)A = ∂se
−(t−s)A, we can consider (11) and the spectral mapping

theorem, to yield∥∥∥∥∫ t

t0

e−(t−s)A(B(û1)φ1(s) + F(û1)φ0(s))ds

∥∥∥∥
H1

0

(21)

≤ µ−1

∥∥∥∥∫ t

t0

∂se
−(t−s)A(B(û1)φ1(s) + F(û1)φ0(s))ds

∥∥∥∥
H−1

≤ µ−1

(∥∥∥B(û1)φ1(t) +
(
φ0(t)− e−(t−t0)A

)
F(û1)

∥∥∥
H−1

+ τ−1

∫ t

t0

∥∥∥e−(t−s)A(B(û1)−F(û1))
∥∥∥
H−1

ds

)
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≤ µ−1

(∥∥∥(B(û1)−F(û1))φ1(t) +
(
I − e−(t−t0)A

)
F(û1)

∥∥∥
H−1

+ τ−1

∫ t

t0

∥∥∥e−(t−s)A(B(û1)−F(û1))
∥∥∥
H−1

ds

)

= µ−1

(∥∥∥(φ1(t)−
(
I − e−(t−t0)A

))
(B(û1)−F(û1)) +

(
I − e−(t−t0)A

)
B(û1)

∥∥∥
H−1

+ τ−1

∫ t

t0

∥∥∥e−(t−s)A(B(û1)−F(û1))
∥∥∥
H−1

ds

)

≤ µ−1

{
‖B(û1)‖H−1 +

(
φ1(t) + 1 +

1− e−(t−t0)λmin

τλmin

)
‖B(û1)−F(û1)‖H−1

}
.

Then, because ‖B(û1)‖H−1 ≤ β and ‖B(û1)−F(û1)‖H−1 ≤ η, it follows that∥∥∥∥∫ t

t0

e−(t−s)A(B(û1)φ1(s) + F(û1)φ0(s))ds

∥∥∥∥
L∞(J;H1

0 (Ω))
(22)

≤ µ−1

{
β +

(
2 +

1− e−τλmin

τλmin

)
η

}
.

Finally, from (20) and (22) we have∥∥∥∥∫ t

t0

e−(t−s)A(∂tω(s) +Aω(s)− f(ω(s)))ds

∥∥∥∥
L∞(J;H1

0 (Ω))
(23)

≤ |Ω|
1
2

4µ

√
Mτ

e
Cωα

2 + µ−1

{
β +

(
2 +

1− e−τλmin

τλmin

)
η

}
.

Then, we can choose the right-hand side of (23) as δ.
By setting t = t1 in (21), we obtain the same estimate as in (23). Thus, the

right-hand side of (23) can also be taken as δ̃.

2.4. Local Lipschitz bound of f . In this subsection, we provide a formula for
calculating the local Lipschitz bound Lρ when f(u) = c1u + c2u

2 + c3u
3 for ci ∈ R

(i = 1, 2, 3). The Fréchet derivative of f : H1
0 (Ω) → L2(Ω) at y ∈ BJ(ω, ρ) is given

by f ′[y] = c1 + 2c2y + 3c3y
2. Hölder’s inequality gives the following estimate for all

φ ∈ H1
0 (Ω):

‖f ′[y]φ‖L∞(J;L2(Ω))

= sup
t∈J

∥∥(c1 + 2c2y(t) + 3c3y(t)2
)
φ
∥∥
L2

≤ sup
t∈J

(
|c1|‖φ‖L2 + 2|c2|‖y(t)‖L4‖φ‖L4 + 3|c3|‖y(t)‖2L6‖φ‖L6

)
≤ sup

t∈J

{(
|c1|C2 + 2|c2|C2

4‖y(t)‖H1
0

+ 3|c3|C3
6‖y(t)‖2H1

0

)
‖φ‖H1

0

}
≤
{
|c1|C2 + 2|c2|C2

4

(
‖ω‖L∞(J;H1

0 (Ω)) + ρ
)

+ 3|c3|C3
6

(
‖ω‖L∞(J;H1

0 (Ω)) + ρ
)2
}
‖φ‖H1

0
,
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where Cp (p = 2, 4, 6) is the Sobolev embedding constant5 satisfying ‖φ‖Lp ≤ Cp‖φ‖H1
0

for all φ ∈ H1
0 (Ω). Thus, the local Lipschitz bound Lρ can be taken as

Lρ = |c1|C2 + 2|c2|C2
4

(
‖ω‖L∞(J;H1

0 (Ω)) + ρ
)

+ 3|c3|C3
6

(
‖ω‖L∞(J;H1

0 (Ω)) + ρ
)2

.

Remark 2.10. The operator “−A” also generates an analytic semigroup {e−tA}t≥0

over L2(Ω). The main theorem (Theorem 2.7) could also be constructed using the
analytic semigroup {e−tA}t≥0. Such a result is given in the paper [18]. The main
difference between the result in [18] and the one in this paper is the residual estimate.
In [18], letting

C1 :=
û1 − û0

τ
+Aû1 − f(û1) and C0 :=

û1 − û0

τ
+Aû0 − f(û0),

the residual estimate is given by∥∥∥∥∫ t

t0

A1/2e−(t−s)A(∂tω(s) +Aω(s)− f(ω(s)))ds

∥∥∥∥
L∞(J;L2(Ω))

≤
√

2π

λmine
erf

(√
λminτ

2

)(
C2

4Cω
8

α2 + ‖C1‖L2 + ‖C1 − C0‖L2

)
.

This estimate is sharper than (23), but the additional assumption that Vh ⊂ D(A) is
required.

3. Proof of existence on several time intervals.

3.1. Concatenation scheme of verified numerical inclusion. For a fixed
natural number n, let 0 ≤ t0 < t1 < · · · < tn < ∞, Jk = (tk−1, tk], τk := tk − tk−1

(k = 1, 2, . . . , n), and J = ∪ Jk. In this subsection, we will demonstrate a recursive
scheme for proving the existence and local uniqueness of a mild solution for the initial-
boundary value problem (1).

For i = 0, 1, . . . , n, let ûi ∈ Vh. Then, we define

ω(t) :=

n∑
i=0

ûiφi(t), t ∈ J,

where φi(t) is a piecewise linear Lagrange basis satisfying φi(tj) = δij (δij is the
Kronecker delta with j = 0, 1, . . . , n).

Because u0 is a given function, we can calculate some ε0 that satisfies ‖u0 −
û0‖H1

0
≤ ε0. Then, on the basis of Theorem 2.7 with J = J1, we attempt to enclose

the mild solution u(t), with t ∈ J1. If the sufficient condition of Theorem 2.7 is
satisfied, then the mild solution is enclosed in a ball centered at ω(t), t ∈ J1, with a
radius of ρ1. Furthermore, we have an a posteriori error estimate based on Theorem
2.9, given by ‖u(t1) − û1‖H1

0
≤ ε1. From the error estimate ‖u(t1) − û1‖H1

0
≤ ε1,

we attempt to further enclose the mild solution u(t) on the basis of Theorem 2.7,
with J = J2. We repeat this process recursively. That is, using the error estimate
‖u(tk−1) − ûk−1‖H1

0
≤ εk−1 (k = 1, 2, . . . , n), we recursively prove the existence and

local uniqueness of the mild solution in each ball

BJk(ω|t∈Jk , ρk) =
{
y ∈ L∞

(
Jk;H1

0 (Ω)
)

: ‖y − ω|t∈Jk‖L∞(Jk;H1
0 (Ω)) ≤ ρk

}
.

5Such a constant Cp can be estimated rigorously (see, e.g., Lemma 2 in [24]).
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Finally, the mild solution of (1) is enclosed in B(ω), which is defined in (2). We call
this process a “concatenation scheme of verified numerical inclusion.”

Remark 3.1. It is proved that the above mild solution u of (1) is in C(J ;L2(Ω)),
because u(t) ∈ H1

0 (Ω) ⊂ L2(Ω) for t ∈ J and f(u) ∈ L1(J ;L2(Ω)).

3.2. Computational example. In this subsection, we present two illustrative
computational examples. All of the computations are carried out on Cent OS 6.3 with
a 3.10 GHz Intel Xeon E5-2687W, using MATLAB 2013a with the INTLAB toolbox
for verified numerical computations, version 7.1 [26]. Let Ω = {(x1, x2) : 0 < xi <
1, i = 1, 2} ⊂ R2 be a unit square domain.

Using the usual finite element procedure and a simple first order approximation
of the time derivative, we employ the full discretization to obtain {uhk}k≥1 ⊂ Vh such
that (

uhk − uhk−1

τk
, vh

)
L2

+ a(uhk , vh)L2 = (f(uhk), vh)L2

and (∇uh0 ,∇vh)L2 = (∇u0,∇vh)L2 for all vh ∈ Vh. Let ûk ∈ Vh (k = 0, 1, . . . , n)
be a numerical approximation of uhk . Then, we use the quadratic conforming finite
elements (P2-elements) on the uniform mesh triangulation. Let h be the mesh size
and τk the step size of time discretization.

First, we consider the following Fujita-type parabolic equation:

(24)

 ∂tu−∆u = u2 in (0,∞)× Ω,
u(t, x) = 0 on (0,∞)× ∂Ω,
u(0, x) = γx1(1− x1)x2(1− x2) in Ω,

where γ > 0 is a parameter of the initial function. It is known [6] that for sufficiently
large γ, any solution of (24) blows up in finite time. Let h = 2−4 and τk = 2−8

(k = 1, 2, . . . , n). By varying γ over the values 1, 10, 15, and 20, we try to enclose
the mild solution of (24) using our concatenation scheme. If the sufficient condition
of Theorem 2.7 holds, then we can obtain εk and ρk (k = 1, 2, . . . , n) satisfying

‖u(tk)− ûk‖H1
0
≤ εk and ‖u− ω‖L∞(Jk;H1

0 (Ω)) ≤ ρk,

respectively. Here, we stopped our concatenation scheme at t = 0.5.
Table 1 shows the time interval Jk as well as εk and ρk for γ = 1. As seen in

Table 1, the values of εk and ρk gradually increase until t = 0.05078125. After this time
the error estimates begin to decrease. It seems that the dissipative property of this
parabolic equation causes this decreasing of the error estimates. The concatenation
scheme succeeds in enclosing the mild solution of (24), at least until t = 0.5.

For γ = 10, we obtained behavior similar to that for γ = 1. Following several steps
of numerical verification, ρk achieves a peak in the interval t ∈ (0.05859375, 0.0625].
The concatenation scheme also succeeds in enclosing the mild solution of (24) until
t = 0.5. Figure 1 displays the results of the concatenation scheme for γ = 1 and
γ = 10, respectively.

Figure 2 illustrates the error estimate ρk for γ = 15 and γ = 20 on the semi-
logarithmic scale. For γ = 15, the existence and local uniqueness of the mild solution
can be verified until t = 0.5. The peak of the curve plotting the error estimate
occurs in the interval t ∈ (0.070312, 0.074219]. On the other hand, for γ = 20 the
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Table 1
The error estimates εk and ρk are shown for varying Jk, where h = 2−4, τk = 2−8, and γ = 1.

Jk = (tk−1, tk] εk ρk

(0, 0.00390625] 0.054609 0.054609
(0.00390625, 0.0078125] 0.082536 0.086588
(0.0078125, 0.01171875] 0.10525 0.11138
(0.01171875, 0.015625] 0.12387 0.13168
(0.015625, 0.01953125] 0.13907 0.14826
(0.01953125, 0.0234375] 0.15134 0.16166
(0.0234375, 0.02734375] 0.16108 0.17231
(0.02734375, 0.03125] 0.16862 0.18057
(0.03125, 0.03515625] 0.17422 0.18674
(0.03515625, 0.0390625] 0.17815 0.19108
(0.0390625, 0.04296875] 0.1806 0.19382
(0.04296875, 0.046875] 0.18178 0.19518
(0.046875, 0.05078125] 0.18185 0.19534
(0.05078125, 0.0546875] 0.18096 0.19446
(0.0546875, 0.05859375] 0.17925 0.19268

...
...

...
(0.48828125, 0.4921875] 0.00032167 0.00034722
(0.4921875, 0.49609375] 0.00030056 0.00032443
(0.49609375, 0.5] 0.00028082 0.00030313

t
0 0.1 0.2 0.3 0.4 0.5

ρ
k

0

0.5

1

1.5

2

2.5
gamma = 1
gamma = 10

Fig. 1. The error estimate ρk of (24) is plotted for γ = 1 and γ = 10. Here, h = 2−4 and
τk = 2−8.

concatenation scheme succeeds until t = 0.218998440105011127343459520489. After
that, the numerical verification scheme fails to enclose the mild solution.

Next, we consider another initial-boundary value problem, of the form

(25)

 ∂tu−∆u = u− u3 in (0,∞)× Ω,
u(t, x) = 0 on (0,∞)× ∂Ω,
u(0, x) = x1(1− x1)x2(1− x2) in Ω.

By varying τk and h, we investigate the dependence of the error estimate ρk on the
step size τk and the mesh size h, respectively.
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t
0 0.1 0.2 0.3 0.4 0.5

ρ
k

10 -3

10 -2

10 -1

10 0

10 1

10 2

10 3

gamma = 15
gamma = 20

Fig. 2. The error estimate ρk of (24) is plotted on the semilogarithmic scale for γ = 15 and
γ = 20. Here, h = 2−4 and τk = 2−8.

t
0 0.1 0.2 0.3 0.4 0.5

ρ
k

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

tau = 1/16

tau = 1/32

tau = 1/64

tau = 1/128

tau = 1/256

tau = 1/512

Fig. 3. For τk = 2−j , where j takes the various values j = 4, 5, . . . , 9, the error estimate ρk
from (25) is plotted versus t when h = 2−4.

In Figure 3, the error estimate ρk (k = 1, 2, . . . , n) is plotted with τk = 2−j (j =
4, 5, . . . , 9) and h = 2−4.

Finally, Figure 4 illustrates the error estimate ρk (k = 1, 2, . . . , n) for h = 2−j (j =
2, 3, 4, 5) and τk = 2−9.

4. Global existence proof using verified numerical computations.

4.1. Global existence theorem. In the remainder of this paper, we consider
existence of a global-in-time solution. Here, a global-in-time solution is a solution of
(1) that can be proved to exist in t ∈ (0,∞). In [13, 25], an analytic result is given
that the global existence of a solution corresponds to small initial data by imposing
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t
0 0.1 0.2 0.3 0.4 0.5

ρ
k

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

h = 1/4

h = 1/8

h = 1/16

h = 1/32

Fig. 4. For h = 2−j , where j takes the various values j = 2, 3, 4, 5, the error estimate ρk from
(25) is plotted versus t when τk = 2−9.

an assumption that f(0) = 0. However, with such an analytic approach it is difficult
to obtain quantitative results. For example, using the analytic approach, it is difficult
to answer the question of how small the initial data must be in order to obtain global-
in-time solutions. In the following, we will present a method for numerically proving
the existence of a global-in-time solution starting from some given initial data. To
illustrate our computer-assisted method, we will provide a numerical example, proving
the existence of a global-in-time solution for a certain semilinear parabolic equation,
whose global existence for small initial data has already been proved.

Let ûn ∈ Vh for a fixed n ∈ N, and suppose that our concatenation scheme
succeeds in proving the existence and local uniqueness of a mild solution in t ∈ (0, tn].
Now, we present a sufficient condition, which can be checked numerically, for the
existence of a solution to the following parabolic equations:

(26)

 ∂tu+Au = f(u) in (tn,∞)× Ω,
u(t, x) = 0 on (tn,∞)× ∂Ω,
u(tn, x) = ζ in Ω,

where ζ satisfies ‖ζ − ûn‖H1
0
≤ εn.

For a fixed λ > 0, we introduce the function space

Xλ :=

{
u ∈ L∞

(
(tn,∞);H1

0 (Ω)
)

: ess sup
t>tn

e(t−tn)λ‖u(t)‖H1
0
<∞

}
,

which becomes a Banach space with the norm ‖u‖Xλ := ess supt>tn e
(t−tn)λ‖u(t)‖H1

0
.

Theorem 4.1. For the first Fréchet derivative of f : H1
0 (Ω)→ L2(Ω), we assume

that a nondecreasing function L̃ : R→ R exists such that

(27) ‖f ′[y]w‖L∞((tn,∞);L2(Ω)) ≤ L̃
(
‖y‖L∞((tn,∞);H1

0 (Ω))

)
‖w‖H1

0
∀w ∈ H1

0 (Ω),

for any y ∈ L∞((tn,∞);H1
0 (Ω)). Moreover, we impose the condition that f(0) = 0.
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Then, for a fixed 0 < λ < λmin

2 , if there exists ρ > 0 such that

(28)
M

µ
‖ζ‖H1

0
+
L̃(ρ)ρ

µ

√
2Mπ

e(λmin − 2λ)
< ρ,

then a solution u(t) of (26) uniquely exists for t ∈ (tn,∞). Furthermore, the following
estimate holds:

‖u(t)‖H1
0
≤ ρe−(t−tn)λ, t ∈ (tn,∞).

Remark 4.2. Assume that the concatenation scheme succeeds in enclosing a mild
solution u(t) for t ∈ (0, tn], and also that the sufficient condition (28) holds for ζ =
u(tn). Then, Theorem 4.1 proves the existence of a global-in-time solution for (1).

Proof. We define an operator S : L∞((tn,∞);H1
0 (Ω)) → L∞((tn,∞);H−1(Ω))

as

(Su)(t) := e−(t−tn)Aζ +

∫ t

tn

e−(t−s)Af(u(s))ds, t ∈ (tn,∞).

Let U := {u ∈ L∞((tn,∞);H1
0 (Ω)) : ‖u‖Xλ ≤ ρ} for ρ > 0. Now, we will derive a

sufficient condition for S to have a fixed point in U on the basis of Banach’s fixed-point
theorem. For u ∈ U , Corollary 2.5, (6), and (11) yield that

‖(Su)(t)‖H1
0
≤ µ−1 ‖A(Su)(t)‖H−1

≤ µ−1
∥∥∥e−(t−tn)AAζ

∥∥∥
H−1

+

∫ t

tn

∥∥∥A 1
2 e−(t−s)AA 1

2 f(u(s))
∥∥∥
H−1

ds

≤ µ−1Me−(t−tn)λmin‖ζ‖H1
0

+µ−1M
1
2 e−

1
2

∫ t

tn

(t− s)− 1
2 e−

(t−s)
2 λmin ‖f(u(s))‖L2 ds.

Because of the condition that f(0) = 0, the mean-value theorem implies that

‖f(u(s))‖L2 = ‖f(u(s))− f(0)‖L2 =

∥∥∥∥∫ 1

0

f ′[θu(s)]u(s)dθ

∥∥∥∥
L2

.

For y(s) = θu(s) ∈ H1
0 (Ω) for each s and for each θ, it follows from (27) that

‖f(u(s))‖L2 ≤ L̃
(
‖y‖L∞((tn,∞);H1

0 (Ω))

)
‖u(s)‖H1

0
≤ L̃(ρ)‖u(s)‖H1

0
.

Then, we have

‖(Su)(t)‖H1
0

≤ µ−1Me−(t−tn)λmin‖ζ‖H1
0

+µ−1M
1
2 e−

1
2 L̃ (ρ)

∫ t

tn

(t− s)− 1
2 e−

(t−s)
2 λmin‖u(s)‖H1

0
ds

= µ−1Me−(t−tn)λmin‖ζ‖H1
0

+µ−1M
1
2 e−

1
2 L̃ (ρ)

∫ t

tn

(t− s)− 1
2 e−

(t−s)
2 λmine−(s−tn)λ

(
e(s−tn)λ‖u(s)‖H1

0

)
ds.
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Thus, it holds that

e(t−tn)λ‖(Su)(t)‖H1
0

(29)

≤ M

µ
e−(t−tn)(λmin−λ)‖ζ‖H1

0
+

L̃ (ρ)

µ

√
M

e
‖u‖Xλ

∫ t

tn

(t− s)− 1
2 e−(t−s)λmin−2λ

2 ds.

Now, let Γ be the Gamma function. From u ∈ U , Γ( 1
2 ) =

√
π, and (28) we have

(30) ‖S(u)‖Xλ ≤
M

µ
‖ζ‖H1

0
+
L̃(ρ)ρ

µ

√
2Mπ

(λmin − 2λ)e
< ρ.

This implies that S(u) ∈ U .
Next, let ϕ,ψ ∈ U . It follows from the mean-value theorem that

‖f(ϕ(s))− f(ψ(s))‖L2 =

∥∥∥∥∫ 1

0

f ′[θϕ(s) + (1− θ)ψ(s)](ϕ(s)− ψ(s))dθ

∥∥∥∥
L2

.

Then, for y(s) = θϕ(s) + (1− θ)ψ(s) ∈ H1
0 (Ω) for each s and for each θ, we have

‖f(ϕ(s))− f(ψ(s))‖L2 ≤ L̃(ρ)‖ϕ(s)− ψ(s)‖L2 .

From this, it follows that

‖S(ϕ(t))− S(ψ(t))‖H1
0

≤ µ−1M
1
2 e−

1
2

∫ t

tn

(t− s)− 1
2 e−

(t−s)
2 λmin ‖f(ϕ(s))− f(ψ(s))‖L2 ds

≤ µ−1M
1
2 e−

1
2 L̃(ρ)

∫ t

tn

(t− s)− 1
2 e−

(t−s)
2 λmin ‖ϕ(s)− ψ(s)‖H1

0
ds

= µ−1M
1
2 e−

1
2 L̃(ρ)

∫ t

tn

(t− s)− 1
2 e−

(t−s)
2 λmine−(s−tn)λ(e(s−tn)λ‖ϕ(s)− ψ(s)‖H1

0
)ds

≤ L̃(ρ)

µ

√
M

e
‖ϕ− ψ‖Xλ

∫ t

tn

(t− s)− 1
2 e−

(t−s)
2 λmine−(s−tn)λds.

By applying procedures similar to those used to derive the estimates in (29) and (30),
we obtain that

‖S(ϕ)− S(ψ)‖Xλ ≤
L̃(ρ)

µ

√
2Mπ

(λmin − 2λ)e
‖ϕ− ψ‖Xλ .

From the assumption in (28), it follows that L̃(ρ)
µ

√
2Mπ

(λmin−2λ)e < 1 holds. Therefore, S

is a contraction mapping on U . Then, Banach’s fixed-point theorem states that there
exists a fixed point u ∈ U . Furthermore, it follows from the definition of Xλ that the
following holds for t ∈ (tn,∞):

‖u(t)‖H1
0
≤ ρe−(t−tn)λ.
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Table 2
The existence of a global-in-time solution for (24) is proved after the nth time verification when

λ = 0.5, h = 2−4, and τk = 2−8.

γ n tn ρ

until 18 1 0.00390625 (<) 6.4291
19 11 0.160156 4.7269
20 12 0.175781 4.3507
21 13 0.191406 4.1088
22 14 0.207031 4.0671
23 15 0.222656 4.4724
24 17 0.253906 4.4471

4.2. Computational results. Let us again consider the Fujita-type parabolic
problem (24) from section 3.2. Here, we fix λ = 0.5, h = 2−4, and τk = 2−8 (k =
1, 2, . . .). When the numerical verification based on Theorem 2.7 succeeds in enclosing
a mild solution in t ∈ (tk−1, tk], we check whether the sufficient condition (28) holds.
If it holds, then we set tn = tk. In this case, the existence of a global-in-time solution
for (24) is proved, because the existence and local uniqueness of the mild solution has
already been proved in t ∈ (0, tn]. Otherwise, we continue the numerical verification
to the next step, i.e., t ∈ (tk, tk+1].

Table 2 presents the results of applying our method from section 4.1 to (24). For
γ = 1, 2, . . . , 18, the existence of the global-in-time solution is proved by checking the
sufficient condition of Theorem 4.1 at t1 = 0.00390625. For γ = 19, 20, . . . , 24, the
existence of mild solutions for (24) is verified at some at tn with n > 1. For γ > 24,
the concatenation scheme fails because the error estimate becomes too large to satisfy
the sufficient condition of Theorem 2.7.

5. Conclusion. We conclude this paper by summarizing our results and dis-
cussing some potential extensions. We have proposed a novel method based on verified
numerical computations to verify the existence and local uniqueness of mild solutions
for initial-boundary value problems of semilinear parabolic partial differential equa-
tions, using semigroup theory. Theorem 2.7 presents a sufficient condition for a mild
solution to be enclosed in a ball centered at a numerical solution ω with a radius ρ > 0.
We have also presented a concatenation scheme of verified numerical inclusion, to ex-
tend the time interval in which the existence of a mild solution is guaranteed. If
the concatenation scheme succeeds in proving the existence and local uniqueness of a
mild solution for t ∈ (0, tn], then Theorem 4.1 provides a sufficient condition for the
existence of a global-in-time solution for a certain semilinear parabolic equation.

The proposed method could be generalized to semilinear parabolic equations for
a bounded polyhedral domain Ω ⊂ Rd (d = 1, 2, 3) of the form{

∂tu+Au = f(u) in (0,∞)× Ω,
u(0, x) = u0(x) in Ω

for a triplet of Hilbert spaces such that V ⊂ X ⊂ V ∗, with appropriate boundary
conditions corresponding to A, where A : D(A) ⊂ V → H (= X or V ∗) is a self-
adjoint differential operator on the space variable generating an analytic semigroup
{e−tA}t≥0. Moreover, ∂t denotes ∂

∂t , f : V → X is a certain nonlinear map, and
u0 ∈ X is a given initial function.

Acknowledgments. The authors express their sincere gratitude to Prof. M.
Plum and Prof. K. Nagatou, Karlsruhe Institute of Technology, Germany, for their



1000 M. MIZUGUCHI, A. TAKAYASU, T. KUBO, AND S. OISHI

valuable comments and kind remarks. The authors would also like to express their
gratitude to the two anonymous referees for providing various useful comments that
led to improvements in this paper.

REFERENCES

[1] H. Brezis and T. Cazenave, A nonlinear heat equation with singular initial data, J. Anal.
Math. 68 (1996), pp. 277–304, https://doi.org/10.1007/BF02790212.

[2] T. Cazenave and A. Haraux, An Introduction to Semilinear Evolution Equations, Oxford
Lecture Ser. Math. Appl. 13, The Clarendon Press, Oxford University Press, New York,
1998.

[3] R. Dautray and J.-L. Lions, Mathematical Analysis and Numerical Methods for Science
and Technology. Volume 3: Spectral Theory and Applications, Springer-Verlag, Berlin,
Heidelberg, 2000.

[4] S. Day, J.-P. Lessard, and K. Mischaikow, Validated continuation for equilibria of PDEs,
SIAM J. Numer. Anal., 45 (2007), pp. 1398–1424, https://doi.org/10.1137/050645968.

[5] A. Demlow, O. Lakkis, and C. Makridakis, A posteriori error estimates in the maximum
norm for parabolic problems, SIAM J. Numer. Anal., 47 (2009), pp. 2157–2176, https:
//doi.org/10.1137/070708792.

[6] R. Ferreira, A. de Pablo, M. Pérez-Llanos, and J. D. Rossi, Critical exponents for a
semilinear parabolic equation with variable reaction, Proc. Roy. Soc. Edinburgh Sect. A,
142 (2012), pp. 1027–1042, https://doi.org/10.1017/S0308210510000399.

[7] H. Fujita, On the blowing up of solutions of the Cauchy problem for ut = ∆u+ u1+α, J. Fac.
Sci. Univ. Tokyo Sect. I, 13 (1966), pp. 109–124.

[8] H. Fujita, On the semi-discrete finite element approximation for the evolution equation ut +
A(t)u = 0 of parabolic type, in Topics in Numerical Analysis III, J. J. H. Miller, ed.,
Academic Press, London, New York, 1977, pp. 143–157.

[9] H. Fujita and A. Mizutani, On the finite element method for parabolic equations. I. Ap-
proximation of holomorphic semi-groups, J. Math. Soc. Japan, 28 (1976), pp. 749–771,
https://doi.org/10.2969/jmsj/02840749.

[10] H. Fujita, N. Saito, and T. Suzuki, Operator Theory and Numerical Methods, North-Holland,
Amsterdam, 2001.

[11] P. Grisvard, Elliptic Problems in Nonsmooth Domains, Pitman, Boston, 1985.
[12] E. Hille, Functional Analysis and Semi-Groups, Amer. Math. Soc. Colloq. Publ. 31, AMS,

New York, 1948.
[13] S. Kaplan, On the growth of solutions of quasi-linear parabolic equations, Comm. Pure Appl.

Math., 16 (1963), pp. 305–330, https://doi.org/10.1002/cpa.3160160307.
[14] T. Kinoshita, T. Kimura, and M. T. Nakao, On the a posteriori estimates for inverse

operators of linear parabolic equations with applications to the numerical enclosure of
solutions for nonlinear problems, Numer. Math., 126 (2014), pp. 679–701, https://doi.org/
10.1007/s00211-013-0575-z.

[15] N. Kopteva and T. Linss, Maximum norm a posteriori error estimation for parabolic problems
using elliptic reconstructions, SIAM J. Numer. Anal., 51 (2013), pp. 1494–1524, https:
//doi.org/10.1137/110830563.

[16] H. A. Levine and P. Meier, The value of the critical exponent for reaction-diffusion equations
in cones, Arch. Rational Mech. Anal., 109 (1990), pp. 73–80, https://doi.org/10.1007/
BF00377980.

[17] X. Liu and S. Oishi, Verified eigenvalue evaluation for the Laplacian over polygonal domains
of arbitrary shape, SIAM J. Numer. Anal., 51 (2013), pp. 1634–1654, https://doi.org/10.
1137/120878446.

[18] M. Mizuguchi, A. Takayasu, T. Kubo, and S. Oishi, Numerical verification for existence of
a global-in-time solution to semilinear parabolic equations, J. Comput. Appl. Math., 315
(2017), pp. 1–16, https://doi.org/10.1016/j.cam.2016.10.024.

[19] M. T. Nakao, A numerical approach to the proof of existence of solutions for elliptic problems,
Japan J. Appl. Math., 5 (1988), pp. 313–332, https://doi.org/10.1007/BF03167877.

[20] M. T. Nakao, T. Kimura, and T. Kinoshita, Constructive a priori error estimates for a full
discrete approximation of the heat equation, SIAM J. Numer. Anal., 51 (2013), pp. 1525–
1541, https://doi.org/10.1137/120875661.

[21] M. T. Nakao, T. Kinoshita, and T. Kimura, On a posteriori estimates of inverse operators
for linear parabolic initial-boundary value problems, Computing, 94 (2012), pp. 151–162,
https://doi.org/10.1007/s00607-011-0180-x.

https://doi.org/10.1007/BF02790212
https://doi.org/10.1137/050645968
https://doi.org/10.1137/070708792
https://doi.org/10.1137/070708792
https://doi.org/10.1017/S0308210510000399
https://doi.org/10.2969/jmsj/02840749
https://doi.org/10.1002/cpa.3160160307
https://doi.org/10.1007/s00211-013-0575-z
https://doi.org/10.1007/s00211-013-0575-z
https://doi.org/10.1137/110830563
https://doi.org/10.1137/110830563
https://doi.org/10.1007/BF00377980
https://doi.org/10.1007/BF00377980
https://doi.org/10.1137/120878446
https://doi.org/10.1137/120878446
https://doi.org/10.1016/j.cam.2016.10.024
https://doi.org/10.1007/BF03167877
https://doi.org/10.1137/120875661
https://doi.org/10.1007/s00607-011-0180-x


VERIFIED COMPUTATIONS FOR PARABOLIC EQUATIONS 1001

[22] M. T. Nakao and Y. Watanabe, Numerical verification methods for solutions of semilinear
elliptic boundary value problems, NOLTA, IEICE, 2 (2011), pp. 2–31, https://doi.org/10.
1587/nolta.2.2.

[23] A. Pazy, Semigroups of Linear Operators and Applications to Partial Differential Equations,
Springer-Verlag, New York, 1983.

[24] M. Plum, Existence and multiplicity proofs for semilinear elliptic boundary value problems by
computer assistance, Jahresber. Deutsch. Math.-Verein., 110 (2008), pp. 19–54.

[25] P. Quittner and P. Souplet, Superlinear Parabolic Problems. Blow-up, Global Existence and
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