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#### Abstract

Recently, we investigated real hypersurfaces in a $n$ dimentional complex projective space and complex hyperbolic space with respect to various structure Jacobi operator conditions. However these results necessitates dimension assumption $n \geq 3$. The purpose of this paper is to study such real hypersurfaces in the complex projective plane and the complex hyperbolic plane.


## 1. Introduction

A complex $n$-dimensional Kähler manifold with Kähler structure $J$ of constant holomorphic sectional curvature $4 c$ is called a complex space form, which is denoted by $M_{n}(c)$. As is well-known, a connected complete and simply connected complex space form is complex analytically isometric to a complex projective space $P_{n} \mathbf{C}$, a complex Euclidean space $\mathbf{C}$ or a complex hyperbolic space $H_{n} \mathbf{C}$ according as $c>0, c=0$ or $c<0$.

The study of real hypersurfaces in complex projective space $P_{n} \mathbf{C}$ was initiated by Takagi [12], who proved that all homogeneous real hypersurfaces in $P_{n} \mathbf{C}$ could be devided into six types which are said to be of type $A_{1}, A_{2}, B, C, D$ and $E$.

In the case of complex hyperbolic space $H_{n} \mathbf{C}$, the classification of homogeneous real hypersurfaces in $H_{n} \mathbf{C}$ is obtained by Berndt and Tamaru [2]. In particular, real hypersurfaces in $H_{n} \mathbf{C}$, which are said to be of type $A_{0}, A_{1}$ and $A_{2}$ were treated by Montiel and Romero [9]. Real hypersurfaces in $P_{n} \mathbf{C}$ and $H_{n} \mathbf{C}$

[^0]have been studied by several authors (cf. Cecil and Ryan [3], Okumura [8], Montiel and Romero [7]).

Let $M$ be a real hypersurface in $M_{n}(c), c \neq 0$ and $v$ a unit normal vector field on $M$. Then a tangent vector field $\xi:=-J v$ to $M$ is called the structure vector field on $M . M$ has an almost contact metric structure $(\phi, \xi, \eta, g)$ induced from $J$. We denote $\nabla$ and $S$, the Levi-Civita connection and the Ricci tensor of $M$, respectively. If the structure vector is a principal vector, then $M$ is called a Hopf hypersurface. It is known that the principal curvature $\alpha$ is locally constant (Maeda, Y. [9], Ki and Suh [6]).

On the other hand, the Jacobi operator field with respect to $X$ in a Riemannian mannifold $M$ is defined by $R_{X}=R(\cdot, X) X$, where $R$ denotes the Riemannian curvature tensor of $M$. We will call the Jacobi operator on $M$ with respect to $\xi$ the structure Jacobi operator on $M$. The structure Jacobi operator $R_{\xi}$ is said to be cyclic-parallel if it satisfies

$$
\Im_{\xi}^{\prime}(X, Y, Z)=\Im_{g}\left(\nabla_{X} R_{\xi}(Y), Z\right)=0
$$

for any vector fields $X, Y$ and $Z$, where $\mathfrak{\subseteq}$ denote the cyclic sum. The structure Jacobi operator $R_{\xi}=R(\cdot, \xi) \xi$ has a fundamental role in contact geometry. Ortega, Pérez and Santos [10] have proved that there are no real hypersurfaces in $P_{n} \mathbf{C}, n \geq 3$ with parallel structure Jacobi operator $\nabla R_{\xi}=0$. More generally, such a result has been extended by [11] due to them. Recently, author et al. have some classification results with respect to the structure Jacobi operator for real hypersurfaces in $M_{n}(c), c \neq 0[4,5]$.

Theorem 1 (Ki and Kurihara (in preparation)). Let $M$ be a real hypersurface in a complex space form $M_{n}(c), c \neq 0, n \geq 3$ which satisfies $\nabla_{\xi} R_{\xi}=0$. Then $M$ holds $R_{\xi} \phi S=R_{\zeta} S \phi$ if and only if $\alpha=0$ or $M$ is locally congruent to one of real hypersurfaces of type $A_{1}, A_{2}$ of $P_{n} \mathbf{C}$ or of type $A_{0}-A_{2}$ of $H_{n} \mathbf{C}$.

Theorem 2 ([5]). Let $M$ be a real hypersurface in a complex space form $M_{n}(c), c \neq 0, n \geq 3$ which satisfies $\nabla_{\xi} R_{\xi}=0$. Then $R_{\xi} \phi S=S \phi R_{\xi}$ if and only if $M$ is locally congruent to one of real hypersurfaces of type $A_{1}, A_{2}$ of $P_{n} \mathbf{C}$ with $\alpha \neq 0$ or of type $A_{0}-A_{2}$ of $H_{n} \mathbf{C}$.

Theorem 3 ([4]). Let $M$ be a real hypersurface in a complex space form $M_{n}(c), c \neq 0, n \geq 3$. If the structure Jacobi operator is cyclic-parallel, then $M$ is locally congruent to one real hypersurfaces of type $A_{1}, A_{2}$ and a tube of radius $r$
over complex quadric $Q_{n-1}$, where $\cot r=(\sqrt{2 c+4}+\sqrt{2 c}) / 2$ of $P_{n} \mathbf{C}$ or of type $A_{0}-A_{2}$ of $H_{n} \mathbf{C}$.

However these results are proved for $n \geq 3$ and the methods of proofs depend on this. In this paper we invistigate corresponding results for $n=2$ (Theorem 3-7 in Section 4-6).

All manifolds in this paper are assumed to be connected and of class $C^{\infty}$ and the real hypersurfaces are supposed to be oriented.

## 2. Preliminaries

2.1. Real Hypersurfaces in $M_{n}(c), c \neq 0$

We denote by $M_{n}(c), c \neq 0$ be a nonflat complex space form with the Fubini-Study metric $\tilde{g}$ of constant holomorphic sectional curvature $4 c$ and LeviCivita connection $\tilde{\nabla}$. For an immersed $(2 n-1)$-dimensional Riemannian manifold $\tau: M \rightarrow M_{n}(c)$, the Levi-Civita connection $\nabla$ of induced metric and the shape operator $H$ of the immersion are characterized

$$
\tilde{\nabla}_{X} Y=\nabla_{X} Y+g(H X, Y) v, \quad \tilde{\nabla}_{X} v=-H X
$$

for any vector fields $X$ and $Y$ on $M$, where $g$ denotes the Riemannian metric of $M$ induced from $\tilde{g}$ and $v$ a unit normal vector on $M$. In the sequel the indeces $i, j, k, l, \ldots$ run over the range $\{1,2, \ldots, 2 n-1\}$ unless otherwise stated. For a local orthonormal frame field $\left\{e_{i}\right\}$ of $M$, we denote the dual 1 -forms by $\left\{\theta_{i}\right\}$. Then the connection forms $\theta_{i j}$ are defined by

$$
d \theta_{i}+\sum_{j} \theta_{i j} \wedge \theta_{j}=0, \quad \theta_{i j}+\theta_{j i}=0
$$

Then we have

$$
\nabla_{e_{i}} e_{j}=\sum_{k} \theta_{k j}\left(e_{i}\right) e_{k}=\sum_{k} \Gamma_{k i j} e_{k},
$$

where we put $\theta_{i j}=\sum_{k} \Gamma_{i j k} \theta_{k}$. The almost contact metric structure $\left(\phi=\left(\phi_{i j}\right)\right.$, $\xi=\sum_{i} \xi_{i} e_{i}$ ) is induced on $M$ by following equation:

$$
J\left(e_{i}\right)=\sum_{j} \phi_{j i} e_{j}+\xi_{i} v
$$

The structure tensor $\phi=\sum_{i} \phi_{i} e_{i}$ and the structure vector $\xi=\sum_{i} \xi_{i} e_{i}$ satisfy

$$
\begin{align*}
& \sum_{k} \phi_{i k} \phi_{k j}=\xi_{i} \xi_{j}-\delta_{i j}, \quad \sum_{j} \xi_{j} \phi_{i j}=0, \quad \sum_{i} \xi_{i}^{2}=1, \quad \phi_{i j}+\phi_{j i}=0, \\
& d \phi_{i j}=\sum_{k}\left(\phi_{i k} \theta_{k j}-\phi_{j k} \theta_{k i}-\xi_{i} h_{j k} \theta_{k}+\xi_{j} h_{i k} \theta_{k}\right),  \tag{2.1}\\
& d \xi_{i}=\sum_{j} \xi_{j} \theta_{j i}-\sum_{j, k} \phi_{j i} h_{j k} \theta_{k} .
\end{align*}
$$

We denote the components of the shape operator or the second fundamental tensor $H$ of $M$ by $h_{i j}$. The components $h_{i j ; k}$ of the covariant derivative of $H$ are given by $\sum_{k} h_{i j ; k} \theta_{k}=d h_{i j}-\sum_{k} h_{i k} \theta_{k j}-\sum_{k} h_{j k} \theta_{k i}$. Then we have the equation of Gauss and Codazzi

$$
\begin{align*}
& R_{i j k l}=c\left(\delta_{i k} \delta_{j l}-\delta_{i l} \delta_{j k}+\phi_{i k} \phi_{j l}-\phi_{i l} \phi_{j k}+2 \phi_{i j} \phi_{k l}\right)+h_{i k} h_{j l}-h_{i l} h_{j k}  \tag{2.2}\\
& h_{i j ; k}-h_{i k ; j}=c\left(\xi_{k} \phi_{i j}-\xi_{j} \phi_{i k}+2 \xi_{i} \phi_{k j}\right) \tag{2.3}
\end{align*}
$$

respectively.
From (2.2) the structure Jacobi operator $R_{\xi}=\left(\Xi_{i j}\right)$ is given by

$$
\begin{equation*}
\Xi_{i j}=\sum_{k, l} h_{i k} h_{j l} \xi_{k} \xi_{l}-\sum_{k, l} h_{i j} h_{k l} \xi_{k} \xi_{l}+c \xi_{i} \xi_{j}-c \delta_{i j} . \tag{2.4}
\end{equation*}
$$

From (2.2) the Ricci tensor $S=\left(S_{i j}\right)$ is given by

$$
\begin{equation*}
S_{i j}=(2 n+1) c \delta_{i j}-3 c \xi_{i} \xi_{j}+h h_{i j}-\sum_{k} h_{i k} h_{k j}, \tag{2.5}
\end{equation*}
$$

where $h=\sum_{i} h_{i i}$.
First we remark

Lemma 1 ([5]). Let $U$ be an open set in $M$ and $F$ a smooth function on $U$. We put $d F=\sum_{i} F_{i} \theta_{i}$. Then we have

$$
F_{i j}-F_{j i}=\sum_{k} F_{k} \Gamma_{k i j}-\sum_{k} F_{k} \Gamma_{k j i} .
$$

### 2.2. The Case Where $n=2$

In this section, we treat the case where $n=2$.
Now we retake a local orthonormal frame field $\left\{e_{1}, e_{2}, e_{3}\right\}$ in such a way that

- $e_{1}=\xi$,
- $e_{2}$ is in the direction of $h_{12} e_{2}+h_{13} e_{3}$,
- $e_{3}=\phi e_{2}$.

Then we have

$$
\begin{equation*}
\xi_{1}=1, \quad \xi_{2}=\xi_{3}=0 \quad \text { and } \quad \phi_{32}=1 \tag{2.6}
\end{equation*}
$$

We put $\alpha:=h_{11}, \beta:=h_{12}, \gamma:=h_{22}, \varepsilon:=h_{23}$ and $\delta:=h_{33}$. Then the shape operator $H$ and the structure tensor $\phi$ are represented by matrices

$$
H=\left(\begin{array}{ccc}
\alpha & \beta & 0  \tag{2.7}\\
\beta & \gamma & \varepsilon \\
0 & \varepsilon & \delta
\end{array}\right), \quad \phi=\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & 0 & -1 \\
0 & 1 & 0
\end{array}\right)
$$

respectively.
Since $d \xi_{i}=0$, we have

$$
\begin{align*}
& \theta_{12}=\varepsilon \theta_{2}+\delta \theta_{3},  \tag{2.8}\\
& \theta_{13}=-\beta \theta_{1}-\gamma \theta_{2}-\varepsilon \theta_{3} . \tag{2.9}
\end{align*}
$$

We put

$$
\begin{equation*}
\theta_{23}=X_{1} \theta_{1}+X_{2} \theta_{2}+X_{3} \theta_{3} \tag{2.10}
\end{equation*}
$$

The equations (2.4) and (2.5) are rewritten as

$$
\begin{align*}
& \Xi_{i j}=-\alpha h_{i j}+h_{1 i} h_{1 j}+c \delta_{i 1} \delta_{j 1}-c \delta_{i j},  \tag{2.11}\\
& S_{i j}=(\alpha+\gamma+\delta) h_{i j}-\sum_{k=1}^{3} h_{i k} h_{j k}-3 c \delta_{i 1} \delta_{j 1}+5 c \delta_{i j}, \tag{2.12}
\end{align*}
$$

respectively, where $i \in\{1,2,3\}$.
Now, a fundamental property are stated for later use.
Theorem 4 (Okumura [8], Montiel and Romero [7]). Let $M$ be a real hypersurface in $\mathrm{P}_{2} \mathbf{C}$ or $\mathrm{H}_{2} \mathbf{C}$. If the shape operator is commuts with the structure tensor, then $M$ is locally congruent to one of the following:

- in case that $P_{2} \mathbf{C}$,
$\left(A_{1}\right)$ a geodesic hypersphere of radius $r$, where $0<r<\pi / \sqrt{4 c}$,
- in case that $\mathrm{H}_{2} \mathbf{C}$,
$\left(A_{0}\right)$ a horosphere,
$\left(A_{1}\right)$ a geodesic hypersphere or a tube over a complex hyperbolic hyperplane $H_{1} \mathbf{C}$.


## 3. Real Hypersurfaces with the Condition $\nabla_{\xi} R_{\xi}=0$

Hereafter the indeces $i, j, k, l$ run over the range $\{1,2,3\}$ unless otherwise stated.

In this section we assume that $\nabla_{\xi} R_{\xi}=0$. The components $\Xi_{i j ; k}$ of the covariant derivativation of $R_{\xi}=\left(\Xi_{i j}\right)$ is given by

$$
\sum_{k} \Xi_{i j ; k} \theta_{k}=d \Xi_{i j}-\sum_{k} \Xi_{k j} \theta_{k i}-\sum_{k} \Xi_{i k} \theta_{k j} .
$$

Substituting (2.11) into the above equation, we have

$$
\begin{align*}
\sum_{k} \Xi_{i j ; k} \theta_{k}= & -(d \alpha) h_{i j}-\alpha d h_{i j}+\left(d h_{1 i}\right) h_{1 j}+h_{1 i}\left(d h_{1 j}\right)  \tag{3.1}\\
& +\alpha \sum_{k} h_{k j} \theta_{k i}-\alpha h_{1 j} \theta_{1 i}-\beta h_{1 j} \theta_{2 i}-c \delta_{j 1} \theta_{1 i} \\
& +\alpha \sum_{k} h_{i k} \theta_{k j}-\alpha h_{1 i} \theta_{1 j}-\beta h_{1 i} \theta_{2 j}-c \delta_{i 1} \theta_{1 j} .
\end{align*}
$$

In the following, we assume that $\beta \neq 0$.
Our assumption $\nabla_{\xi} R_{\xi}=0$ is equivalent to $\Xi_{i j ; 1}=0$, which can be stated as follows:

$$
\begin{align*}
& \varepsilon=0, \quad \alpha \delta+c=0  \tag{3.2}\\
& \left(\beta^{2}-\alpha \gamma\right)_{1}=0  \tag{3.3}\\
& \left(\beta^{2}-\alpha \gamma-c\right) X_{1}=0 \tag{3.4}
\end{align*}
$$

In the following, using the notion of Lemma 1, we write as follows:

$$
\alpha_{i}=h_{11 ; i}, \quad \beta_{i}=h_{12 ; i}, \quad \gamma_{i}=h_{22 ; i}, \quad \delta_{i}=h_{33 ; i}(1 \leq i \leq 3) .
$$

Now, we denote the equation (2.3) by (ijk) simply. Then from (2.3) we have following equations (112)-(323):

$$
\begin{align*}
& \alpha_{2}-\beta_{1}=0  \tag{112}\\
& \beta_{2}-\gamma_{1}=0  \tag{212}\\
& (\alpha-\delta) \gamma-\beta^{2}+(\gamma-\delta) X_{1}-\beta X_{2}=-c  \tag{312}\\
& \alpha_{3}+3 \beta \delta-\alpha \beta+\beta X_{1}=0  \tag{113}\\
& \beta_{3}-\alpha \delta+\gamma \delta-\beta^{2}+(\gamma-\delta) X_{1}=c \tag{213}
\end{align*}
$$

$$
\begin{align*}
& \delta_{1}+\beta X_{3}=0  \tag{313}\\
& \gamma_{3}-2 \beta \delta-\beta \gamma+(\gamma-\delta) X_{2}=0  \tag{223}\\
& \delta_{2}+(\gamma-\delta) X_{3}=0 \tag{323}
\end{align*}
$$

Remark 1. Above equations (112)-(323) may not use equations (3.3) and (3.4).

## 4. The Condition $\nabla_{\xi} R_{\xi}=0$ and $R_{\xi} \phi S=R_{\xi} S \phi$

Let $M$ be a real hypersurface in $P_{2} \mathbf{C}$ or $H_{2} \mathbf{C}$, which satisfies $\nabla_{\xi} R_{\xi}=0$ and $R_{\xi} \phi S=R_{\xi} S \phi$. Under the assumption $\nabla_{\xi} R_{\xi}=0$, it follows from (2.7), (2.11) and (2.12) that the condition $R_{\xi} \phi S=R_{\xi} S \phi$ is equivalent to the following equation

$$
\begin{equation*}
\beta^{2}-\alpha \gamma-c=0 \tag{4.1}
\end{equation*}
$$

Then taking account of the coefficient of $\theta_{3}$ in the exterior derivative of (4.1), we have

$$
\begin{equation*}
2 \beta \beta_{3}-\gamma \alpha_{3}-\alpha \gamma_{3}=0 \tag{4.2}
\end{equation*}
$$

From (312), (113), (213), (223) and (4.1) we have the following:

$$
\begin{align*}
& \delta \gamma-(\gamma-\delta) X_{1}+\beta X_{2}=0  \tag{4.3}\\
& \alpha_{3}+3 \beta \delta-\alpha \beta+\beta X_{1}=0  \tag{4.4}\\
& \beta_{3}+\gamma \delta-\alpha \gamma-c+(\gamma-\delta) X_{1}=0  \tag{4.5}\\
& \gamma_{3}-2 \beta \delta-\beta \gamma+(\gamma-\delta) X_{2}=0 \tag{4.6}
\end{align*}
$$

Substituting of (4.4)-(4.6) into (4.2), we have

$$
\beta \delta\left(X_{1}-4 \alpha\right)=0
$$

by virtue of (4.3). If $\delta=0$, then by (3.2) we have a contradiction and hence

$$
\begin{equation*}
X_{1}=4 \alpha \tag{4.7}
\end{equation*}
$$

Substituting of this equation into (4.3)-(4.5), we have

$$
\begin{align*}
& \beta X_{2}=4 \alpha(\gamma-\delta)-\delta \gamma  \tag{4.8}\\
& \alpha_{3}+3 \beta \delta+3 \alpha \beta=0  \tag{4.9}\\
& \beta_{3}+3 \alpha \gamma-3 \alpha \delta+\gamma \delta=0 \tag{4.10}
\end{align*}
$$

It follows from (223), (4.1) and (4.8) that

$$
\begin{equation*}
\alpha \gamma_{3}+\beta(3 \alpha \gamma-6 \alpha \delta-\gamma \delta)=0 . \tag{4.11}
\end{equation*}
$$

Remark 2. we have already obtained above equations in [5], page 53.
We may put $\lambda:=\alpha_{1} / \alpha=\beta_{1} / \beta$. In fact, eliminating $X_{3}$ from (313) and (323), we have $\beta \delta_{2}+(\delta-\gamma) \delta_{1}=0$ which, together with (3.2) and (112), implies $\alpha_{1} / \alpha=\beta_{1} / \beta$.

From (3.2) and (4.1) we have

$$
\begin{equation*}
\delta=-\frac{c}{\alpha}, \quad \gamma=\frac{\beta^{2}-c}{\alpha} . \tag{4.12}
\end{equation*}
$$

Using above two equations, we can express $X_{2}$ and $X_{3}$ by three smooth functions $\alpha, \beta$ and $\lambda$. From (3.2), (212) and (4.1) two equations (4.8) and (323) are rewritten as

$$
\begin{align*}
& X_{2}=\frac{1}{\alpha^{2} \beta}\left(4 \alpha^{2} \beta^{2}+\beta^{2} c-c^{2}\right),  \tag{4.13}\\
& X_{3}=\frac{\delta_{2}}{\delta-\gamma}=\frac{c \alpha \delta_{2}}{c \alpha(\delta-\gamma)}=\frac{-c \alpha_{2}}{\alpha^{2}(\gamma-\delta)}=\frac{-c \beta_{1}}{\alpha(\alpha \gamma+c)}=-\frac{c}{\alpha \beta} \lambda, \tag{4.14}
\end{align*}
$$

respectively.
On the other hand, taking account of the coefficient of $\theta_{1} \wedge \theta_{2}$ in the exterior derivative of (2.10), we have

$$
\begin{equation*}
-X_{1,2}+X_{2,1}+\gamma X_{3}+X_{1} X_{3}=0 \tag{4.15}
\end{equation*}
$$

Again taking account of the coefficient of $\theta_{1}$ in the exterior derivative of (4.13), we have

$$
X_{2,1}=4 \beta_{1}+c \lambda \frac{3 c-\beta^{2}}{\alpha^{2} \beta}
$$

and therefore the equation (4.15) implies

$$
\begin{equation*}
\lambda\left(2 \alpha^{2}+\beta^{2}-2 c\right)=0 \tag{4.16}
\end{equation*}
$$

The CASE Where $\lambda=0$. Then we have $\alpha_{1}=\beta_{1}=0$. Thus from (313) we have $X_{3}=0$ and therefore $\alpha_{2}=\delta_{2}=0$ because of (112). Hence, taking account of the coefficient of $\theta_{1}$ in the exterior derivative of (4.1), we have $\gamma_{1}=0$, and so $\beta_{2}=0$.

Now put $F=\alpha$ and $\beta$ in Lemma 1. Then we have

$$
\alpha_{3}\left(\gamma+X_{1}\right)=0, \quad \beta_{3}\left(\gamma+X_{1}\right)=0 .
$$

If $\gamma+X_{1} \neq 0$, then we have $\alpha_{3}=\beta_{3}=0$, which implies $\alpha, \beta$ and $\delta$ are constant. Furthermore, by (4.1) we see that $\gamma$ is constant. Thus from (4.9)-(4.11) we have

$$
\begin{align*}
& \alpha+\delta=0  \tag{4.17}\\
& 3 \alpha \gamma-3 \alpha \delta+\gamma \delta=0  \tag{4.18}\\
& 3 \alpha \gamma-6 \alpha \delta-\gamma \delta=0 \tag{4.19}
\end{align*}
$$

Hence, by (3.2) and (4.7) we have $\alpha^{2}-c=0$. Moreover eliminating $\gamma \delta$ from (4.18) and (4.19), we have $2 \beta^{2}+c=0$ because of (3.2) and (4.1), which is a contradiction. Therefore $X_{1}=-\gamma$, which, together with (4.7), implies $\gamma=-X_{1}=$ $-4 \alpha$. Thus it follows from (4.9) that $\gamma_{3}=-4 \alpha_{3}=12 \beta(\delta+\alpha)$. Hence from (4.11) this contradics $\alpha \delta=0$.

The case where $\lambda \neq 0$. Then from (4.16) we have

$$
\begin{equation*}
2 \alpha^{2}+\beta^{2}=2 c \tag{4.20}
\end{equation*}
$$

Taking account of the coefficient of $\theta_{1}$ in the exterior derivative of this equation, we have $\lambda\left(2 \alpha^{2}+\beta^{2}\right)=0$ and so $2 \alpha^{2}+\beta^{2}=0$. It follows from (4.20) that $c=0$, which is a contradiction. Therefore we have $\beta=0$.

Since (2.5) and $\beta=0$, we see that $\alpha$ is constant in $M$ (see [6]). Thus from (3.1) our assumption $\Xi_{i j ; 1}=0$ is equivalent to $\alpha h_{i j ; 1}=0$. Put $j=1$ in (2.3). Then by above equation we have $\alpha h_{i 1 ; k}=-c \alpha \phi_{i k}$. Therefore since (2.1) and $d \xi_{i}=0$, we have

$$
\alpha \sum_{k, l} h_{i k} \phi_{l k} h_{k j}+\alpha^{2} \sum_{k} \phi_{k i} h_{k j}=-\alpha h_{i 1 ; j}=c \alpha \phi_{i j},
$$

which implies that $\alpha^{2}(\phi H-H \phi)=0$. Hence owing to Theorem 4, we complete the proof of following Theorem 5.

Theorem 5. Let $M$ be a real hypersurface in $P_{2} \mathbf{C}$ or $H_{2} \mathbf{C}$, which satisfies $\nabla_{\xi} R_{\xi}=0$. Then $M$ holds $R_{\xi} \phi S=R_{\xi} S \phi$ if and only if $H \xi=0$ or $M$ is locally congruent to one of the following:

- in case that $P_{2} \mathbf{C}$,
$\left(A_{1}\right)$ a geodesic hypersphere of radius $r$, where $0<r<\pi / 2$ and $r \neq \pi / 4$,
- in case that $\mathrm{H}_{2} \mathbf{C}$,
$\left(A_{0}\right)$ a horosphere,
$\left(A_{1}\right)$ a geodesic hypersphere or a tube over a complex hyperbolic hyperplane $H_{1} \mathbf{C}$.

5. The Condition $\nabla_{\xi} R_{\xi}=0$ and $R_{\xi} \phi S=S \phi R_{\xi}$

Let $M$ be a real hypersurface in $P_{2} \mathbf{C}$ or $H_{2} \mathbf{C}$, which satisfies $\nabla_{\xi} R_{\xi}=0$ and $R_{\xi} \phi S=S \phi R_{\xi}$. Under the assumption $\nabla_{\xi} R_{\xi}=0$, it follows from (2.7), (2.11) and (2.12) that the condition $R_{\xi} \phi S=S \phi R_{\xi}$ is equivalent to the following equation

$$
\begin{equation*}
(\gamma \delta+4 c)\left(\beta^{2}-\alpha \gamma-c\right)=0 \tag{5.1}
\end{equation*}
$$

If $\beta^{2}-\alpha \gamma-c=0$, then by the same argument as that in Section 4 we have $\beta=0$, which is a contradiction. Therefore $\beta^{2}-\alpha \gamma-c \neq 0$. Then from (3.4) and (5.1) we have

$$
\begin{equation*}
X_{1}=0, \quad \gamma \delta=-4 c \tag{5.2}
\end{equation*}
$$

Now, taking account of the coefficient of $\theta_{1} \wedge \theta_{2}$ in the exterior derivative of $\theta_{23}=X_{2} \theta_{2}+X_{3} \theta_{3}$, we have

$$
\begin{equation*}
X_{2,1}+\gamma X_{3}=0 \tag{5.3}
\end{equation*}
$$

From (5.2) the equation (312) is rewritten as

$$
\beta X_{2}=-\left(\beta^{2}-\alpha \gamma-c\right)+4 c
$$

Therefore from (3.3) we have $\left(\beta X_{2}\right)_{1}=0$, which implies

$$
\begin{equation*}
\beta X_{2,1}=-\beta_{1} X_{2} \tag{5.4}
\end{equation*}
$$

Hence, by (5.3) we have

$$
\begin{equation*}
\beta \gamma X_{3}=\beta_{1} X_{2} . \tag{5.5}
\end{equation*}
$$

From (323), (5.5) and (112) it is easy to see that

$$
\alpha_{2}\left((\delta-\gamma) X_{2}+4 \beta \delta\right)=0
$$

This, together with (223), gives

$$
\begin{equation*}
\alpha_{2}\left(\beta \gamma-2 \beta \delta-\gamma_{3}\right)=0 \tag{5.6}
\end{equation*}
$$

If $\alpha_{2} \neq 0$, then we have

$$
\begin{equation*}
\gamma_{3}=\beta \gamma-2 \beta \delta \tag{5.7}
\end{equation*}
$$

By (5.2) we have $(\gamma \delta)_{3}=0$, which implies that

$$
\alpha \gamma_{3}-\gamma \alpha_{3}=0 .
$$

Since $\beta \neq 0$ substituting of (113) and (5.7) into above equation, it is easy to show that $c=0$, which is a contradiction. Hence we have $\alpha_{2}=0$. Then from (112), (3.3), (5.4) and (5.3) we have

$$
\begin{equation*}
\alpha_{2}=\delta_{2}=\beta_{1}=(\alpha \gamma)_{1}=X_{2,1}=X_{3}=0 \tag{5.8}
\end{equation*}
$$

Taking account of the coefficient of $\theta_{1} \wedge \theta_{3}$ and $\theta_{2} \wedge \theta_{3}$ in the exterior derivative of $\theta_{23}=X_{2} \theta_{2}$, we have $X_{2}=-2 \beta$ and $\beta_{3}-2 \beta^{2}=\gamma \delta+2 c$, respectively. It follows from (213) that

$$
\begin{equation*}
\beta^{2}=8 c \tag{5.9}
\end{equation*}
$$

which implies $\beta_{3}=0$. Thus from (213) we have $\beta^{2}=-6 c$, which contradicts (5.9).
Therefore $M$ is a Hopf hypersurface. Thus by the same argument as that in Section 4 we complete proof of following Theorem 6.

Theorem 6. Let $M$ be a real hypersurface in $\mathrm{P}_{2} \mathbf{C}$ or $\mathrm{H}_{2} \mathbf{C}$, which satisfies $\nabla_{\zeta} R_{\xi}=0$. Then $M$ holds $R_{\zeta} \phi S=S \phi R_{\xi}$ if and only if $H \xi=0$ or $M$ is locally congruent to one of the following:

- in case that $P_{2} \mathbf{C}$,
$\left(A_{1}\right)$ a geodesic hypersphere of radius $r$, where $0<r<\pi / 2$ and $r \neq \pi / 4$,
- in case that $\mathrm{H}_{2} \mathbf{C}$,
$\left(A_{0}\right)$ a horosphere,
$\left(A_{1}\right)$ a geodesic hypersphere or a tube over a complex hyperbolic hyperplane $H_{1} \mathbf{C}$.


## 6. Cyclic-Parallel Structure Jacobi Operator Condition

In this section we invistigate the condition "cyclic-parallel structure Jacobi operator" (see [4]). First in [4] the proof of Main Thorem suggests following proposition.

Proposition 1. Let $M$ be a Hopf real hypersurface in $P_{2} \mathbf{C}$ or $H_{2} \mathbf{C}$. If the structure Jacobi operator is cyclic-parallel, then $M$ is locally congruent to one of the following:

- in case that $P_{2} \mathbf{C}$,
$\left(A_{1}\right)$ a geodesic hypersphere of radius $r$, where $0<r<\pi / \sqrt{4 c}$,
(B) a tube of radius $r$ over complex quadric $Q_{1}$, where $\cot r=$ $(\sqrt{2 c+4}+\sqrt{2 c}) / 2$,
- in case that $\mathrm{H}_{2} \mathbf{C}$,
$\left(A_{0}\right)$ a horosphere,
$\left(A_{1}\right)$ a geodesic hypersphere or a tube over a complex hyperbolic hyperplane $H_{1} \mathbf{C}$.

We suppose that $M$ is a non-Hopf hypersurface in $P_{2} \mathbf{C}$ or $H_{2} \mathbf{C}$ satisfying $\varsigma_{g}\left(\nabla_{X} R_{\xi}(Y), Z\right)=0$ for any vector fields $X, Y$ and $Z$, where $\mathfrak{S}$ denote the cyclic sum. Then we have $\beta \neq 0$. Our assumption $\Im_{g}\left(\nabla_{X} R_{\xi}(Y), Z\right)=0$ for any vector fields $X, Y$ and $Z$ is equivalent to $\Xi_{i j ; k}+\Xi_{j k ; i}+\Xi_{k i ; j}=0$. This equation is rewritten as

$$
\begin{align*}
\alpha_{k} h_{i j} & +\alpha_{i} h_{j k}+\alpha_{j} h_{k i}+\alpha\left(h_{i j k}+h_{j k i}+h_{k j j}\right)  \tag{6.1}\\
& -h_{1 j} h_{1 i k}-h_{1 k} h_{1 j i}-h_{1 i} h_{1 k j}-h_{1 j} h_{1 k i}-h_{1 k} h_{1 i j}-h_{1 i} h_{1 j k} \\
& +\alpha h_{1 j}\left(\Gamma_{1 i k}+\Gamma_{1 k i}\right)+\alpha h_{1 k}\left(\Gamma_{l j i}+\Gamma_{1 i j}\right)+\alpha h_{1 i}\left(\Gamma_{1 k j}+\Gamma_{1 j k}\right) \\
& +\beta h_{1 j}\left(\Gamma_{2 i k}+\Gamma_{2 k i}\right)+\beta h_{1 k}\left(\Gamma_{2 j i}+\Gamma_{2 i j}\right)+\beta h_{1 i}\left(\Gamma_{2 k j}+\Gamma_{2 j k}\right) \\
& +c \delta_{1 j}\left(\Gamma_{1 i k}+\Gamma_{1 k i}\right)+c \delta_{1 k}\left(\Gamma_{l j i}+\Gamma_{1 i j}\right)+c \delta_{1 i}\left(\Gamma_{1 k j}+\Gamma_{1 j k}\right) \\
& -\alpha \sum_{l} h_{l j}\left(\Gamma_{l i k}+\Gamma_{l k j}\right)-\alpha \sum_{l} h_{l k}\left(\Gamma_{l j i}+\Gamma_{l i j}\right)-\alpha \sum_{l} h_{l i}\left(\Gamma_{l k j}+\Gamma_{l j k}\right)=0
\end{align*}
$$

because of (3.1). Then the equation (6.1) can be stated as follows:

$$
\begin{align*}
& \varepsilon=0,  \tag{6.2}\\
& \alpha \delta+c=0,  \tag{6.3}\\
& \left(\beta^{2}-\alpha \gamma\right)_{1}=0,  \tag{6.4}\\
& (\alpha \gamma)_{3}+2\left(\beta^{2}-\alpha \gamma-c\right) X_{2}=0,  \tag{6.5}\\
& \left(\beta^{2}-\alpha \gamma-c\right)\left(X_{1}-\delta\right)=0,  \tag{6.6}\\
& \left(\beta^{2}-\alpha \gamma-c\right) X_{3}=0 . \tag{6.7}
\end{align*}
$$

Hereafter we shall use (6.2) without quoting. Then from Remark 1 we have equations (112)-(323) in Section 3. If $\beta^{2}-\alpha \gamma-c=0$, then by the same argu-
ment as that in Section 4 we have $\beta=0$, which is a contradiction. Therefore $\beta^{2}-\alpha \gamma-c \neq 0$. Then equations (6.6) and (6.7) imply

$$
\begin{equation*}
X_{3}=0, \quad X_{1}=\delta \tag{6.8}
\end{equation*}
$$

It follows from (112), (313), (323), (3.3) and (212) that

$$
\begin{equation*}
\alpha_{1}=\delta_{1}=\alpha_{2}=\delta_{2}=\beta_{1}=\beta_{2}=\gamma_{1}=0 \tag{6.9}
\end{equation*}
$$

From (312), (113) and (6.8) we have the following

$$
\begin{align*}
& \beta X_{2}+\left(\beta^{2}-\alpha \gamma-c\right)+\delta^{2}=0  \tag{6.10}\\
& \alpha_{3}+4 \beta \delta-\alpha \beta=0 . \tag{6.11}
\end{align*}
$$

Taking account of the coefficient of $\theta_{1} \wedge \theta_{3}$ in the exterior derivative of (6.10), we have

$$
\begin{equation*}
\delta_{3}=-\beta \delta-2 X_{2} \delta, \tag{6.12}
\end{equation*}
$$

which, together with (6.10) and (6.11), implies

$$
-2 \beta^{2} \delta+\alpha \delta^{2}+\alpha\left(\beta^{2}-\alpha \gamma-c\right)=0
$$

Taking account of the coefficient of $\theta_{2}$ in the exterior derivative of above equation, we have $\gamma_{2}=0$.

Now put $F=\alpha, \gamma$ and $i=1, j=2$ in Lemma 1. Then, we have

$$
\alpha_{3}(\gamma+\delta)=\gamma_{3}(\gamma+\delta)=0 .
$$

If $\gamma+\delta \neq 0$, then from (6.5) and (6.12) we have a contradicton. Thus $\gamma+\delta=0$, which also contradicts (6.5) and (6.12). Hence $M$ is a Hopf hypersurface. Therefore from Proposition 1 we complete proof of following Theorem 7.

Theorem 7. Let $M$ be a real hypersurface in $P_{2} \mathbf{C}$ or $H_{2} \mathbf{C}$. If the structure Jacobi operator is cyclic-parallel, then $M$ is locally congruent to one of the following:

- in case that $P_{2} \mathbf{C}$,
$\left(A_{1}\right)$ a geodesic hypersphere of radius $r$, where $0<r<\pi / \sqrt{4 c}$,
(B) a tube of radius $r$ over complex quadric $Q_{1}$, where $\cot r=$ $(\sqrt{2 c+4}+\sqrt{2 c}) / 2$,
- in case that $\mathrm{H}_{2} \mathbf{C}$,
$\left(A_{0}\right)$ a horosphere,
$\left(A_{1}\right)$ a geodesic hypersphere or a tube over a complex hyperbolic hyperplane $H_{1} \mathbf{C}$.
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