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Abstract

Over the past decades, wireless techniques have developed rapidly. Nowadays, there

always be a lot of different wireless techniques, e.g., WiFi, WiMAX, 2G, 3G, 4G and

LTE, in our living spaces. These different kinds of wireless techniques co-exist and

construct the heterogeneous wireless networks. Moving in the heterogeneous wireless

networks, users will face with various mobility management problems. An efficient and

effective mobility management scheme for heterogeneous wireless networks becomes more

and more important that has attracted extensive attention. The objectives of mobility

management consist of two aspects: (1) location management that is to track where

the mobile devices are; (2) handoff management that is to ensure the sessions of mobile

devices are continuous when the devices are moving around. From these two aspects,

the dissertation studies the mobility management for heterogeneous wireless networks.

First, we investigate the location management. Specifically, we focus on the pinball

routing problem in location management for nested mobile networks. After analyzing

the impact of pinball routing problem on both inter-domain and intra-domain commu-

nications, we conclude the root cause of pinball routing problem is that the location

information of mobile devices is equipped by a few agents. In order to break this lim-

itation and alleviate the pinball routing problem for inter-domain communications, we

propose a self-adaptive route optimization scheme. The proposed scheme can adaptively

adopt the most appropriate sub-schemes for different situations. Then, we extend the

self-adaptive route optimization scheme for intra-domain communications. By making

use of the standard location update process, the extended scheme can effectively limit the

intra-domain communications in a relatively small region. Through extensive simulation

results, we validate that our proposed self-adaptive route optimization scheme signifi-

cantly reduce the overheads of both inter-domain and intra-domain communications for

nested mobile networks.

Second, we study the network selection problem in handoff management for hy-

brid 5G environments. Motivated by the limitation in real world that users are usual-

ly unwilling to share their private information for privacy preservation, we propose a

multi-objective distributed network selection scheme for hybrid 5G environments. In
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our proposed scheme, each user will select a new network based on limited local infor-

mation. Due to the lack of global information, users have no choice but to make some

inferences or estimations during their network selection processes. In order to assist

users in making reasonable inferences, we study the relations between any two users and

define the correlation degree metric. Then, we exploit two performance attributes to

evaluate networks. One is the channel capacity which indicates the profit a user can

get from a certain network. The other one is the blocking probability which reflects the

risk a user will undertake for a network. After this, we formulate the network selec-

tion problem as a multi-objective optimization problem which maximizes the channel

capacity and minimizes the blocking probability simultaneously. Then we transform the

formulated multi-objective optimization problem into an equivalent maximization prob-

lem. Through a distributed method, we solve the transformed maximization problem

in polynomial time and linear space. The solution of the transformed maximization

problem is also approved to be a Pareto Optimal result of the original multi-objective

optimization problem. Extensive experiment results validate that our proposed scheme

promotes the total throughput and user served ratio effectively.

Third, we investigate both the network selection problem and the handoff timing

problem in handoff management for Software-Defined Networking (SDN) based hetero-

geneous wireless networks. Due to the lack of global information, most of exiting handoff

schemes failed to be global optimal. The emergence of SDN technique makes it possible

to break this limitation. In SDN architecture, a SDN controller separates the control

planes from the data planes of network devices, and provides the centralized control

for the whole system. We formulate the network selection problem as a 0-1 inter pro-

gramming problem which maximizes the sum of channel capacities that mobile devices

can obtain from their new networks. The SDN controller solves the formulated problem

and gets the network selection results. After the network selection process is finished,

we let each mobile device wait for a time period and then make a decision. Only if

the newly selected network is consistently more appropriate than the current network

during this time period, will the mobile device transfer its network connection to the

new network. The proposed SDN-based vertical handoff scheme ensures that a mo-

bile device will transfer to the most appropriate network at the most appropriate time.

Comprehensive simulation results reveal that the proposed scheme reduces the number
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of vertical handoffs, maximizes the total throughput and user served ratio significantly.

Overall system performances (e.g., through, end-to-end delay, user served ratio) have

been improved by applying our proposed schemes. Our work also has potential contri-

butions to the mobility management for future heterogeneous wireless networks.
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Chapter 1

Introduction

This chapter begins with introducing the background and the motivation of our research

work. A summary of the main contributions is presented in Section 1.2. Section 1.3

provides the organization of the dissertation.

1.1 Research Background and Motivation

Over the past few years, there has been tremendous growth in wireless techniques. D-

ifferent kinds of wireless techniques co-exist and construct the heterogeneous wireless

networks. As the number of mobile terminals increases, mobility management in het-

erogeneous wireless networks becomes more and more important [1]. The objective of

mobility management in heterogeneous wireless networks is to track where the mobile

users are, and ensure the sessions of mobile users are continuous when users are moving

around [2]. The study on mobility management mainly consists of location managemen-

t and handoff management as shown in Fig.1.1. In this section, we will explain the

meaning of each component in detail.

1
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Mobility 
Management 

Location 
Management 

Location 
Update 

Terminal 
Paging

Handoff 
Management 

Horizontal 
Handoff 

Vertical 
Handoff 

Figure 1.1: Classification of mobility management.

1.1.1 Location Management

The location management enables the network track the locations of mobile users [3].

When a connection needs to be established for a particular user, the network has to de-

termine the location of the mobile user exactly. The operation of informing the network

about the current location of mobile user is called location update. The operation of

determining the locations of mobile users is called terminal paging.

cell

Figure 1.2: An example of location management.
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There is a trade-off between the location update and terminal paging. As the example

shown in Fig.1.2, the coverage area of networks is divided into numerous cells. If a mobile

user announces its location whenever it crosses a cell boundary, the system can maintain

the location of the mobile user precisely. In this situation, the terminal paging can be

obviated. However, if the call arrival rate is low, such frequent location update process

will cost a lot of signal overhead. On the other hand, if the mobile user does not perform

the location update timely, it will take longer time to determine the location of a mobile

user in the large scale scenarios.

1.1.2 Handoff Management

The handoff management aims to maintain the active connections of mobile users when

they are moving around [4]. In heterogeneous wireless networks, various wireless tech-

niques will co-exist and overlap. Moving in heterogeneous wireless networks, mobile

users often need to switch their inter-network connections from a network to another

network as shown in Fig.1.3. If the original network and the target network support

the same kind of wireless technique, the switching between them is called the horizontal

handoff. Otherwise, if the original network and the target network support different

kinds of wireless techniques, the switching between them is called the vertical handoff.

Horizontal handoff

Vertical handoff

mobile user

Wi-Fi

Wi-Fi

WiMAX

Figure 1.3: An example of handoff management.
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In the horizontal handoff, since the networks have the same media features, net-

work evaluation mainly depends on the Received Signal Strength (RSS) [5]. While in

the vertical handoff, networks have different capabilities, code methods, bit error rates

and other features. Research on vertical handoff will be more difficult than horizontal

handoff. If a problem in vertical handoff can be solved, solution to the same problem in

horizontal handoff can be derived easily.

1.2 Contributions

Even a lot of work has been conducted in the mobility management for heterogeneous

wireless networks, there still exists some open problems. Specifically, we focus on the

pinball routing problem, network selection problem and handoff timing problem in this

dissertation. We carry out research following the roadmap as shown in Fig. 1.4. The

main contributions of this dissertation are summarized as follows.

Self-Adaptive

Route

Optimization

Scheme

SDN based 

Centralized Vertical 

Handoff Scheme

Multi-Objective

Distributed

Network Selection

Scheme

Contributions

Pinball Routing Problem

Problems

Network Selection Problem

Handoff Timing Problem

H
a

n
d

o
ff

M
a

n
a

g
em

en
t

L
o

ca
tio

n

M
a

n
a

g
em

en
t

M
o

b
ility

M
a

n
a

g
em

en
t

Figure 1.4: A roadmap of the research work performed in this dissertation.
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1.2.1 A Self-Adaptive Route Optimization Scheme for Nested Mobile

Networks

In IP-based wireless networks, each mobile user has two kinds of addresses: Home-

Address (HoA) which is an identifier, never changes once be obtained; Care-of-Address

(CoA) which is locator, updates as user moves [6]. Each mobile user has a home agent.

The home agent of a mobile user maintains the relationship between its HoA and CoA.

Packets which are sent to a mobile user, should be delivered to the home agent of

this mobile user at first (Fig.1.5 (a)). This triangular routing method will incur the

Pinball Routing Problem [7] in a nested mobile network. As the example shown in

Fig.1.5 (b), mobile user A is attaching to mobile user B. Packets which are sent to

mobile user A have to pass through the mobile user B. In order to reach mobile user

B, packets should be delivered to the home agent of mobile user B at first. After

this, the home agent of mobile user B will deliver the received packets to the home

agent of mobile user A. Each time when the packets pass through a home agent, these

packets will be encapsulated once, then decapsulated by the corresponding mobile user.

As a result, packets will experience several times encapsulation and decapsulation in a

nested structure. This process increases the end-to-end delay and transmission overhead

dramatically. Situation will get worse as the nesting level increases.

mobile user A
mobile user A

home agent of 

mobile user B
home agent of 

mobile user A

home agent of 

mobile user A

mobile user B
original data

once  encapsulation

twice  encapsulation

(a)   general structure (b)   nested structure

Figure 1.5: An example of pinball routing problem.

In order to solve the pinball routing problem of the location management, we pro-

pose a self-adaptive route optimization scheme in Chapter 3. We carefully study the
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pinball routing problem and conclude the root cause of pinball routing problem is that

only the corresponding Home Agent (HA) equips with the location information of a

Mobile Router (MR). In order to optimize the routing process of inter-domain com-

munication, we propose a self-adaptive route optimization scheme which consists of two

sub-schemes: time-saving sub-scheme and mobility-transparency sub-scheme. The time-

saving sub-scheme is suitable for low mobility and large communication traffic scenario,

and the mobility-transparency sub-scheme is suitable for high mobility scenario. Given

a scenario, our proposed scheme can adaptively adopt the most appropriate sub-scheme.

Furthermore, we extend the self-adaptive scheme to optimize the routing process of

intra-domain communication. The extended scheme ensures that the intra-domain com-

munication is limited in a relatively small region.

1.2.2 A Multi-Objective Distributed Network Selection Scheme for

Hybrid 5G Environments

In hybrid 5G environments, 5G technique will integrate with other existing techniques to

provide ubiquitous high-rate and seamless communication service [8]. Moving in hybrid

5G environments, a user always needs to switch its inter-network connection from the

current network to another network. For a single user, it may have several available

networks. A user has to select a network from its available networks, to which the inter-

network connection should be switched. In most of the existing research on network

selection problem, mobile users are assumed to be selfish. That is to say, users always

choose the best performance networks as their selected networks [9]. As we known, the

resources of networks are limited. If a large number of users choose the same network

simultaneously, resources of the selected network will be exhausted, and the users will

be blocked. Therefore, the objective of network selection is to select a network as well

as possible and avoid being blocked.

In order to solve the network selection problem of the handoff management, we pro-

pose a multi-objective distributed network selection scheme for hybrid 5G environments

in Chapter 4. We consider the distributed scenario in which there is no centralized

control entity. Each user has to make its network selection during the vertical hand-

off process by itself. We also consider a general limitation in the real world that is
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users do not share their private information with each others. Under this limitation,

we firstly study the relations between any two users, and define the correlation degree

which could efficiently distinguish the categories of relations, and sufficiently reflect the

association strength. Base on the correlation degree, private information of itself and

two pieces of public information, a user can estimate it blocking probability for each

available network device. Then we formulate the network selection problem as a multi-

objective optimization problem which maximizes the channel capacity and minimizes

the blocking probability simultaneously. After that, we transform the formulated multi-

objective optimization problem into a maximization problem by taking the throughput

metric into consideration. At last, we solve the transformed maximization problem in

polynomial time and liner space. Moreover, we prove that the solution of the trans-

formed maximization problem is a Pareto Optimal result of the original multi-objective

optimization problem. Through extensive experiments we validate that our proposed

scheme promotes the total throughput and user served ratio effectively.

1.2.3 A Software-Defined Networking based Centralized Vertical Hand-

off Scheme for Heterogeneous Wireless Network Environments

After the network selection process is finished, a user needs to determine the time when

its inter-network connection should be switched to the selected network [10]. If the inter-

network connection switching is implemented too early, there will be a lot of unnecessary

handoff. For example as shown in Fig.1.6 (a), a mobile user is connecting to the network

A, and its selected network is network B. Suppose that, the mobile user switches its

inter-network connection from A to B immediately. Unfortunately, the performance of

network B gets worse within a very short period of time. As a result, this mobile user

needs to handoff once again. Besides of this, we consider another situation as shown in

Fig.1.6 (b). A mobile user is moving back and forth between network A and network C. If

the handoff is performed in an improper time, this user may require frequent connection

switching between A and C. From these simple examples we find that improper handoff

timing will incur a lot of unnecessary handoffs. There are several existing vertical handoff

schemes try to solve both the network selection problem and the handoff timing problem.

However due to lack of the global view, most of existing vertical handoff schemes failed
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to be global optimal. The emergence of Software-Defined Networking (SDN) technique

provides a chance to break this limitation.

(a) The network performance 

changes dynamically

(b) The user is moving back 

and forth

mobile user

network A

network B

network C

mobile user

network A

network B

network C

Figure 1.6: Examples of handoff timing problem.

Based on the SDN technique, we propose a centralized vertical handoff scheme which

solves both the network selection and the handoff timing problems of the handoff man-

agement for heterogeneous wireless network environments in Chapter 5. We firstly divide

users into two classes: non-handoff users and handoff users. Non-handoff users will stay

in the connections with their current networks. While handoff users will send their hand-

off requests to an SDN controller. Then we formulate the network selection of handoff

users as a 0-1 integer programming problem with the objective of maximizing the sum of

channel capacities. The SDN controller solves the formulated 0-1 integer programming

problem to calculate the optimal network selection results. After the network selection

process is finished, we propose a handoff timing algorithm to determine the time when

the network selection results should be implemented. Based on limited information and

simple calculation, the proposed handoff timing algorithm can predict the movement

directions of handoff users. Only if handoff users are certain to move away from their

current network devices, will the network selection results be implemented.
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1.3 Dissertation Organization

This dissertation is organized as follows. In Chapter 1, we introduce the motivation

and the background of our research, outline the main contributions in this dissertation.

In Chapter 2, we present an overview of the mobility management for heterogeneous

wireless networks. An adaptive route optimization scheme for nested mobile networks is

presented in Chapter 3. In Chapter 4, we propose a multi-objective distributed network

selection scheme for hybrid 5G environments. Chapter 5 presents a software-defined net-

working based centralized vertical handoff scheme for heterogeneous wireless networks.

Finally we conclude this dissertation and points out the future work in Chapter 6.



Chapter 2

Overview of Mobility

Management for Heterogeneous

Wireless Networks

This chapter presents an overview of the mobility management for heterogeneous wireless

networks based on different Open System Interconnection (OSI) layers. Specifically, we

focus on the existing work about pinball routing problem, network selection problem

and handoff timing problem based on cross-layer (i.e., link layer and network layer).

2.1 Current Research Status of Mobility Management

A variety of mobility management schemes have been proposed to deal with mobility

related problems at different OSI layers. Depending on the layers of communication pro-

tocol they primarily use, these mobility management schemes can be divided into four

categories: link layer mobility management schemes, network layer mobility manage-

ment schemes, transport layer mobility management schemes and cross-layer mobility

management schemes [1].

Link layer mobility management is responsible for establishing a radio link between

a mobile node and its new access point when the mobile user is changing the point

10
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of attachment [11]. Link layer mobility management schemes provide mobility related

features in the underlying radio systems which tightly couple with specific wireless tech-

nologies. Link layer mobility management schemes always work following four phases:

recognizing the loss of the wireless connection, searching for new available networks,

authentication with a new network and association with the new network. In order

to reduce the management overhead caused by the link layer, researchers always try to

accelerate the searching phase. Mobile users are required to scan the medium while they

are still connecting with the current networks. In some cases, channel mask will be used

in order to further reduce the number of channels that must be scanned.

Network layer mobility management schemes make use of the features at the IP

layer, and are agnostic of the underlying information [12]. Since network layer mobility

is transparent to higher layer, applications on mobile users can maintain working without

any modifications. The study on network layer mobility management mainly focuses on

the routing problem. The triangular routing method that is corresponding node sends

all packets via home agent to a mobile node will incur higher latency and network load.

There are several kinds of ideas have been studied to optimize the triangular routing,

such as let the corresponding node maintain the current location of a mobile user, let

home agent actively inform the corresponding node about the current location of a

mobile user and so on.

Transport layer mobility management schemes intent to maintain the reliability of

TCP link and the correctness of semantic while users are moving around. Study on

transport layer mobility management can be divided into four groups: transport lay-

er handoff, transport layer connection migration, gateway-based mobility and complete

transport layer mobility management [13]. The transport layer handoff aims at im-

proving the system performance during handoff on transport layer. The transport layer

connection migration schemes are the schemes that can migrate multiple connections.

The gateway-based mobility schemes provide mobility by putting a infrastructure be-

tween corresponding node and mobile users and splitting the connection. The first three

groups of schemes are incomplete mobility management schemes while the last group

of schemes provide complete mobility management with both handoff management and

location management.
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Cross-layer mobility management schemes mainly concern the handoff management

aspect. Most of this kind of schemes are using the features gathered from link layer to

make an efficient handoff decision in network layer.

2.2 Existing Work about Pinball Routing Problem

Some related work has been conducted in addressing the pinball routing problem for

nested mobile networks. S. Pack et al. [14] proposed an adaptive network mobility sup-

port scheme which jointly optimizes the binding update traffic and the tunneling over-

head. When the Session-to-Mobility Ratio (SMR) is lower than a pre-defined threshold,

intermediary Mobile Routers (MRs) and terminal MRs will perform the Regional Care-

of-Address (RCoA) and the on-Link Care-of-Address (LCoA) binding update procedures

respectively. Consequently, the number of binding updates will be reduced. When the

SMR is higher than the pre-defined threshold, intermediary MRs and terminal MRs will

perform the LCoA and the RCoA binding update procedures respectively. In this case,

the number of tunnelings will be reduced. However, this work needs to change the core

architecture defined by Network mobility Basic Support Protocol (NBSP). A Mobility

Anchor Point (MAP) will be introduced in order to support this work.

H. Kim et al. [15] proposed the Simple Route Optimization (S-RO) Scheme with

NEtwork MObility (NEMO) Transparency. Similar to Mobile IPv6 [16], S-RO scheme

requires that when an MR receives an encapsulated data, the MR will send a Binding

Update (BU) message to the original sender of the received data. After receiving a

BU message, the original sender will extract and cache the Care-of-Address (CoA) of

destination MR from this BU message. Through this process, a soft route between the

original sender and the destination MR can be established. After that, the information

exchange between the original sender and the destination MR can be forwarded through

the established soft route directly. Although this work effectively reduces the data

transmission overhead, it will increase the location update overhead.

An efficient route optimization scheme for nested-NEMO is proposed by K. Humayun

et al. [17], in which each MR is related to two CoAes: root-CoA and local-CoA. The

root-CoA is equal to the CoA of Top Level Mobile Router (TLMR) in the nested-NEMO.
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While the local-CoA refers to the regular CoA of an MR in NBSP. Accordingly, there are

two types of entries in the routing table in each MR: fixed and visiting. The fixed entry in

the routing table stores the information of homed networks, and the visiting entry stores

the information of temporarily attached MRs. Authors declared that their proposed

scheme can remove the tunnels completely from the nested NEMO. Unfortunately, the

pinball routing problem in intra-domain communication has not been noticed.

An interesting scheme is proposed by H. Cho et al. [16] called the Route Optimization

scheme using Tree Information Option (ROTIO). In basic ROTIO, each HA maintains

the Home-Address (HoA) of TLMR. Data sent from CN to destination MR will pass

through only two HAs (HA of TLMR, and HA of destination MR). Therefore, the

inter-domain communication can be optimized in the basic ROTIO scheme. For intra-

domain communication, ROTIO requires TLMR to maintain the topology of the whole

domain. Data of intra-domain communication will be sent to TLMR at first. Then,

TLMR forwards the received data to its destination. The routing process of intra-

domain communication in ROTIO still has improvement room.

Another ingenious scheme is proposed by G. S. Kuo et al. [18] named the Hierarchi-

cal Mobility Support for Route Optimization (HMSRO). Similar to ROTIO, HMSRO

also requires each HA maintains the information of TLMR. However, the maintained

information is the CoA of TLMR rather than the HoA of TLMR. Therefore, data of

inter-domain communication will pass through one and only one HA (HA of destination

MR). After the data arrives at TLMR, TLMR forwards the received data according to

its routing table. The routing table maps the prefix of destination address to the next

hop address. Data will be relayed to the destination hop by hop. The performance of

this work is unsatisfactory in high mobility scenarios.

Our proposed scheme does not need to change the core architecture defined by NBSP.

Furthermore, we consider both the mobility transparency overhead and the location

update overhead. The overhead of inter-domain and intra-domain communications can

be effectively reduced by using our proposed scheme that will be presented in Chapter

3.
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2.3 Existing Work about Network Selection Problem

A fuzzy logic based network selection scheme is proposed by J. Hou et al. [19], in

which three input fuzzy variables are considered. At first, these three fuzzy variables

are fuzzified and converted into some input fuzzy sets by a singleton fuzzifier. Then the

input fuzzy sets are mapped into output fuzzy sets by an algebraic product operation.

Finally, the output fuzzy sets are defuzzified into a crisp decision point which indicates

a network selection result. The proposed fuzzy logic based network selection scheme is

difficult to be implemented since it lacks of explicit definitions for the “high” and “low”

probabilities

A. Roy et al. [20] formulated the network selection problem as a multi-objective

optimization problem which maximizes the Reference Signal Received Power (RSRP)

and the available Resource Blocks (RBs) simultaneously. By using the weighted linear

sum approach, the formulated multi-objective optimization problem is simply merged

into a single aggregate objective function. The solution of this single aggregate objective

function is the network selection result. Authors also analyzed the performance of their

proposed scheme by using a three-dimensional Markov chain. Authors only cared about

how to maximize the profits of network selection results from two aspects, but failed to

consider the risks of such network selection behaviors.

In order to improve the Quality of Experience (QoE), a Multiplicative Utility based

Automatic Network Selection (MU-ANS) scheme is proposed by Nguyen-Vuong Q.t.

et al. [21]. In MU-ANS scheme, the network selection problem is formulated as a

Multiple Attribute Decision Making (MADM) problem. After calculating the multi-

criteria utility function value for each available network device, a user selects the highest

scoring network device as the new network device. This kind of approach cannot avoid

the collision situation. As a result, the performance of the proposed scheme heavily

depends on the situations of network devices.

Chao et al. [22] proposed a two-step network selection scheme. The first step is

pre-decision progress, in which a filtering function is used to evaluate the performance

of network devices. If no network device can pass the pre-decision, a user will stay in the

connection with its current network device. If there is only one network device passing
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the pre-decision, a user will handoff to the sole network device. If there are several

network devices passing the pre-decision and a user has insufficient power, the user will

randomly handoff to a network device. If there are several network devices passing the

pre-decision and a user has sufficient power, the user will execute the second step. In the

second step, the network selection scheme is also formulated as an MADM problem and

the highest scoring network device will be selected. The complex procedure of two-step

network selection scheme dissatisfies the fast decision requirement of network selection.

We consider both the benefit and the risk of the network selection behaviors in our

work which will be presented in Chapter 4. The proposed scheme can satisfy the new

challenges of network selection in hybrid 5G environments. We also propose a global

optimal network selection scheme by using the Software Defined Networking (SDN)

technique in Chapter 5.

2.4 Existing Work about Handoff Timing Problem

Mobile users will wait for an appropriate time to perform the handoff. The waiting

time before handoff is called the stability period. H.J. Wang et al. [23] proposed a

Policy-Enable Handoff Scheme (PEHS) and pointed out that, the length of stability

period should be proportional to the handoff latency. At first, authors calculated out

the request time for making up the loss due to handoff latency (Tmakeup). Then they

proved that, the stability period equals to Tmakeup add the length of handoff latency.

Based on PEHS, Chen et al. [24] introduced two adaptive decision methods to adjust

the length of stability period. The first adaptive decision method adjusts the stability

period, relying on the utility of selected network to the utility of current network ratio. If

the ratio increases, a user will perform handoff at once. Otherwise, if the ratio decreases,

this user will observe selected network for a long time. The second adaptive decision

method is based on the ratio of two measured utility ratios. When the utility ratio is

fast decreasing, the second adaptive decision method performs better.

Lee et al. [25] carried out research from the aspect of optimization, and proposed an

Enhanced Group Handoff Scheme (EGHS) which combined solves the network selection

and the handoff timing problems. In EGHS, each user evaluates its available access
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points on the remaining bandwidth. The network selection is formulated as a convex

optimization problem. The objective of formulated problem is to minimize the handoff

blocking probability. By using the Karush-Kuhn-Tucker condition, the formulated con-

vex optimization problem is solved and a new access point can be determined. After the

new access point is determined, a user transfers its inter-network connection to the new

access point after an adjusted delay.

An interesting scheme proposed by Ciubotaru et al. [26] is called Smooth Adaptive

Soft Handoff Algorithm (SASHA). Similar to EGHS, SASHA combines the network

selection problem with the handoff timing problem. In SASHA, a user obtains a weighted

sum of various performance parameters, and calculates the Quality of Service (QoS)

values of its available access points. The user allocates its traffic according to the QoS

values. As the user leaves an access point and gets closer to another, the QoS value of the

leaving access point gets lower, and the QoS value of the approaching access point gets

higher. As a result, traffic on the leaving access point is transferred to the approaching

access point gradually. In order to apply SASHA, a user needs to keep all of its ports

working which will cost a lot of energy.

2.5 Summary

In this chapter, we provided an overview of mobility management for heterogeneous

wireless networks, and specifically presented the existing work about pinball routing

problem, network selection problem and the handoff timing problem. The experiences

of existing work will guide our research work in the following chapters.



Chapter 3

A Self-Adaptive Route

Optimization Scheme for Nested

Mobile Networks

This chapter investigates the route optimization problem for nested mobile NEtwork

MObility (NEMO) environment. We firstly propose a self-adaptive scheme which op-

timizes the routing process of inter-domain communication. The self-adaptive scheme

consists of two sub-schemes: time-saving sub-scheme and mobility-transparency sub-

scheme. The time-saving sub-scheme can minimize the data transmission overhead of

inter-domain communication, which is suitable for low mobility and large communi-

cation traffic scenario. The mobility-transparency sub-scheme can reduce the location

update overhead to the greatest extent, which is suitable for high mobility scenario.

A threshold is used to adaptively adopt the most appropriate sub-scheme for a given

scenario. Furthermore, we extend the self-adaptive scheme for intra-domain communi-

cation. The extended scheme ensures that the intra-domain communication is limited in

a relatively small region. Theoretical analysis and simulation results demonstrate that

the proposed scheme can reduce the overheads of both inter-domain and intra-domain

communications for nested mobile networks significantly.

17
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This chapter is organized as follows. Section 3.1 introduces the core architecture

of nested mobile networks and the pinball routing problem. System description and

problem formulation are presented in Section 3.2. Section 3.3 presents a self-adaptive

route optimization scheme for inter-domain communication. In section 3.4, the proposed

self-adaptive route optimization scheme is extended for intra-domain communication.

Section 3.5 is the performance evaluation. Finally, Section 3.6 summarizes this chapter.

3.1 Introduction

As ubiquitous computing proliferate, more and more mobile devices emerge in wireless

networks. Some mobile devices could connect together to construct a small wireless

network, which moves as an unit. The mobility of this unit is called NEtwork MObility

(NEMO) [27]. The Network mobility Basic Support Protocol (NBSP) [7] is the primary

protocol of NEMO, which defines the core architecture of NEMO environment. In

this chapter, we investigate the route optimization problem for nested mobile NEMO

environment based on NBSP.

In the core architecture defined by NBSP, a mobile device which equips with the

storing and forwarding functions is called Mobile Router (MR). Some MRs may connect

together to construct a tree-configured nested structure. The root of the tree is called

Top Level Mobile Router (TLMR), and the region of TLMR is called domain. Only the

mobility of domain is considered in this chapter. The structure of domain is relatively

stable, MRs in domain will move as an unit. Each MR has a Home Agent (HA) which

maintains its current location information. Meanwhile, each HA is assumed to deal with

only one MR in most of research on pinball routing problem. When a Corresponding

Node (CN) tires to communicate with an MR (i.e., inter-domain communication), the

data destined for the MR will be sent to its corresponding HA at first. After receiving

the data, the corresponding HA encapsulates the received data with the current location

information of MR, and then sends the encapsulated data out (Fig. 3.1 (a)). This kind

of triangular transmission method will incur the pinball routing problem [28] in nested

structure. Take the scenario shown in Fig. 3.1 (b) as an example, in which CN attempts

to communicate with the mobile device MR3. Since MR3 is appending to the mobile

device MR1, in order to determine the current location of MR3, CN has to determine
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Figure 3.1: Illustration of the pinball routing problem

the current location of MR1 at first. Hence, the data destined for MR3 will pass through

two HAs. Each time when the data passes through a HA, the data will be encapsulated

once. Then, the encapsulated data will be decapsulated by corresponding MR later. This

process will increase the data packet size and end-to-end delay dramatically. Situation

gets worse as nesting levels increase. The pinball routing problem is more serious for

intra-domain communication. Take the scenario shown in Fig. 3.1 (c) as an example,

mobile device MR2 tries to communicate with mobile device MR3 that is inside the

same domain. Since NBSP requires that data destined for an MR has to be sent to the

corresponding HA at first, data of intra-domain communication will be sent outside the

domain then sent back.

In order to alleviate the impact of pinball routing problem for both inter-domain and

intra-domain communications, we propose a self-adaptive route optimization scheme

on the basis of our previous work [29] in this chapter. The proposed self-adaptive

route optimization scheme consists of two sub-schemes: time-saving sub-scheme and

mobility-transparency sub-scheme. The time-saving sub-scheme can reduce the data

transmission overhead of inter-domain communication to the greatest extent, but incurs

more location update overhead. On the contrary, the mobility-transparency sub-scheme

can minimize the location update overhead of inter-domain communication, at the cost
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of twice encapsulation. In a word, the time-saving sub-scheme performs well for the low

mobility and large communication traffic scenario, while the mobility-transparency sub-

scheme performs well for the high mobility scenario. A threshold is used to adaptively

adopt the most appropriate sub-scheme for a given scenario. Furthermore, the proposed

self-adaptive route optimization scheme is extended for intra-domain communication.

In the extended scheme, each MR is required to maintain the structure of its subtree.

After receiving data, an MR will check whether the destination of received data belongs

to its subtree or not. If the destination is inside its subtree, the MR will relay the

received data to the destination directly. Otherwise, the received data will be forwarded

upwards. Through this process, the intra-domain communication can be limited in a

pretty small area.

The main contributions of this chapter are summarized as follows:

• We analyze the impact of pinball routing problem on both inter-domain and intra-

domain communications for nested mobile NEMO environment. We conclude the

root cause of pinball routing problem is that only the corresponding HA equips

with the location information of an MR.

• We propose a self-adaptive route optimization scheme to alleviate the pinball rout-

ing problem for inter-domain communication. The proposed scheme can adaptively

adopt the most appropriate sub-scheme for different scenarios.

• We extend the proposed self-adaptive route optimization scheme to alleviate the

pinball routing problem for intra-domain communication. By making use of the

standard location update process, the extended scheme efficiently works with just

minor storage overhead.

• We design and carry out the comparison experiments to evaluate the performance

of our proposed scheme.

3.2 System Description and Problem Formulation

We investigate the pinball routing problem in the architecture defined by NBSP [7].

Consider a general nested mobile network which consists of n Mobile Routers (MRs).
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Let M be the set of MRs, where M = {m1,m2, · · · ,mn}. Given an arbitrary element

mi (mi ∈ M), it can be characterized by an ordered triple 〈hi, ci, li〉 which corresponds

to its three attributes: Home-Address (HoA), Care-of-Address (CoA) and nesting levels

[30]. The HoA is the identifier of an MR, never change once obtained. The CoA

indicates the current location of an MR, which is generated by inheriting the prefix

of parent MR. Since new prefix will be assigned to an MR when it moves into a new

Access Point (AP) region, the CoA of an MR will update accordingly. The nesting

levels refer to the tree level of an MR in the tree-configured structure. If mi is the

Top Level Mobile Router (TLMR) of the tree-configured structure, its nesting level

li = 1. Each MR has a Home Agent (HA) to maintains its location information, and

each HA deals with only one MR. Therefore, n MRs correspond to n HAs. Let A

be the set of HAs, where A = {a1, a2, · · · , an}, and ai is the HA of mi. Let S(a, b)

denote the communication between a and b. Then the inter-domain communication can

be represented by S(CN,mi), and the intra-domain communication is represented by

S(mi,mj). For convenience, the notations and abbreviations used in this chapter are

summarized in Table 3.1.
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Figure 3.2: An example of inter-domain communication

The overhead of a communication consists of two parts: data transmission overhead
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Table 3.1: Notation and Abbreviation Summary in Chapter 3

M Set of mobile routers {mi}, i = 1, 2, · · · , n

hi Home-address of mobile router mi

ci Care-of-address of mobile router mi

li Nesting levels of mobile router mi

A Set of home agents {ai}, i = 1, 2, · · · , n

S(CN,mi) Inter-domain communication between corresponding node CN and mo-
bile router mi

C(CN,mi) Overhead of inter-domain communication S(CN,mi)

CT (CN,mi) Data transmission overhead of inter-domain communication S(CN,mi)

CU(CN,mi) Location update overhead of inter-domain communication S(CN,mi)

S(mi,mj) Intra-domain communication between mobile routers mi and mj

C(mi,mj) Overhead of intra-domain communication S(mi,mj)

CT (mi,mj) Data transmission overhead of intra-domain communication S(mi,mj)

CU(mi,mj) Location update overhead of intra-domain communication S(mi,mj)

SD Size of data in Bytes

SH Size of an IPv6 header in Bytes

SB Size of a binding update message in Bytes

Bw Bandwidth of wired channel in Bps

Bwl Bandwidth of wireless channel in Bps

α(ti) Number of coming calls destined for a domain in time slot ti

β(ti) Number of passed AP regions of a mobile network within time slot ti

CMR(ti) Call-to-mobility ratio of a mobile network within time slot ti

µ Threshold of call-to-mobility ratio

AP access point

BU binding update

CMR call-to-mobility ratio

CN corresponding node

CoA care-of-address

HA home agent

MR mobile router

NBSP network mobility basic support protocol

NEMO network mobility

SMR session-to-mobility ratio

TLMR top level mobile router

HoA home-address
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and location update overhead. In this chapter, overhead specifically refers to the time

cost [31]. The data transmission overhead is the end-to-end delay of data transfer. The

location update overhead is the required time for updating the location information

maintained in HAs, when MRs move into a new AP region [32]. Denote the overhead

of an inter-domain communication S(CN,mi) as C(CN,mi). Based on previous dis-

cussion we note that, C(CN,mi) is equal to the sum of the data transmission overhead

CT (CN,mi) and the location update overhead CU(CN,mi) as follows,

C(CN,mi) = CT (CN,mi) + CU(CN,mi). (3.1)

As Fig. 3.2 shows, an AP divides the route of inter-domain communication S(CN,mi)

into wired part and wireless part. From CN to AP is the wired part, there are a lot

of HAs in this part. Meanwhile, the wireless part refers to the region between AP and

mi, there are a lot of MRs in the wireless part. Let CT (CN,AP ) and CT (AP,mi) be

the data transmission overhead in wired and wireless parts respectively. Then, the data

transmission overhead of the inter-domain communication CT (CN,mi) can be calculat-

ed as follows,

CT (CN,mi) = CT (CN,AP ) + CT (AP,mi). (3.2)

Since the destination mi locates at the li th (li ∈ Z
+) level of the nested structure,

data sent to mi will pass through li − 1 MRs before reaching mi. Correspondingly, data

will pass through li HAs in the wired part. Each time when data passes through a HA,

the HA will add an IPv6 header [33] to the data. Let SD denote the size of data in

Bytes, SH denote the size of an IPv6 header in Bytes, Bw denote the bandwidth of the

wired channel in Bps. As a result, the data transmission overhead in the wired part

CT (CN,AP ) is calculated as follows,

CT (CN,AP ) =

li
∑

j=0

(

SD + j · SH

Bw

)

. (3.3)
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In the wireless part, data will be forwarded from AP to mi. Each time when data

passes through an MR, the MR will remove an IPv6 header from the data. Let Bwl

denote the bandwidth of wireless channel in Bps. As a result, the data transmission

overhead in the wireless part CT (AP,mi) is calculated as follows,

CT (AP,mi) =

li
∑

j=1

(

SD + j · SH

Bwl

)

. (3.4)

As the domain moves into a new AP region (i.e., the TLMR connects to a new

AP), the MRs inside this domain will obtain new CoAes. As soon as an MR obtains

a new CoA, it sends a Binding Update (BU) message [34] to its HA to notify the

location update. According to the received BU message, the HA will update the location

information maintained in its binding cache. Note that the BU message has to be

forwarded by several MRs in the wireless part. While in the wired part, the BU message

can be sent from AP to the corresponding HA directly. Let SB denote the size of a BU

message in Bytes. Assume that the domain will pass through β new AP regions within

the duration of communication C(CN,mi). As a result, the location update overhead

CU(CN,mi) can be calculated as follows,

CU(CN,mi) = β ·

(

SB · li
Bwl

+
SB

Bw

)

. (3.5)

The root cause of pinball routing problem is that only the corresponding HA equips

with the location information of an MR. The pinball routing problem will incur multiple

encapsulation and decapsulation [35], which will increase the data packet size and end-to-

end delay dramatically. For an inter-domain communication, the times of encapsulation

is equal to the nesting levels of destination MR in the nested structure. In order to

alleviate the pinball routing problem for inter-domain communication, we propose a

self-adaptive route optimization scheme.
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3.3 Proposed Scheme for Inter-domain Communication

We propose a self-adaptive route optimization scheme for inter-domain communication.

In the proposed scheme, data experiences at most twice encapsulation regardless of the

nesting levels of destination MR. In this section, we will provide an overview of the

self-adaptive scheme at first. Then, we will explain the two sub-schemes respectively.

Finally, we will discuss the calculation method of the optimal threshold.

3.3.1 Self-Adaptive Route Optimization Scheme

The self-adaptive route optimization scheme consists of two sub-schemes: time-saving

sub-scheme and mobility-transparency sub-scheme. If the time-saving sub-scheme is ap-

plied, data will experience only once encapsulation in the wired part and once decapsula-

tion in the wireless part. The time-saving sub-scheme can reduce the data transmission

overhead to a great extent. However, since the movement of domain is not transparent

to HAs, the location update overhead of time-saving sub-scheme is uncontrollable. This

drawback can be overcame by using the mobility-transparency sub-scheme, at the cost

of twice encapsulation. Given a scenario, the proposed scheme will adaptively adopt the

most appropriate sub-scheme through the following three steps.

16 31

Type Length G H Reserved

Preference BootTimeRandom

TreeDepth TreePref. TreeDelay

PathDigest

TreeID

0

F

18

Figure 3.3: Structure of the modified tree information option
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Step 1: Initialization. We modify the structure of the Tree Information Option

(TIO) [36] in order to cooperate with the proposed scheme. The modified structure of

the TIO is shown in Fig. 3.3, where the TreeID field is redefined, and the F field is

new added. The value of TreeID can be the CoA of TLMR or the HoA of TLMR.

Meanwhile, the value of F indicates the address categories of the TreeID field. If the

value of TreeID is the CoA of TLMR, F equals to 1. Otherwise, F is 0.

Step 2: Calculate the Call-to-Mobility Ratio. We extend the definition of

Call-to-Mobility Ratio (CMR) [37] from a mobile device [38] to a domain as Definition

3.3.1. By introducing the time-slotted idea, a continuous period of time is divided into

a discrete time samples. In each time slot, TLMR counts the number of coming calls

and the number of passed AP regions, then calculates the CMR of the domain.

Definition 3.3.1 (call-to-mobility ratio of a domain). In the time slot ti (i =

1, 2, · · · ), let α(ti) denote the number of coming calls destined for a domain, β(ti) denote

the number of AP regions that the domain passes through within ti. The call-to-mobility

ratio of this domain in ti is CMR(ti) = α(ti)/β(ti).

Step 3: Choose a Sub-Scheme. After calculating the CMR(ti), TLMR compares

the CMR(ti) with a threshold µ. According to the comparison result, TLMR sets the

values of the TreeID field and F field in TIO. Then TLMR appends this TIO to a Route

Advertisement (RA) message [39]. As the RA message is propagated downwards, each

MR can get a copy of the TreeID from the appended TIO. During the location update

process, each MR will replace the CoA information in the BU message with the TreeID,

then send this modified BU message to its HA. As a result, each HA will maintain the

correspondence between HoA of MR and TreeID. Different values of TreeID direct to

the different sub-schemes.

(i) If CMR(ti) > µ, TreeID is set to be the CoA of TLMR, and the time-saving sub-

scheme will be adopted. In this case, the domain is relatively stable and a large

amount of calls come to it. Data transmission overhead is the major overhead of

inter-domain communication. Reduce the communication overhead can improve

the performance of inter-domain communication greatly.
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(ii) If CMR(ti) ≤ µ, TreeID is set to be the HoA of TLMR, and the mobility-

transparency sub-scheme will be adopted. In this case, the domain moves fast.

Each time when the domain moves into a new AP region, it leads to once location

update. Since the standard location update process [40] will cost a lot time, the

mobility transparency becomes more urgent.

3.3.2 Time-Saving Sub-Scheme

In order to explain how the time-saving sub-scheme works, we take the scenario shown

in Fig. 3.4 as an example, where a corresponding node CN attempts to communicate

with the MR m5. As the HA of m5, a5 will intercept the data at first. In time-

saving sub-scheme, information maintained by each home agent directs to the TLMR

m1 directly. In our example that is, the information maintained by a5 is the CoA of

TLMR c1. According to this indication, a5 encapsulates the received data and forwards

the encapsulated data to m1.

m2

m6

m1

a7 a3 a4

a6
a1

a2

a5

m7

m5

CN

m4

m3

home agent

mobile router

actual transmission path

omitted part

TreeID = c1

AP

Figure 3.4: Illustration of the time-saving sub-scheme
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After arriving at the domain, data will be forwarded to its destination m5 level by

level. At last, m5 decapsulates the received data and get the original information. In this

example, the nesting levels of destination MR m5 are 4. If this inter-domain communica-

tion is performed in NBSP, data will experience 4 times encapsulation. However in our

proposed time-saving sub-scheme, data needs only once encapsulation. This advantage

will be more obvious as the nesting levels of destination MR increase. As this example

demonstrates, the time-saving sub-scheme can reduce the data transmission overhead

to the greatest extent. When the communication traffic is heavy, the time-saving sub-

scheme improves the performance of inter-domain communication greatly. However, it

does not means the time-saving sub-scheme is the optimal choice. Since each HA main-

tains the current location information of TLMR in the time-saving sub-scheme, this

information needs to be updated whenever the domain moves into a new AP region. If

the domain moves fast, the location update overhead of time-saving sub-scheme will be

large.

3.3.3 Mobility-Transparency Sub-Scheme

In order to optimize the route of inter-domain communication for the high mobility sce-

narios, we propose the mobility-transparency sub-scheme. Consider the same scenario

as the time-saving sub-scheme has, and the data transmission process of the mobility-

transparency sub-scheme is shown in Fig. 3.5. In the mobility-transparency sub-scheme,

each HA maintains the identifier of the TLMR. In our example that is, the information

maintained by a5 is the HoA of TLMR h1. This information indicates that the desti-

nation MR m5 belongs to the domain of m1. In order to find m5, we have to find the

TLMR m1 at first. Hence, a5 will intercept the data destined for m5, and encapsulate

the received data with h1, then send the encapsulated data out. As the HA of m1, a1

will intercept the encapsulated data and search its binding cache [41] to determine the

location of m1. Data will be encapsulated by a1 once again, then sent to m1. After

arriving at the TLMR m1, m1 decapsulates the received data and forwards the data to

the destination MR m5.
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Figure 3.5: Illustration of the mobility-transparency sub-scheme

Compared with the time-saving sub-scheme, data of inter-domain communication

needs once more encapsulation and decapsulation in the mobility-transparency sub-

scheme. However the times of encapsulation and decapsulation can remain unchanged

at 2, no matter how much are the nesting levels of destination MR. Moreover, since

the information maintained by each HA (except for the HA of TLMR) dose not change

when the domain moves, the location update overhead in mobility-transparency is pretty

small. We make a comparison among the NBSP, the time-saving sub-scheme and the

mobility-transparency sub-scheme in Table 3.2. Comparison results indicate that the

proposed two sub-schemes can effectively reduce the data transmission and location up-

date overheads of inter-domain communication. Moreover, the time-saving sub-scheme

performs well for the low mobility and large communication traffic scenario, while the

mobility-transparency sub-scheme performs well for the high mobility scenario. Giv-

en a scenario, the proposed self-adaptive route optimization scheme will make use of a

threshold µ to determine which sub-scheme should be adopted.
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Table 3.2: Comparison among Two Proposed Sub-Schemes and NBSP

Data Transmission Overhead Location Update Over-

head

NBSP the times of encapsulation and de-
capsulation are proportional to the
nesting levels of destination MR

all of HAs need information
update

Time-Saving

Sub-Scheme

once encapsulation and once decap-
sulation

all of HAs need information
update

Mobility-

Transparency

Sub-Scheme

twice encapsulation and twice de-
capsulation

only the HA of TLMR needs
information update

3.3.4 Optimal Threshold µ

We proposed the time-saving sub-scheme and the mobility-transparency sub-scheme for

different scenarios. These two sub-schemes have their own advantages and drawbacks.

Given a scenario, the most appropriate sub-scheme should be adaptively adopted. The

goals of the proposed self-adaptive scheme are to minimize both the data transmission

overhead and the location update overhead. However, these two goals are conflicting.

If we want to reduce the data transmission overhead of inter-domain communication,

more detailed information (i.e., location information) has to be provided for HAs, which

inevitably incurs larger location update overhead, and vice versa. In this subsection,

we will discuss how to achieve the trade-off between these two goals and calculate the

optimal CMR threshold.

For simplicity but without loss of generality, we assume that the time interval between

any two coming calls follows an exponential distribution [42] with rate λc. Therefore,

the mean of the time interval between any two calls is
∫ +∞
0 xλce

−λcxdx = 1/λc. Let

ncall denote the average number of coming calls per unit time, which is calculated as

follows,

ncall =
1

1/λc
= λc. (3.6)
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For a whole domain, let CTTS and CTMT denote the data transmission overhead of

inter-domain communication in the time-saving sub-scheme and the mobility-transparency

sub-scheme respectively. Note that data of inter-domain communication in the mobility-

transparency sub-scheme experiences once more encapsulation and decapsulation than

it in the time-saving sub-scheme. For ncall coming calls, the difference of data trans-

mission overhead between the mobility-transparency sub-scheme and the time-saving

sub-scheme is calculated as follows,

CTMT − CTTS = ncall ·

(

SD + 2SH

Bw
+

SH

Bwl

)

. (3.7)

Furthermore we assume the number of AP regions which are crossed by the domain

per unit time follows a Possion distribution [43] with rate λm. Let nmob denote the

average number of crossed AP regions per unit time, which is calculated by following

equation,

nmob =
∞
∑

x=0

(

x
λx
m

x!
e−λm

)

= λm. (3.8)

Each time when the domain crosses an AP region, it will incur once location update.

For the whole domain, let CUTS and CUMT denote the location update overhead of inter-

domain communication in the time-saving sub-scheme and the mobility-transparency

sub-scheme respectively. If the mobility-transparency sub-scheme is adopted, only the

HA of TLMR needs information update. TLMR sends a BU message to its HA to notify

the new location information. For nmob times location update, the location update

overhead in the mobility-transparency sub-scheme CUMT is calculated as follows,

CUMT = nmob ·

(

SB

Bw
+

SB

Bwl

)

. (3.9)

If the time-saving sub-scheme is adopted, all of HAs (i.e., ai ∈ A, 1 ≤ i ≤ n) need

location update. For nmob times location update, the location update overhead in the

time-saving sub-scheme CUTS is calculated as follows,
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CUTS = nmob ·
∑

ai∈A

(

SB

Bw
+

SB · li
Bwl

)

. (3.10)

According to Eqn. (3.9) and Eqn. (3.10), the difference of location update overhead

for a whole domain between two sub-schemes is calculated as follows,

CUTS − CUMT = nmob ·
∑

ai∈A,i 6=1

(

SB

Bw
+

SB · li
Bwl

)

. (3.11)

In the system description section 3.2, we defined a metric CMR to evaluate a scenario.

When the CMR of a domain denoted by CMR(ti) is small, the mobility-transparency

sub-scheme is more suitable.

As the value of CMR(ti) increases, the advantage of mobility-transparency sub-

scheme decreases gradually. When the CMR(ti) increases to a certain value µ, the

overhead of mobility-transparency sub-scheme is equal to the overhead of time-saving

sub-scheme. That means compared with time-saving sub-scheme, the advantage in lo-

cation update of mobility-transparency sub-scheme is offset by its disadvantage in com-

munication. In this situation, we can get the following relation,

CTMT − CTTS = CUTS − CUMT . (3.12)

After the CMR(ti) increases to bigger than the certain value µ, the huge data trans-

mission overhead in mobility-transparency sub-scheme will dramatically degrade the

performance of inter-domain communication. Therefore, the time-saving sub-scheme

should be adopted.

According to above analysis we find that µ is the threshold of CMR. When CMR(ti)

is small than µ, the mobility-transparency sub-scheme is more appropriate. As the

CMR(ti) exceeds the threshold µ, the time-saving sub-scheme becomes more appropri-

ate. Based on Eqn. (3.7), Eqn. (3.11) and Eqn. (3.12), the value of threshold µ can be

calculated as follows,
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µ =
ncall

nmob
=

Bw · Bwl

∑

ai∈A,i 6=1

(SB/Bw + SB · li/Bwl)

(SD + 2SH) ·Bwl + SH ·Bw
. (3.13)

3.4 Extension for Intra-domain Communication

The route of inter-domain communication has been optimized in the self-adaptive route

optimization scheme. As we have discussed in Introduction, the pinball routing problem

is more serious for intra-domain communication [44]. It is an unwise behavior that

even the source and destination of an intra-domain communication are inside the same

domain, data has to be sent out of the domain at first. Consider a scenario, there is a

data exchange between two devices of a Personal Area Network (PAN) [45]. The privacy

data should be limited inside the PAN, rather than sent to a device (HA) in the Internet.

The root cause of the pinball routing problem is that only HAs equip with the location

information of MRs. Hence, the breakthrough point of the pinball routing problem for

intra-domain communication is to let more devices obtain the location information of

MRs. In this section, we will extend the self-adaptive route optimization scheme for

intra-domain communication.

In a domain, if an MR can receive a RA message from other MR, the MR which

sent out this RA message is called the parent MR [46]. The extended scheme requires

that each MR maintains the topology of its subtree. We make use of just once standard

location update process to help MRs to construct the topologies of their subtrees. In the

standard location update process, each MR will send a BU message to the corresponding

HA to notify its new CoA. The BU message will be forwarded out of the domain by

several MRs. Whenever an MR received a BU message, the MR will create an entry

to record the received BU message in its binding cache. Then, the MR will check the

size of received BU message. If the size of BU message shows that there are two CoAes,

the MR will replace the first CoA with its own CoA then send the revised BU message

upwards. If there is only one CoA, the MR will add its own CoA to this BU message then

send the revised BU message upwards. After the BU message reaches TLMR, TLMR

will remove the extra CoA from this BU message and send it to the corresponding HA.

Through this process, each MR can construct the topology of its subtree. In the data
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Figure 3.6: Route optimization for intra-domain communication

transmission process, when an MR receives data, the MR searches its binding cache for

destination. If there exists a corresponding entry, the MR will forward the received data

according to this corresponding entry. Otherwise, the MR sends the received data to its

parent MR.

In order to explain the extended scheme more clearly, we considered a scenario shown

in Fig. 3.6. Take the MR m6 for instance, m6 sends out a BU message in the location

update process. As the parent MR of m6, m5 will receive this BU message. According

to the received BU message, m5 creates an entry (i.e., h6 → c6) in its binding cache.

This entry indicates that MR m6 can be reached through c6. Then, m5 checks the size

of this BU message and finds out that there is only one CoA in the BU message. Thus,

m5 adds its own CoA c5 to the BU message, and sends the revised BU message upwards.

The revised BU message will be received by m2. Similar to m5, m2 creates an entry (i.e.,

h6 → c5 ) in its binding cache which means the MR m6 can be reached through c5. After

this, m2 checks the size of this BU message and finds out that there are two CoAes in

the BU message. As a result, m2 replaces the first CoA (i.e., c5) with its own CoA (i.e.,
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c2) and then sends the BU message upwards. After the BU message reaching TLMR,

TLMR will remove the extra CoA filed (i.e., c2) from this BU message and send the

message to its corresponding HA. Through this kind of process, each MR can construct

the topology of its subtree.

Consider an intra-domain communication between m4 and m6, where m4 tries to

send data to m6. At first, m4 will set the destination field of data to be the HoA of m6

(i.e., h6). As the parent MR of m4, m2 will receive the data. After receiving the data, m2

checks its binding cache and finds out that the destination m6 can be reached through

c5. Thus, m2 forwards the received data to m5. After the data reaching m5, m5 also

checks its binding cache and finds out that the destination m6 can be reached through

c6. Then, the data will be forwarded to its destination according to this indication. In

order to explain the situation when there is no corresponding entry in the binding cache

of an MR, we consider another intra-domain communication between m4 and m3. After

receiving the data sent from m4, m2 finds out that there is no entry directing to the

destination m3 in its binding cache. As a result. m2 will forward the received data to

its parent MR m1. m1 searches its binding cache and finds that the destination m3 can

be reached through c3. According to this indication, m1 will forward the received data

to the destination.

From these two examples we observe that the intra-domain communication can be

limited inside a small scope in our extended scheme. This achievement not only alleviates

the pinball routing problem for intra-domain communication, but also preserves the

privacy of data [47]. Furthermore, the overhead of the extended scheme is very low. Once

the nested structure is built, as long as the structure does not change, the information

maintained by MRs does not need to be updated no matter how the domain moves.

Moreover, the extended scheme just makes use of once standard location update process

in NBSP, it dose not need to change the work flow of the standard location update

process. A more prominent advantage is that the extended scheme will not introduce

any extra control message.
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Table 3.3: Experimental Parameters for Optimal Route Optimization Scheme

Parameter Value

Simulator MATLAB

Number of mobile nodes 10

Number of coming packets 2000

Size of a data packet SD 512 Bytes

Bandwidth of wired channel Bw 100 Mbps

Bandwidth of wireless channel Bwl 10 Mbps

Size of a data packet SD 500 Bytes

Size of a Binding Update (BU) message SB 68 Bytes

Size of an IPv6 header SH 40 Bytes

Threshold of Call-to-Mobility Ratio (CMR) µ 11.5

Confidence interval 95%

3.5 Performance Evaluation

In this section, we provide the performance evaluation of the proposed Self-Adaptive

Route Optimization Scheme (AROS). We compare the proposed AROS with the Network

mobility Basic Support Protocol (NBSP) [7] and another classic scheme the Mobile IPv6

[16] in the overheads of inter-domain and intra-domain communications. In this chapter,

overhead refers to the time consumption that consists of both the data transmission

overhead and location update overhead. The considered scenario is shown in Fig. 3.7.

There are ten MRs (i.e., m1, m2, · · · , m10) and ten corresponding HAs (i.e., a1, a2, · · · ,

a10) in the considered scenario. According to the theoretical analysis made in Section

3.3, the CMR threshold µ of the considered scenario approaches to 11.5. When the CMR

is smaller than or equal to the threshold µ, the mobility-transparency sub-scheme will

be adopted. When the CMR is bigger than the threshold µ, the time-saving sub-scheme

will be adopted. Some important experimental parameters are given in Table 3.3.
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Figure 3.7: Network topology for experiment

3.5.1 Overhead of inter-domain communication

In the considered scenario, we study the overheads of inter-domain communications

between CN and MRs under different CMRs. From the experiment results shown in Fig.

3.8 we observe that our proposed scheme AROS always has the least overhead. As the

nesting levels of destination increases, the overheads of inter-domain communication in

three schemes will all increase. However, the proposed AROS has the slowest increment

speed.

Furthermore, we maintain the number of coming packets per unit time to be 2000,

and change the number of passing domains per unit time. From crosswise comparison we

observe that when the CMR is smaller than or equal to 11.5, the overhead of inter-domain

communication in Mobile IPv6 is very close to that in AROS. While the difference of

inter-domain data transmission overhead between Mobile IPv6 and AROS will raise

when the CMR increases from 11.5 to 13.5. The reason behind this phenomenon is

the sub-scheme switching. When the CMR is smaller than or equal to the threshold
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Figure 3.8: Nesting levels vs. overhead of inter-domain communications.
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µ (µ = 11.5), the mobility-transparency sub-scheme will be adopted in AROS. The

data transmission processes in mobility-transparency sub-scheme is similar to Mobile

IPv6, and their location update processes has a slight difference. There are two kinds

of BU messages (i.e., normal BU message and local BU message) will be sent out in

the location update process of Mobile IPv6, while mobility-transparency sub-scheme

works based on the standard location update process. When the CMR is bigger than

the threshold µ, the time-saving sub-scheme will be adopted in AROS. Since data of

inter-domain communication will experience twice encapsulation in Mobile IPv6 and

once encapsulation in the time-saving sub-scheme, the data transmission overhead of

inter-domain communication in the time-saving sub-scheme is less than in the Mobile

IPv6. As the number of inter-domain communications increases, the advantage of AROS

becomes more obvious.

3.5.2 Overhead of intra-domain communication

In the considered scenario, we study the overheads of intra-domain communications

between m3 and MRs under different CMRs. The experiment results are shown in Fig.

3.9. The main trend is that the overhead of intra-domain communication increases as

the nesting levels of destination increase. Furthermore, the overheads of intra-domain

communication in Mobile IPv6 and AROS are much less than in NBSP. In NBSP, data

of intra-domain communication will be sent out of the domain at first, then sent back.

While in AROS and Mobile IPv6, data of intra-domain communication can be limited

inside the domain. In Mobile IPv6, data of intra-domain communication will be sent

to the TLMR (i.e., m1) at first, then sent to the destination according to the routing

table in TLMR. In AROS, data of intra-domain communication only needs to be sent

to the common parent MR of sender and destination at first. For example, when the

nesting levels of destination are 9 (i.e., intra-domain communication between m3 and

m10), data will be sent from m3 to the common parent MR m2 at first, then forwarded

to the destination m10 level by level. The advantage of AROS will be more obvious if the

sender and the destination of intra-domain communication are closer to their common

parent MR.
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Figure 3.9: Nesting levels vs. overhead of intra-domain communications.
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3.6 Summary

In this chapter, we investigated the pinball routing problem for nested mobile network

mobility environment. In order to alleviate the heavy data transmission overhead and

location update overhead caused by the pinball routing problem in inter-domain commu-

nication, we firstly proposed the self-adaptive route optimization scheme. The proposed

scheme consists of two sub-schemes: time-saving sub-scheme and mobility-transparency

sub-scheme. The time-saving sub-scheme can effectively minimize the data transmission

overhead of inter-domain communication, which is suitable for the low mobility and

large communication traffic scenario. While the mobility-transparency sub-scheme can

reduce the location update overhead to the greatest extent, which is suitable for the high

mobility scenario. A threshold is used to adaptively adopt the most appropriate sub-

scheme for a given scenario. Furthermore, the self-adaptive route optimization scheme

is extended for intra-domain communication. In the extended scheme, MRs make use

of once standard location update process to construct the topologies of their subtrees.

When an MR receives data, it will check whether the destination belongs to its subtree

or not. Hence, the intra-domain communication can be limited in a pretty small region.

Consequently, the communication and location update overheads of intra-domain are

reduced.



Chapter 4

A Multi-Objective Distributed

Network Selection Scheme for

Hybrid 5G Environments

In this chapter, we propose a distributed network selection scheme for hybrid 5G environ-

ments. The network selection problem is formulated as a multi-objective optimization

problem which maximizes the channel capacity and minimizes the block probability

simultaneously. By taking the throughput metric into consideration, the formulated

multi-objective optimization problem is transformed into a maximization problem. We

solve the transformed maximization problem to calculate the network selection result in

a distributed method. The calculated network selection result is proved to be a Pareto

Optimal solution of the original multi-objective optimization problem. The proposed

scheme guarantees that based on limited local information, each user can select a new

network device with high channel capacity and low block probability. Comprehensive

experiment results show that the proposed scheme promotes the total throughput and

user served ratio significantly.

This chapter is organized as follows. Section 4.1 introduces the motivation of the dis-

tributed network selection scheme for hybrid 5G environments. The system description

42
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and problem formulation are given in Section 4.2. In Section 4.3, we study the estima-

tion method of block probability. Section 4.4 presents our proposed network selection

scheme for hybrid 5G environments. Section 4.5 is the performance evaluation. Finally,

we summarize this chapter in Section 4.6.

4.1 Introduction

The emergence of 5G will not replace the existing technologies1 but be more integrative

and hybrid: combining with existing technologies to provide ubiquitous high-rate and

seamless communication service [8]. As we move toward 5G era, environment becomes

so complex that the handoff problem faces with new challenges. The data rate in 5G

is expected to be roughly 1000× compared with current 4G technology [48], hence the

handoff problem requires a faster processing [49]. Furthermore, as the number of Base

Stations (BSs) and mobile devices dramatically increases, the centralized control may

not be efficient. On the contrary, more intelligent mobile devices can play important

roles in handoff. Moreover, increasingly serious data security problem reminds users2 do

not share their private information with others. Thus, it is glad to see a fast, distribut-

ed, privacy-preservation and user centered handoff scheme in hybrid 5G environments.

Motivated by this, we will study the handoff problem for hybrid 5G environments in

this chapter.

Consider a scenario as shown in Fig. 4.1 where 3G [50], LTE, WiMAX and 5G BSs

construct a hybrid 5G environment. Users in the hybrid 5G environment do not share

their private information with others. Moving in this scenario, users may need to transfer

their network connections from one BS to another. This kind of transferring operation

is called handoff [37]. The handoff problem refers that when a user has several available

BSs in a handoff, the user needs to decide to which BS the network connection should be

transferred [51]. Take a user for instance. As the user moves far away from 3G BS, the

signal strength received from 3G BS gets so weak that the user has to transfer his (or

her) network connection to a new BS. This user has three possible choices: LTE, 5G and

WiMAX BSs [52]. He (or she) has to decide which BS should be selected. It seems that

1The existing technologies include 3G, LTE, and so on.
2The terms user and mobile device are interchangeable in the chapter.
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the handoff problem is very simple, the user only needs to select the best performance

one. However, the user has difficulties to know the network selection behaviors of other

users. If there are too many other users making the same selection, this user is possible

to be blocked [53], [54]. As a result, the objectives of network selection are to select a

high performance BS and avoid being blocked.

5G 

LTE 

3G 

WiMAX 

5G 

Figure 4.1: Illustrative example for network selection problem.

There are two kinds of approaches to solve the handoff problem in general: the

network centered approach and the user centered approach. In the network centered

approach, networks are responsible for computing and making the decisions. In the

user centered approach, users will be in charge of the network selection. Considering the

requirement of privacy-preservation in hybrid 5G environment, users are not suggested to

send out their private information (e.g., number of available networks, basic bandwidth

requirement and so on) [55]. Under this limitation, networks are unable to obtain

adequate information from users for the network selection. As a result, the user centered

approach is more suitable for the hybrid 5G environment than the network centered

approach.

In this chapter, we propose a user centered multi-objective handoff scheme for hybrid

5G environment. In our proposed scheme, users are divided into two classes: non-handoff
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users and handoff users. Non-handoff users will stay in the connections with their current

BSs. While handoff users will transfer their network connections to new BSs based on

limited local information. Local information refers to the private information of the

user itself, the parameters of BSs and two pieces of public information (i.e., the total

numbers of handoff and non-handoff users inside each available BS). When a user needs

to select a new BS in a handoff, it will calculate the achievable data receiving rates

of all its available BSs. Furthermore, the user also has to infer the network selection

behaviors of other users in order to estimate its block probability for each available

BS. By jointly considering the achievable data receiving rate and block probability, the

user can select the most appropriate BS in a handoff. The main contributions of this

chapter are summarized as follows:

• We study the relations between two users, and define the correlation degree. The

correlation degree could efficiently distinguish the categories of relations, and suf-

ficiently reflect the association strength.

• We formulate the handoff problem as a multi-objective optimization problem which

maximizes the achievable data receiving rate and minimizes the block probability.

Then, we transform the formulated multi-objective optimization problem into an

equivalent maximization problem.

• We solve the transformed maximization problem by a distributed method in poly-

nomial time and linear space. We further prove that the solution of the transformed

maximization problem is a Pareto Optimal [56] result of the original multi-objective

optimization problem.

4.2 System Description and Problem Formulation

In this section, we formulate the handoff problem for hybrid 5G environments. Specif-

ically, we consider a hybrid 5G environment which consists of n BSs. Let B be the set

of BSs, B = {b1, b2, · · · , bn}. These BSs support different wireless technologies. With

the support of the Media-Independent Handover (MIH) standard [57], we can focus

on the handoff problem from the perspective of algorithm without caring about the



Chapter 4. A Multi-Objective Distributed Network Selection Scheme for Hybrid 5G
Environments 46

differences between communication technologies. Denote the frequency band of BS bi

(bi ∈ B, i = 1, 2, · · · , n) as ωi in MHz. bi equally allocates its frequency band among

serving users. In order to guarantee the quality of service of each user, bi will serve at

most ηi users at the same time.

Consider that there are m users. Let U be the set of users, U = {u1, u2, · · · , um}. If

user uj (uj ∈ U , j = 1, 2, · · · ,m) is inside the coverage area of a BS, this BS is called

an available BS of uj. An adjacency matrix δ(t) is used to reflect the available

relationship between BSs and users at time t as follows. By introducing the time-slotted

idea [58], a continuous period of time is divided into discrete time samples. In the rest

of chapter, time t is referred to the t th time slot. The system status in a time slot is

assumed to be stable.

δ(t) =

u1 u2 · · · um




























b1 δ11(t) δ12(t) . . . δ1m(t)

b2 δ21(t) δ22(t) . . . δ2m(t)

...
...

. . .
...

bn δn1(t) δn2(t) . . . δnm(t)

,

where

δij(t) =







1, BS bi is available to user uj at time t,

0, otherwise.
(4.1)

For BS bi, the number of users inside its coverage area is
∑m

j=1 δij(t) which should

satisfy the following constraint.

0 ≤
m
∑

j=1

δij(t) ≤ m. (4.2)

For user uj, the number of available BSs is
∑n

i=1 δij(t). In hybrid 5G environment,

uj may have several available BSs. That is the value of
∑n

i=1 δij(t) should satisfy the
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Table 4.1: Notation Summary in Chapter 4

n Number of base stations

B Set of base stations {bi}, i = 1, 2, · · · , n

ωi The frequency band of base station bi in MHz

ω′
i The bandwidth that a user can get from base station bi in MHz

ηi The maximum users that base station bi can serve simultaneously
m Number of users

U Set of users {uj}, j = 1, 2, · · · ,m

δ(t) Adjacency matrix of B and U at time t, i.e., [δij(t)]

θ(t) Conjunction matrix of B and U at time t, i.e., [θij(t)]

γij Basic bandwidth requirement of user uj for base station bi in Mbps

sij(t) Received signal power of user uj from base station bi at time t in watts

dij(t) Euclidean distance between base station bi and user uj at time t

ρi Transmission power of base station bi in watts

hij Channel fading gain of channel (bi, uj)

λ Pass loss exponent

ζ2 Background additive white Gaussian noise in watts

gij(t) The interference caused by base station bi to user uj in watts at time t

qij(t) The achievable data receiving rate of user uj from base station bi at time
t in Mbps

vj(t) Identifier that if user uj at time t is a handoff user or a non-handoff user

V(t) (vj(t)), j = 1, 2, · · · ,m

Bj(t) Set of available base stations for user uj at time t, i.e., {bji}, Bj(t) ⊆ B

Fj(t) Network selection result of handoff user uj at time t, i.e., (fjij), |Fj(t)| =
|Bj(t)|

Pj(t) Block probabilities of user uj for available base stations at time t, i.e.,
(pjij), |Pj(t)| = |Bj(t)|

Qj(t) Achievable data receiving rates provided by available base stations for
user uj at time t, i.e., (qjij), |Qj(t)| = |Bj(t)|

Θi(t) Number of non-handoff users which are connecting to base station bi at
time t

∆i(t) Number of hand-off users inside the coverage area of base station bi at
time t

αij(t) Probability that base station bi will be selected by handoff user uj at
time t

βij(t) Probability inferred by uj that base station bi will be selected by another
handoff user at time t

Pj(ri(t))Probability inferred by uj that there are ri(t) other handoff users who
have selected bi as their new base station at time t

τij(t) Throughput of channel (bi, uj) at time t in Mbps

ε The maximal moving velocity of user in m/s
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following constraint.

0 ≤

n
∑

i=1

δij(t) ≤ n. (4.3)

Although user uj has several available BSs, it can connect to at most one of its

available BSs at any time. The connected available BS is called the current BS of user

uj . A conjunction matrix θ(t) is used to reflect the connected relationship between

BSs and users at time t as follows.

θ(t) =

u1 u2 · · · um




























b1 θ11(t) θ12(t) . . . θ1m(t)

b2 θ21(t) θ22(t) . . . θ2m(t)

...
...

. . .
...

bn θn1(t) θn2(t) . . . θnm(t)

,

where

θij(t) =







1, current BS bi is connected by user uj at time t,

0, otherwise.
(4.4)

For BS bi, the number of serving users is
∑m

j=1 θij(t) which should satisfy the follow-

ing constraint.

0 ≤

m
∑

j=1

θij(t) ≤ min



ηi,

m
∑

j=1

δij(t)



 . (4.5)

Each serving user can get ω′
i(t) MHz bandwidth from BS bi at time t. The value of

ω′
i(t) is calculated as follows.

ω′
i(t) =

ωi
∑m

j=1 θij(t)
,∀i,∀j, 0 ≤ θij(t) ≤ δij(t). (4.6)
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Since user uj can connect to at most one current BS, the number of current BS
∑n

i=1 θij(t) should satisfy the following constraint.

0 ≤
n
∑

i=1

θij(t) ≤ min

(

1,
n
∑

i=1

δij(t)

)

. (4.7)

For each BS-user pair (bi, uj), assume that the received signal power of user uj from

available BS bi at time t is sij(t) in watts. Let dij(t) denote the Euclidean distance

between BS bi and user uj at time t. When bi transmits a signal for each channel with

power ρi in watts, sij(t) is then calculated as follows.

sij(t) = δij(t) · ρi · hij · dij(t)
−λ, (4.8)

where the channel fading gain hij follows an exponential distribution with rate µ (hij ∼

exp(µ)), and the pass loss exponent λ ≥2 (varies depending on channel conditions).

Since different BSs are assumed to use different frequency bands, there is no interfer-

ence among BSs. For 5G supported BS which utilizes the Orthogonal Frequency Division

Multiple Access (OFDMA, also commonly applied to LTE, WiMAX and IEEE 802.11

b/g supported devices) to avoid the interference among users. For those BSs which do

not utilize the OFDMA, some techniques such as Code Division Multiple Access (CD-

MA, commonly applied to 3G devices) and orthogonal codes are assumed to be used

in order to waken the interference among users. Let gxj(t) in watts be the interference

caused by BS bx (bx ∈ B, x 6= i) to user uj at time t, where bx transmits signal by using

the same frequency as user uj. The value of gxj can be calculated as follows.

gxj(t) = ρx · hxj · dxj(t)
−λ, (4.9)

where dxj(t) is the Euclidean distance between BS bx and user uj at time t. According

to the Shannon theorem, the achievable data receiving rate of user uj from BS bi at time

t denoted by qij(t) in Mbps is calculated as follows.

qij(t) = ω′
i(t) · log

[

1 +
sij(t)

∑

bx∈B,x 6=i gxj(t) + ζ2

]

, (4.10)
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where ζ2 is the background additive white Gaussian noise (AWGN).

In hybrid 5G environment, different kinds of BSs are assumed with different basic

bandwidth requirements. Let γij denote the basic bandwidth requirement of user uj

for BS bi in Mbps. Suppose that the current BS of user uj is bc. If the achievable

data receiving rate from bc cannot meet the basic bandwidth requirement (qcj(t) <

γcj), user uj will perform handoff. We call these users who need to perform handoff

handoff users. If the achievable data receiving rate can satisfy the basic bandwidth

requirement (qcj(t) ≥ γcj), user uj will stay in the connection with its current BS bc.

We call these users who do not need handoff non-handoff users. A vector V(t) =

(v1(t), v2(t), · · · vm(t)) is used to identify the kinds of users. The value of vj(t) is given

as follows, where j = 1, 2, · · · ,m.

vj(t) =







0, user uj is a handoff user at time t,

1, user uj is a non-handoff user at time t.
(4.11)

Let ∆i(t) be the number of handoff users which are inside the coverage area of

BS bi at time t. The value of ∆i(t) is then calculated as follows.

∆i(t) =

m
∑

j=1

{δij(t) · [1− vj(t)]} . (4.12)

Let Θi(t) be the number of non-handoff users which are connecting to BS bi at

time t. The value of Θi(t) is then calculated as follows.

Θi(t) =
m
∑

j=1

[θij(t) · vj(t)] . (4.13)

Note that there is no centralized control entity. Users perform network selection in

a distributed way. Furthermore, users are assumed do not share their private informa-

tion (such as the number of available BSs, channel capacities, and so on) for privacy

preservation. Therefore, each user has to make its own network selection based on local

information. Local information is acquired by a user including the private information

of itself, parameters of BSs and two pieces of public information (i.e., ∆i(t) and Θi(t) ).
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Users have a lot of ways to obtain the public information, such as BSs periodically

broadcast, device-to-device communication and standard location update. At the begin-

ning of each time slot, users can send Hello messages to their available BSs to announce

their presences. After collecting these Hello messages, BSs count the number of hand-

off and non-handoff users, then broadcast the values. This procedure can be enhanced

through the device-to-device communications in some special scenarios [59]: those de-

vices which have already known the public information can notify their neighbors about

the public information. In order to further reduce the overhead and information refresh

time, BSs can make use of the location update processes provided by the communication

standards (e.g., GSM 03.12 [60], 3GPP TS 23.012 [61], Mobile IP [62], [63]). By embed-

ding the Hello message and public information into the Channel Request, Immediate

Assignment and other control frames, the overhead and refresh time will be reduced to

a very low level even can be neglected [64].

Let Bj(t) = {bj1 , bj2 , · · · , bjk} be the set of available BSs for user uj at time t, where

Bj(t) ⊆ B, k = |Bj(t)| =
∑n

i=1 δij(t). Since uj is a handoff user at time t, it has to

select a new BS from Bj(t). Let Fj(t) = (fj1j(t), fj2j(t), · · · , fjkj(t)) be the network

selection result of user uj at time t, where |Fj(t)| = |Bj(t)|. The value of fjij(t) is given

as follows, where i = 1, 2, · · · , k.

fjij(t) =







1, new BS bji is selected by uj at time t,

0, otherwise.
(4.14)

For handoff user uj, let Qj(t) = (qj1j(t), qj2j(t), · · · , qjkj(t)) be the achievable data

receiving rates provided by its available BSs, where |Qj(t)| = |Bj(t)|. Hence, the achiev-

able data receiving rate that uj can obtain from its new BS is Fj(t) · [Qj(t)]
T in Mbps,

where [Qj(t)]
T is the transposition of Qj(t).

Fj(t) · [Qj(t)]
T =

k
∑

i=1

[fjij(t) · qjij(t)] . (4.15)

The achievable data receiving rate provided by new BS should satisfy the basic

bandwidth requirement of user uj for the new BS. That is, the value of Fj(t) · [Qj(t)]
T
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should be subject to the following constraint.

Fj(t) · [Qj(t)]
T ≥

k
∑

i=1

[fjij(t) · γjij(t)] . (4.16)

If no available BS can satisfy the above constraint, the handoff of uj will fail. In

order to guarantee the quality of experience of other users, uj will be discarded by its

current BS. For handoff user uj, its available BS bji (bji ∈ Bj(t)) can serve at most ηji

users simultaneously. Since there are Θji(t) non-handoff users connecting to BS bji at

time t, bji can serve at most ηji − Θji(t) handoff users. Note that time t refers to the

t th time slot. Handoff requests will come to a BS successively during a time slot. If

there are more than ηji − Θji(t) handoff users that have chosen bji as their new BS at

time t, the after coming handoff requests will be blocked. These blocked handoff users

will wait in a First-In-First-Out (FIFO) queue.

Let pjij(t) be the probability that handoff user uj is blocked, when it tries to handoff

to the BS bji at time t. The calculation method of pjij(t) will be given in Section 4.3.

Let Pj(t) = (pj1j(t), pj2j(t), · · · , pjkj(t)). Then, the block probability of uj for its new

BS is Fj(t) · [Pj(t)]
T , where [Pj(t)]

T is the transposition of Pj(t).

Fj(t) · [Pj(t)]
T =

k
∑

i=1

[fjij(t) · pjij(t)] . (4.17)

For a single handoff user, the objectives of its network selection are to maximize the

achievable data receiving rate provided by the new BS, and to minimize the block proba-

bility. We theoretically formulate the handoff problem as a multi-objective optimization

problem as follows.

O1 = Maximize Fj(t) · [Qj(t)]
T

O2 = Minimize Fj(t) · [Pj(t)]
T (4.18)

subject to

k
∑

i=1

fjij(t) + vj(t) ≤ 1, j ∈ Z
+, 1 ≤ j ≤ m, (4.19a)
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k
∑

i=1

[fjij(t) · γjij(t)] ≤

k
∑

i=1

[fjij(t) · qjij(t)] , (4.19b)

bji ∈ Bj(t), Bj(t) ⊆ B, k = |Bj(t)| . (4.19c)

The first constraint Eqn. (4.19a) indicates that a non-handoff user (vj(t) = 1) does

not have any new BS and a handoff user (vj(t) = 0) has at most one new BS. The second

constraint Eqn. (4.19b) guarantees that the achievable data receiving rate provided by

the new BS can satisfy the basic bandwidth requirement of a handoff user. The last

constrain Eqn. (4.19c) reveals that the network selection of a handoff user should be

implemented within its available BS set.

4.3 Block Probability Estimation

Based on limited local information, each handoff user tries to select a new BS which can

provide the maximal achievable data receiving rate and minimal block probability. The

calculation method of achievable data receiving rate has been given in Section 4.2. In

this section, we will explain the estimation method of block probability.

4.3.1 Relations Between Users

The block probability of a handoff user relates to the network selection behaviors of other

handoff users. However, under the premise of privacy preservation, a user has no idea of

other handoff users. The calculation of block probability relies on the inferences made

by a handoff user to other handoff users. In order to assist a handoff user in inferring

the network selection behaviors of other handoff users, we study the relations between

handoff users in this subsection.

In hybrid 5G environments, each handoff user has several available BSs. We inves-

tigate the relations between any two handoff users based on their available BS sets.

In general, the relations of a pair of handoff users can be divided into two categories:

independent relation and correlated relation.
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Definition 4.3.1 (The independent relation of a pair of handoff users). Let (ui, uj)

denote any pair of handoff users. Their available network sets at time t are Bi(t) and

Bj(t) respectively. If |Bi(t) ∩ Bj(t)| = 0, ui and uj have the independent relation. �

ui

uj

x

an available network

of ui

an available network

of uj

|B i (t)|

|B j(t)|

device

device

Figure 4.2: The correlation degree of (ui, uj).

When ui and uj are independent, the network selection behavior of ui has no direct

impact on uj , and vice versa. Hence in the handoff process, a user only needs to consider

those users who are in the correlated relations.

Definition 4.3.2 (The correlated relation of a pair of handoff users). For any pair

of handoff users (ui, uj), if there is at least one BS which is available to both of them, then

they have the correlated relation. Consequently, ui and uj are mutually neighbors. �

In order to reflect the strength of correlated relation, we define the correlation degree

as follows.

Definition 4.3.3 (The correlation degree of a pair of handoff users). (ui, uj) is

any pair of handoff users, their available BS sets are Bi(t) and Bj(t) respectively. The

correlation degree of (ui, uj) is the probability that when selecting a BS from Bi(t)∪Bj(t),

the selected BS is available to both ui and uj. �

Let L(ui, uj) denote the correlation degree of (ui, uj). Suppose that | Bi(t)∩Bj(t) |=

x as shown in Fig. 4.2, then L(ui, uj) can be calculated by the following equation,

L(ui, uj) =
x

|Bi(t)|+ |Bj(t)| − x
,

where x ∈ Z
+, 0 < x ≤ min(|Bi(t)|, |Bj(t)|). (4.20)
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Note that if ui and uj are independent, the value of x is 0, and the correlation degree

L(ui, uj) = 0. If ui and uj are correlated, L(ui, uj) ∈ (0, 1]. As a result, we can extend

the defining field of x in Eqn. (4.20) to [0,min(|Bi(t)|, |Bj(t)|)] and use just one metric

correlation degree to distinguish the categories of relations, and reflect the strength of

association. The correlation degree metric also has the following attribute.

Theorem 4.3.1: For any pair of handoff users (ui, uj), their available BS sets are

Bi(t) and Bj(t) respectively. If the correlation degree L(ui, uj) = 1, Bi(t) is equal to

Bj(t).

Proof. Based on Eqn. (4.20), if L(ui, uj) = 1, then 2x = |Bi(t)| + |Bj(t)|. For the

correlation degree L(ui, uj) = 1, we have the following cases.

Case 1: |Bi(t)| < |Bj(t)|, i.e., min(|Bi(t)|, |Bj(t)|) = |Bi(t)|. Substitute this equation

into the constraint x ≤ min(|Bi(t)|, |Bj(t)|) of Eqn. (4.20), we can get that 2x ≤

|Bi(t)| + |Bi(t)|. Since 2x = |Bi(t)| + |Bj(t)|, |Bj(t)| should be not bigger than |Bi(t)|

which contradicts with the premise of Case 1. That is Case 1 will not happen when the

correlation degree L(ui, uj) = 1.

Case 2: |Bi(t)| > |Bj(t)|, i.e., min(|Bi(t)|, |Bj(t)|) = |Bj(t)|. Similar to the previous

case, we can get that 2x ≤ |Bj(t)|+ |Bj(t)|. Since we already know that 2x = |Bi(t)| +

|Bj(t)|, then |Bi(t)| should be smaller than or equal to |Bj(t)| which contradicts with

the premise of Case 2. That is Case 2 will not happen when the correlation degree

L(ui, uj) = 1.

For the relationship between Bi(t) and Bj(t), we have excluded |Bi(t)| < |Bj(t)| and

|Bi(t)| > |Bj(t)| through the above discussions. Therefore, |Bi(t)| = |Bj(t)|. Further-

more, from the Definition 4.3.3 we observed that x =| Bi(t) ∩ Bj(t) |= |Bi(t)| = |Bj(t)|

when the correlation degree L(ui, uj) = 1. As a result, the available BS sets Bi(t) and

Bj(t) are completely overlapping when their correlation degree is equal to 1. Theorem

4.3.1 is proved.

Here, we want to explain the reason that why we specially proposed and studied

the correlation degree metric in this subsection. Remember that, we investigate handoff



Chapter 4. A Multi-Objective Distributed Network Selection Scheme for Hybrid 5G
Environments 56

user relations for the purpose of assisting a handoff user to infer the network selection

behaviors of other handoff users. It requires a metric which can reflect the relation

between handoff users. Thus, we proposed the correlation degree metric in Definition

4.3.3. During the behavior inference, since a handoff user does not know any private

information of other handoff users, the handoff user will consider the worst case (i.e.,

the correlation degree is 1) to be on the safe side. Through Theorem 4.3.1 we observed

that the available BS sets of two handoff users will be completely overlapping in the

worst case. This conclusion is meaningful since a handoff user can infer the network

selection behaviors of other handoff users based on its own available BS set.

4.3.2 Behaviors Inference

For a handoff user uj (uj ∈ U), since uj has no idea of other handoff users, these handoff

users are indistinguishable for uj . We use u to represent an arbitrary one of them. In

order to estimate its block probability for each available BS, uj has to infer the network

selection behavior of u [65].

Suppose that BS bi is available to handoff user uj at time t (i.e., δij(t) = 1). There

are two conditions needed to be satisfied simultaneously, if uj is blocked when it tries to

handoff to bi [25]. These two conditions are: 1) uj selects bi as the new BS in a handoff;

2) before uj tries to handoff to bi, bi is already full load.

For the first condition, we assume that uj selects BSs based on their achievable data

receiving rates. The larger achievable data receiving rate, the higher probability to be

selected. As a result, the BS bi will be selected as the new BS by uj at time t with the

probability αij(t) as follows.

αij(t) =
qij(t)

∑n
k=1 [δkj(t) · qkj(t)]

. (4.21)

During the network selection behavior inference, uj always considers the worst case

with the other handoff user u (i.e., L(u, uj) = 1). According to Theorem 4.3.1 we can

get that the available BS sets of uj and u are completely overlapping in the worst case.

Since uj does not know the private information of u (such as how much achievable data
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receiving rate that u can obtain from each available BS, the specific location of u, and so

on), uj has no choice but to assume that u selects BS based on the remaining bandwidth.

Note that the bandwidth of BS bi is ωi MHz. Moreover, there are Θi(t) non-handoff

users are connecting to BS bi at time t. Each non-handoff users will occupy ω′
i(t) MHz

bandwidth of bi. As a result, the remaining bandwidth of bi is ωi − ω′
i(t) · Θi(t) MHz.

Hence, uj infers that bi will be selected as the new BS by u at time t with the probability

βij(t) as follows.

βij(t) =
ωi − ω′

i(t) ·Θi(t)
∑n

k=1 δkj(t) ·
[

ωk − ω′
k(t) ·Θk(t)

] . (4.22)

Note that there are ∆i(t) handoff users (including uj) inside the coverage area of BS

bi at time t. Let Pj(ri(t)) denote the probability that before uj , there are ri(t) handoff

users that have chosen bi as their new BS at time t. The value of Pj(ri(t)) is calculated

as follows.

Pj(ri(t)) =

(

∆i(t)− 1

ri(t)

)

· βij(t)
ri(t) · (1− βij(t))

∆i(t)−1−ri(t),

where

(

x

y

)

=
x!

y! · (x− y)!
. (4.23)

If uj is blocked when it tries to handoff to the new BS bi, that means bi has been

full load. As a result, the value of ri(t) should satisfy the following constraint.

ηi −Θi(t) ≤ ri(t) ≤ ∆i(t)− 1. (4.24)

Based on its private information, parameters of BSs and two pieces of public infor-

mation (i.e., the number of non-handoff users Θi(t) and the number of handoff users

∆i(t)), handoff user uj estimates its block probability for BS bi at time t denoted by

pij(t) as follows.

pij(t) = αij(t) ·

∆i(t)−1
∑

ri(t)=ηi−Θi(t)

Pj(ri(t)). (4.25)



Chapter 4. A Multi-Objective Distributed Network Selection Scheme for Hybrid 5G
Environments 58

4.4 Proposed Network Selection Scheme

4.4.1 Scheme Detail

The network selection problem is formulated as a multi-objective optimization problem.

For most of multi-objective optimization problems, there dose not exist a solution which

simultaneously optimizes each objective. In our scheme, a handoff user is unable to find

a network device which exactly provides maximal channel capacity and minimal block

probability simultaneously either. However, our proposed scheme is able to find a Pareto

Optimal [56] network selection result for the formulated multi-objective optimization

problem.

Suppose that the solution space of our multi-objective optimization problem is the

shaded area in Fig. 4.3. Two different points A and B satisfy our two objectives O1

and O2 respectively. The line between points A and B indicates the Pareto Optimal

solutions of our multi-objective optimization problem. A network selection result is

Pareto Optimal if and only if there does not exist another network selection result which

promotes at least one objective without demoting any one objective. In this subsection,

we will explain how to solve the formulated multi-objective optimization problem and

find a Pareto Optimal network selection result.

O
1 

O
2 

A
 

B
 

Figure 4.3: Solution space of a multi-objective optimization problem.
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By taking the throughput metric into consideration, we firstly transform the original

multi-objective optimization problem into a maximization problem. As an available

network device of handoff user uj, network device aji is tagged with two attributes:

channel capacity denoted by qjij(t) and block probability denoted by pjij(t). Let τjij(t)

be the throughput of channel (aji , uj) at time t in Mbps. If aji is not selected as the

new network device by handoff user uj at time t (i.e., fjij(t) = 0 ), τjij(t) = 0. If aji

is selected as the new network device (i.e., fjij(t) = 1) but handoff user uj is blocked

in aji , τjij(t) = 0. If aji is selected as the new network device and uj successfully get

the network service, τjij(t) = qjij(t). In summary, the value of throughput τjij(t) is

calculated as follows.

τjij(t) = fjij(t) · qjij(t) · [1− pjij(t)] . (4.26)

Note that, the throughput metric involves both of two attributes (i.e., channel capaci-

ty and block probability) what a handoff user is concerned. Furthermore, the throughput

metric is proportional to the channel capacity attribute and inversely proportional to the

block probability attribute. Thus, it is reasonable to substitute the following objective

O3 for the original multiple objectives O1 and O2 under the same constraints listed in

Eqn. (4.19).

O3 = Maximize

k
∑

i=1

{fjij(t) · qjij(t) · [1− pjij(t)]} . (4.27)

By solving the maximization problem (i.e., O3), a handoff user can select a new

network device. We will prove that this selected new network device is a Pareto Optimal

solution of the original multi-objective optimization problem (i.e., O1 and O2) through

the following theorem.

Theorem 4.4.1: The solution of the transformed maximization problem is a Pareto

Optimal result of the original multi-objective optimization problem.

Proof. (Reductio ad absurdum) Denote the network selection result of handoff user uj at

time t by solving the transformed maximization problemO3 as F
◦
j(t) = (f◦

j1j
(t), f◦

j2j
(t),

· · · , f◦
jkj

(t)), where k is the number of available network devices. Network device ajx is
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the new network device in F◦
j(t). That is, f

◦
jxj

(t) = 1 and other elements in F◦
j(t) are

0.

Assume that F◦
j(t) is not a Pareto Optimal solution of the original multi-objective

optimization problem O1 and O2. There exists another network selection result F∗
j(t) =

(

f∗
j1j

(t), f∗
j2j

(t), · · · , f∗
jkj

(t)
)

which promotes at least one objective without demoting

any one objective. Moreover, F∗
j(t) cannot be worked out by solving O3, and ajy is the

new network device in F∗
j(t) (y 6= x). That is, f∗

jyj
(t) = 1 and other elements are 0.

Consider the following cases.

Case 1: F∗
j(t) promotes O1 and maintains O2, i.e.,











∑k
i=1

[

f∗
jij

(t) · qjij(t)
]

>
∑k

i=1

[

f◦
jij

(t) · qjij(t)
]

,

∑k
i=1

[

f∗
jij

(t) · pjij(t)
]

=
∑k

i=1

[

f◦
jij

(t) · pjij(t)
]

.

Note that except for f∗
jyj

(t) and f◦
jxj

(t), other elements in F∗
j(t) and F◦

j(t) are 0.

Hence we can get that,







f∗
jyj

(t) · qjyj(t) > f◦
jxj

(t) · qjxj(t) ≥ 0,

1 ≥ f∗
jyj

(t) · pjyj(t) = f◦
jxj

(t) · pjxj(t) ≥ 0.

Furthermore since f∗
jyj

(t) = f◦
jxj

(t) = 1, f∗
jyj

(t) ·qjyj(t) ·
[

1− pjyj(t)
]

≥ f◦
jxj

(t) ·qjxj(t) ·

[1− pjxj(t)]. Add the remaining terms whose values are 0 to this inequality, we can get

that
∑k

i=1

{

f∗
jij

(t) · qjij(t) · [1− pjij(t)]
}

≥
∑k

i=1

{

f◦
jij

(t) · qjij(t) · [1− pjij(t)]
}

.

Case 2: F∗
j(t) maintains O1 and promotes O2, i.e.,











∑k
i=1

[

f∗
jij

(t) · qjij(t)
]

=
∑k

i=1

[

f◦
jij

(t) · qjij(t)
]

,

∑k
i=1

[

f∗
jij

(t) · pjij(t)
]

<
∑k

i=1

[

f◦
jij

(t) · pjij(t)
]

.
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Note that except for f∗
jyj

(t) and f◦
jxj

(t), other elements in F∗
j(t) and F◦

j(t) are 0.

Hence we can get that,







0 ≤ f∗
jyj

(t) · qjyj(t) = f◦
jxj

(t) · qjxj(t),

0 ≤ f∗
jyj

(t) · pjyj(t) < f◦
jxj

(t) · pjxj(t) ≤ 1.

Furthermore since f∗
jyj

(t) = f◦
jxj

(t) = 1, f∗
jyj

(t) ·qjyj(t) ·
[

1− pjyj(t)
]

≥ f◦
jxj

(t) ·qjxj(t) ·

[1− pjxj(t)]. Similar to Case 1 we can get that
∑k

i=1

{

f∗
jij

(t) · qjij(t) · [1− pjij(t)]
}

≥
∑k

i=1

{

f◦
jij

(t) · qjij(t) · [1− pjij(t)]
}

.

Case 3: F∗
j(t) promotes both O1 and O2, i.e.,











∑k
i=1

[

f∗
jij

(t) · qjij(t)
]

>
∑k

i=1

[

f◦
jij

(t) · qjij(t)
]

,

∑k
i=1

[

f∗
jij

(t) · pjij(t)
]

<
∑k

i=1

[

f◦
jij

(t) · pjij(t)
]

.

Similar to Case 1 and Case 2 we can get that f∗
jyj

(t) · qjyj(t) ·
[

1− pjyj(t)
]

> f◦
jxj

(t) ·

qjxj(t) · [1− pjxj(t)]. Add the remaining terms whose values are 0 to this inequality, we

can get that
∑k

i=1

{

f∗
jij

(t) · qjij(t) · [1− pjij(t)]
}

>
∑k

i=1

{

f◦
jij

(t) · qjij(t) · [1− pjij(t)]
}

.

We consider all possible cases and get a conclusion that is,
∑k

i=1

{

f∗
jij

(t)· qjij(t)·

[

1− pjij(t)
]

}

is bigger than or equal to
∑k

i=1

{

f◦
jij

(t)· qjij(t)·
[

1− pjij(t)
]

}

. However

since F◦
j(t) is the solution of O3 and F∗

j(t) is not, the former summation should be

smaller than the latter summation. As a result, the assumption that F◦
j(t) is not

Pareto Optimal is failed. Theorem 4.4.1 is proved.

At the beginning of each time slot, users compare the channel capacities of their

current network devices with the corresponding basic bandwidth requirements, and de-

cide whether to implement the vertical handoffs or not. If a user does not need vertical

handoff (non-handoff user), it will stay in the connection with its current network device.

Otherwise, the user (handoff user) will select a new network device through Algorithm

1. In a real system, Algorithm 1 will be executed on mobile terminals. It is necessary to

consider the general limitations of mobile terminals, such as small storage space and low
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processing capacity. Hence, we will analyze the computation and memory complexities

of Algorithm 1 through Theorem 4.4.2.

Algorithm 1: Steps of the Proposed Network Selection Scheme for handoff User uj

Input: available network device set at time t Aj(t); for ∀aji ∈ Aj(t): number of
channels lji , bandwidth per channel bji , number of handoff and non-handoff
users Γji(t) and Θji(t), received signal power sjij(t), noise interference power
njij(t) and basic bandwidth requirement γjij.

Output: network selection result Fj(t).
1 max = 0, index = 0;
2 for ∀aji ∈ Aj(t) do
3 Calculate the channel capacity qjij(t) by Eqn. (4.10);
4 Estimate the block probability pjij(t) by Eqn. (4.25);
5 if qjij(t) ≥ γjij then

6 Calculate the throughput τjij(t) by Eqn. (4.26);
7 if τjij(t) ≥ max then

8 τjij(t) → max;
9 the index of the selected network device index = i;

10 end

11 end

12 end

13 for i = 1; i ≤ |Aj(t)|; i++ do

14 if i == index then

15 the selected network device is aji , fjij(t) = 1;
16 end

17 else

18 fjij(t) = 0;
19 end

20 return Fj(t);

21 end

Theorem 4.4.2: The computation complexity of the proposed scheme is O(mn),

the memory complexity of the proposed scheme is O(n).

Proof. The major computational work of Algorithm 1 consists of three parts: calculate

the channel capacities of available network devices (Line 3); estimate the block prob-

abilities for available network devices (Line 4); scan the available network devices and

calculate their throughput (Line 6), then determine the new network device (from Line

5 to 15).
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Consider a scenario which has m users and n network devices. The first part is

just a numerical calculation, its computation complexity is O(n). For the second part,

the computation complexity of Pj(ri(t)) is O(1) (Eqn. (4.23)). In order to estimate

the block probability for an available network device, a handoff user has to perform at

most m − 1 times calculations of Pj(ri(t)) (Eqn. (4.25)). Therefore, the computation

complexity of the second part is O(mn). Since the calculation of throughput is also a

simple numerical calculation, the computation complexity of the third part is O(n). As

a result, the computation complexity of our proposed scheme is O(mn).

Since the first part is just a numerical calculation, the memory complexity of this

part is O(n). For the second part, we can make use of the recurrence relation as shown

in Eqn. (4.28) during the calculation process of Eqn. (4.23). Therefore, the memory

complexity of Eqn. (4.23) is O(1). Consequently, the memory complexity of the second

part is O(n). For the third part, since we only need to store the information of the

current optimal network device, the memory complexity of the third part is O(1). As a

result, the memory complexity of our proposed scheme is O(n).

Pj(ri(t) + 1) = Pj(ri(t)) ·
βij(t) · [Γi(t)− 1− ri(t)]

[1− βij(t)] · [ri(t) + 1]
. (4.28)

Above discussions illustrate that our scheme can be solved in polynomial time and

linear space. The proposed network selection scheme is suitable for ordinary mobile

terminals.

4.4.2 An Example

In this subsection, we illustrate the proposed scheme by using an example. Consider a

heterogeneous wireless network environment which consists of six network devices, i.e.,

ai, i = 1, 2, · · · , 6 as shown in Fig. 4.4. These network devices support different wireless

techniques. In the coverage area of six network devices, there are several users. These

users make the network selection in a distributed way. We take a single user u1 as an

example. Other users use the same method. Since u1 has no idea of other users, other

users are indistinguishable for u1. We use u to represent an arbitrary one of them. The
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available network device set of u1 at time t is A1(t), where A1(t) = {a2, a3, a4, a5, a6}.

For convenience, we suppose that the basic bandwidth requirements of user u1 for its

available network devices are all 3 Mbps. That is, γi1 = 3 Mbps, for i = 2, 3, 4, 5, 6. The

current network device of user u1 at time t is a5. Since the channel capacity provided by

the current network device q51(t) is 0.2 Mbps, which is smaller than the corresponding

basic bandwidth requirement γ51, user u1 is a handoff user. Handoff user u1 performs

the following steps to select a new network device.

a5

Figure 4.4: An example of the proposed scheme.

Step 1. Handoff user u1 calculates the channel capacity of each available network

device. The channel capacity of network device a2 denoted by q21(t) is 7 Mbps. Similarly,

u1 calculates that the channel capacities of network devices a3, a4, a5 and a6 denoted by

q31(t), q41(t), q51(t) and q61(t) are 2 Mbps, 3 Mbps, 0.2 Mbps and 5 Mbps respectively.

These calculated channel capacities are shown in Fig. 4.4.
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Step 2. Handoff user u1 estimates its block probability for each available network

device.

Take the block probability in network device a2 at time t which is denoted by p21(t)

for instance. Following the former discussion we know that handoff user u1 selects

network devices based on their channel capacities. Let α21(t) denote the probability

that network device a2 will be selected by handoff user u1 at time t. The value of α21(t)

is then calculated as follows.

α21(t) =
q21(t)

∑6
i=2 qi1(t)

=
7

17.2
.

In order to estimate the block probability p21(t), handoff user u1 also has to infer

the network selection behaviors of other handoff users. Under the premise of privacy

preservation, handoff user u1 makes inference based on local information. The local

information refers to the number of channels in network device ai denoted by li, the

bandwidth per channel in network device ai denoted by bi, the number of non-handoff

users which are connecting to network device ai at time t denoted by Θi(t), and the

number of handoff users which are inside the coverage area of network device ai at

time t denoted by Γi(t). Since handoff user u1 does not know more detailed information

about other handoff users, u1 has no choice but to assume that other handoff users select

network devices based on the remaining bandwidth. Note that network device a2 has

3 channels, and 2 of them are occupied by two non-handoff users at time t. Therefore,

the remaining bandwidth of network device a2 at time t is equal to [l2 −Θ2(t)] · b2 = 3

MHz. Let β21(t) be the probability that network device a2 will be selected by another

handoff user at time t. The value of β21(t) is then calculated as follows.

β21(t) =
[l2 −Θ2(t)] · b2

∑6
i=2 {[li −Θi(t)] · bi}

=
3

22
.

Note that network device a2 can serve l2 − Θ2(t) = 1 handoff user at time t, and

there are Γ2(t) = 4 handoff users (including u1) inside the coverage area of network

device a2. Handoff user u1 is blocked in network device a2 means that before u1, there

are one or more than one other handoff users that have chosen a2 as their new network

device at time t. Let r2(t) be the number of handoff users who have selected a2 as their
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new network device before u1 at time t. The value of r2(t) should satisfy the following

relation.

l2 −Θ2(t) ≤ r2(t) ≤ Γ2(t)− 1.

The block probability p21(t) is then calculated as follows.

p21(t) = α21(t) ·
3
∑

r2(t)=1

{

(

Γ2(t)− 1

r2(t)

)

· β21(t)
r2(t) ·

[

1− β21(t)

]Γ2(t)−1−r2(t)
}

≈ 0.14.

Similarly, handoff user u2 estimates its block probabilities for network devices a3, a4,

a5 and a6 denoted by p31(t), p41(t), p51(t) and p61(t) respectively. The estimated block

probabilities are shown in Fig. 4.4.

Step 3. Handoff user u1 scans its available network devices and selects the new

network device.

At first, network devices a3 and a5 will be eliminated since their channel capacities

cannot satisfy the basic bandwidth requirements of handoff user u1. After this, handoff

user u1 calculates the throughput provided by network devices a2, a4 and a6. The

throughput provided by a2 is equal to q21(t) · [1− p21(t)] ≈ 6.02 Mbps. While the

throughput provided by a4 and a6 are approximately equal to 2.82 Mbps and 4.55 Mbps

respectively. Since network device a2 can provide the highest throughput, a2 will be

selected as the new network device by handoff user u1 at time t.

4.5 Performance Evaluation

We compare the proposed scheme with two recent typical distributed handoff schemes:

the multiplicative scheme [21] and the two-step scheme [22] under various network condi-

tions. Over a 500m × 500m rectangular flat space, we randomly place 3 BSs and several

users. A BS is available to a user when the distance between them is smaller than the

coverage radius of this BS. In order to simulate a small hybrid 5G environment, we set

the parameters of these 3 BSs refer to 3G, 4G and 5G techniques respectively. According

to the 3G (W-CDMA/HSDPA) standard [66], we set the coverage radius of 3G BS to be
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Table 4.2: Experimental Parameters for Distributed Network Selection Scheme

Parameter Value

Number of BSs 3

Coverage radii of BSs 7km, 50km, 25km

Maximum number of serving users in BSs 10, 20, 15

Bandwidths of BSs 5MHz, 20MHz, 40MHz

Transmission powers of BSs 10 watts, 20 watts, 40 watts

Basic bandwidth requirements of users for
BSs

2 Mbps, 4 Mbps, 6 Mbps

Time slot 1 second

Channel fading gain h h ∼ exp(1)

Additive white Gaussian noise power ζ2 ζ2 ∼ N(0, 1) watts

Moving velocities of users 0 ∼ 5 m/s

7 km, set the bandwidths and transmission power to be 5 MHz and 10 watts. According

to the 4G (802.16a) standard [67], we set the coverage radius, bandwidth and transmis-

sion power to be 50 km, 20 MHz and 20 watts respectively. So far the 5G standard is

still being figured out. However, Andrews et al. [8] pointed out the 5G BS will have

higher bandwidth, higher transmission power, smaller cell size and ever-smaller serving

users compared with 4G BS. Thus, we set the coverage radius, bandwidth and transmis-

sion power of 5G BS to be 25 km, 40 MHz and 40 watts accordingly. Users are moving

around inside the hybrid 5G environment. If the current location of a user is denoted by

a two-dimensional coordinate (x, y), this user will be inside (x± △ t · ε, y± △ t · ε) after

a period of time △ t, where ε is the maximal moving velocity of the user [68], [69]. For

convenience we assume that users have the same basic bandwidth requirements for a sin-

gle BS. We set the basic bandwidth requirements of users to be equal to or greater than

2 Mbps, which corresponds to the video conference demanding. Some important exper-

imental parameters are presented in Table 4.2 [67]. The concerned performance metrics

are total throughput and ratio of users served. Simulation experiments are repeated one

thousand times and the results are presented with 95% confidence interval.
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4.5.1 Total Throughput

Total throughput is defined as the sum of throughput that handoff and non-handoff users

can obtain. According to the analysis and discussion in Section 4.4, the throughput

metric can reflect two performance attributes that users care about: achievable data

receiving rate and block probability. We study the total throughput when the number

of users varies under free space propagation (λ = 2), flat-earth reflection (λ = 3) and

diffraction losses (λ = 4) environment conditions in Fig. 4.5.

The general trend is that the total throughput will be higher as more users join in.

For the same scenario, the proposed multi-objective scheme always has the highest total

throughput. From the crosswise comparison we observe that the total throughput in

three schemes declines in tougher environments. Another interesting observation is that

the total throughput in multiplicative scheme slightly reduces when the number of users

is bigger than around 50. After careful deliberation, we consider that the reason behind

this phenomenon is network congestion.

4.5.2 Ratio of Users Served

Ratio of users served refers to the ratio of users who have the network service. Fol-

lowing the notations made in problem formulation, the ratio of users served is equal

to
∑n

i=1
Θi(t)+

∑n
i=1

∑m
j=1

{fij(t)·[1−pij(t)]}

m
, where m is the number of uses,

∑n
i=1Θi(t) is the

number of non-handoff users and
∑n

i=1

∑m
j=1{fij(t)·[1−pij(t)]} is the number of handoff

successful users. The ratio of users served metric is used to reflect the fairness in three

handoff schemes.

The experiment results shown in Fig. 4.6 revel that there are more users can get

service in our proposed scheme. Furthermore, the ratio of users served in our scheme will

maintain stable then decline as the number of users increases. Comparatively, the ratios

of users served in two contrast schemes will slightly increase then decrease. Moreover,

there is an obvious downtrend in multiplicative scheme when the number of users is

around 50. It will not be difficult to find that the inflection point of multiplicative

scheme in Fig. 4.6 is very close to that in Fig. 4.5. This is another proof of network

congestion.
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Figure 4.5: Number of users vs. throughput.
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Figure 4.6: Number of users vs. ratio of users served.
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4.6 Summary

In this chapter, we proposed a user centered handoff scheme fulfilling multiple objectives

for hybrid 5G environments. We consider the general limitations in hybrid 5G environ-

ments that users are unwilling to share their private information and centralized control

usually is inefficient in large scare scenario. Based on limited local information, a user

has to make the network selection by itself. We exploited two performance attributes to

evaluate BSs: achievable data receiving rate and blocking probability. When a handoff

user needs to select a new BS, it will calculate the achievable data receiving rates of

available BSs. Then the user has to infer the network selection behaviors of other users

in order to estimate its blocking probability for each available BS. By jointly consider-

ing these two attributes, a user can select the most appropriate one as its new BS for a

handoff.



Chapter 5

A Software-Defined Networking

based Centralized Vertical

Handoff for Heterogeneous

Wireless Network Environments

In this chapter, we propose a novel vertical handoff scheme with the support of the

Software-Defined Networking (SDN) technique for heterogeneous wireless networks. The

proposed scheme solves two important issues in vertical handoff: network selection and

handoff timing. In this chapter, the network selection is formulated as a 0-1 integer

programming problem which maximizes the sum of channel capacities that handoff users

can obtain from their new access points. After the network selection process is finished,

a user will wait for a time period. Only if the new access point is consistently more

appropriate than the current access point during this time period, will the user transfer

its inter-network connection to the new access point. Our proposed scheme ensures that

a user will transfer to the most appropriate access point at the most appropriate time.

Comprehensive simulation has been conducted. It is shown that the proposed scheme

reduces the number of vertical handoffs, maximizes the total throughput and user served

ratio significantly.

72
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This chapter is organized as follows. Section 5.1 introduces the heterogeneous wire-

less networks and the handoff problem. Section 5.2 is the system description and problem

formulation. Section 5.3 and Section 5.4 present the proposed scheme for network selec-

tion and handoff timing issues respectively. Section 5.5 is the performance evaluation.

Section 5.6 summarizes this chapter.

5.1 Introduction

Heterogeneous wireless networks integrate a variety of wireless techniques to provide

ubiquitous services [70]. In heterogeneous wireless networks, users may need to transfer

their inter-network connections from one access point to another. The transferring

operation among different kinds of access points is called vertical handoff [71]. There

are two important issues [72] needed to be solved in vertical handoff: network selection

and handoff timing. The network selection issue is to select an access point, to which the

inter-network connection should be transferred. The handoff timing issue is to determine

when the inter-network connection transferring should be implemented. The emergence

of Software-Defined Networking (SDN) technique [73] makes it possible to solve these

two issues of vertical handoff in a novel perspective. SDN is a new networking paradigm,

which provides a global centralized control of access points. In this chapter, we make

use of this feature of SDN and study the vertical handoff problem for heterogeneous

wireless networks.

Consider the scenario shown in Fig. 5.1. There is a general heterogeneous wireless

network environment that consists of Wi-Fi, LTE, WiMAX and 3G. A user walks to

the company from home. When the user is at home, his (or her) smart phone connects

to the Wi-Fi in the house. After the user goes out of home, his (or her) smart phone

may connect to LTE, or WiMAX of the public library, or 3G. There are three available

networks. This user needs to know which one should be selected (network selection

issue) [74]. After a new access point is selected, this user also needs to know when the

inter-network connection should be transferred to the new access point (handoff timing

issue) [10]. Solutions to the network selection and handoff timing issues compose the

vertical handoff scheme [75].
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Figure 5.1: Illustration of vertical handoff.

Due to lack of the global view, most of existing vertical handoff schemes failed to be

global optimal. The emergence of software-defined networking [76] technique provides a

chance to break this limitation. An SDN controller has an abstracted centralized control

of access points. We make use of this feature of SDN, and propose a novel vertical hand-

off scheme named S-DNVH. In S-DNVH, users are divided into two classes: non-handoff

users and handoff users. Non-handoff users will stay in the connections with their current

access points. While handoff users will send their handoff requests to an SDN controller.

The network selection is formulated as a 0-1 integer programming problem [77] by the

SDN controller, with the objective of maximizing the sum of channel capacities that

handoff users can obtain from their new access points. After the network selection pro-

cess is finished, handoff users have to wait for a certain time period [23]. After the time

period, the SDN controller evaluates the performances of current access points and new

access points for users. Only if the new access points are consistently more appropriate

than the current access points, will users transfer their inter-network connections to the
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new access points. The main contributions of this chapter are summarized as follows:

• To the best of our knowledge, we are the first to apply the SDN technique in the

study of vertical handoff problem for heterogeneous wireless networks. We investi-

gate the architecture of SDN, and design a compatible vertical handoff procedure.

• We formulate the network selection issue as a 0-1 integer programming problem

based on our previous work [78], and propose a network selection algorithm to solve

it. In the proposed network selection algorithm, an SDN controller will allocate

the most appropriate access point for each user.

• We propose a handoff timing algorithm to determine the time when the network

selection results should be implemented. Based on limited information and simple

calculation, the proposed handoff timing algorithm can predict the movement di-

rections of users. Only if users are certain to move away from their current access

points, will the network selection results be implemented.

• Through comprehensive experiments, we validate that our proposed scheme sig-

nificantly reduces the number of vertical handoffs, maximizes the total throughput

and user served ratio.

5.2 System Model and Preliminaries

5.2.1 Network Architecture

For the upcoming problem formulation, we first exploit the special network architecture

of SDN. Traditionally, each access point contains both a control plane and a data plane

[76]. The control plane decides whether a traffic flow is admissible or not, and the route

that the traffic flow should traverse. The data plane forwards the traffic flow according

to the decision made by the control plane. In the SDN architecture, an SDN controller

separates control planes from data planes of access points, and provides a centralized

control of these access points. The SDN controller communicates with access points via

OpenFlow [79], and has a global view of the network environment. This feature of SDN

gives us an opportunity to design a global optimal vertical handoff scheme.
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Figure 5.2: A network architecture of SDN.

Normally, an SDN controller can manage thousands of access points at the same time.

When there are a large number of access points in an area, several SDN controllers can

be deployed. Besides of this, in order to group manage the access points, multiple

SDN controllers are also required, so that each SDN controller can install a custom

policy in its own domain. Stallings [76] pointed out the most common scenario is the

numerous and nonoverlapping SDN domains scenario as shown in Fig. 5.2. As we

know, a SDN controller centrally controls the access points in its domain. In fact,

logical centralized control also exists in the multiple SDN controllers scenario. The

IETF is currently working on the SDNi protocol [80] which helps the SDN controllers

to exchange information and gain the global information. Thus, if a optimal vertical

handoff scheme is proposed for the single SDN controller scenario, the proposed scheme

also works for the multiple SDN controllers scenario. The extension work is just to add

an “information exchange” stage at the beginning of proposed scheme. In this chapter,

we will consider the scenario with single SDN controller.
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5.2.2 Problem Formulation

In this subsection, we formulate the vertical handoff problem for heterogeneous wireless

network environment by using the software-defined networking technique [81]. Specifical-

ly, we consider a heterogeneous wireless network environment which consists of m access

points. Let A be the set of access points, A = {a1, a2, · · · , am}. These access points

support different wireless technologies. With the support of the Media-Independent

Handover (MIH) standard [57], all of these access points can be centrally controlled by

a single SDN controller. Access point ai (ai ∈ A, i = 1, 2, · · · ,m) has li channels, ai

equally divides its frequency band among these channels. The bandwidth of each chan-

nel in access point ai is denoted by bi in MHz. If the access point ai is connected by a

user, this user will occupy one channel of ai [25]. Hence, the access point ai can serve

at most li users simultaneously.

Consider that there are n users. Let U be the set of users, U = {u1, u2, · · · , un}. If

user uj (uj ∈ U , j = 1, 2, · · · , n) is inside the coverage area of an access point, this access

point is called an available access point of user uj. In heterogeneous wireless network

environment, uj may have several available access points. However, uj can connect to

at most one of its available access points at anytime. The connected available access

point is called the current access point of user uj . An adjacency matrix δ(t) is used

to reflect the relationship between access points and users at time t as follows.

δ(t) =

u1 u2 · · · un




























a1 δ11(t) δ12(t) . . . δ1n(t)

a2 δ21(t) δ22(t) . . . δ2n(t)

...
...

. . .
...

am δm1(t) δm2(t) . . . δmn(t)

,

where

δij(t) =







1, current access point ai is connected by user uj at time t,

0, otherwise.
(5.1)
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Since most of the applications (e.g., music, video and game) require higher download

and lower upload rates, users are more concerned about the quality of downlink (from

access point ai to user uj). All links refer to downlink unless otherwise specified from

now on. For convenience, the notations used in this chapter are summarized in Table

5.1.

For each access point-user pair (ai, uj), assume that the received signal power of

user uj from available access point ai at time t is sij(t) in watts. Let dij(t) denote

the Euclidean distance between access point ai and user uj at time t. Let pi denote the

transmission power of access point ai in watts. Then the value of sij(t) can be calculated

as follows [82].

sij(t) = pi · hij · dij(t)
−α, (5.2)

where the channel fading gain hij follows an exponential distribution with rate µ (hij ∼

exp(µ)), and the pass loss exponent α > 2 (varies depending on the channel conditions).

With the help of some techniques such as Orthogonal Frequency Division Multi-

plexing (OFDM, commonly applied to LTE, WiMAX and IEEE 802.11 b/g supported

devices) [83] and Code Division Multiple Access (CDMA, commonly applied to 3G

devices), the interference among users which belong to the same access point can be

controlled in a low level. In order to further weaken this kind of interference, we assume

that the orthogonal codes are used in CDMA.

For the interference from other access points, let gxj(t) in watts be the interference

caused by access point ax (ax ∈ A, x 6= i) to user uj at time t, where ax transmits signal

by using the same frequency band as user uj. Let dxj(t) denote the Euclidean distance

between access point ax and user uj at time t. Let px and hxj denote the transmission

power of access point ax in watts and channel fading gain respectively. Then the value

of gxj(t) can be calculated as follows.

gxj(t) = px · hxj · dxj(t)
−α. (5.3)

Since the transmission powers of users are relative small and the locations of users

erratically change all the time, the interference from other users is usually negligible

[84]. If the access point ai is connected by a user, this user will occupy one channel of
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Table 5.1: Notation Summary in Chapter 5

m Number of access points

A Set of access points {ai}, i = 1, 2, · · · ,m

A′
j Set of available access points for user uj , A

′
j ⊆ A

Xj Set of access points which transmit signal by using the same frequency
band as user uj , Xj ⊆ A

li Number of channels in access point ai

bi Bandwidth of each channel in access point ai in MHz

n Number of users

U Set of users {uj}, j = 1, 2, · · · , n

δ(t) Adjacency matrix of A and U at time t, i.e., [δij(t)]

γj Basic bandwidth requirement of user uj in Mbps

sij(t) Received signal power of user uj from access point ai at time t in watts

dij(t) Euclidean distance between access point ai and user uj at time t

pi Transmission power of access point ai for each channel in watts

hij Channel fading gain of channel (ai, uj)

α Pass loss exponent

nij(t) Additive White Gaussian Noise (AWGN) power of channel (ai, uj) at
time t in watts

qij(t) Channel capacity of channel (ai, uj) at time t in Mbps

V(t) Identifier vector of user set U at time t, i.e., (vj(t)), j = 1, 2, · · · , n

Rj(t) Channel capacities provided for user uj at time t, i.e., (rij(t)), i =
1, 2, · · · ,m

R(t) Channel capacities provided for user set U , i.e.,
[

[Rj(t)]
T
]

, j =

1, 2, · · · , n

Fj(t) Network selection result of user uj at time t, i.e., (fij(t)), i = 1, 2, · · · ,m

F(t) Network selection results of user set U , i.e.,
[

[Fj(t)]
T
]

, j = 1, 2, · · · , n
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ai. Hence, the access point ai can serve at most li users simultaneously. Note that the

bandwidth of each channel in access point ai is bi MHz. Let nij(t) denote the Additive

White Gaussian Noise (AWGN) [85] power of the channel (ai, uj) at time t in watts.

Let Xj ( Xj ⊆ A ) be the set of access points which transmit signal by using the same

frequency band as the user uj . According to the Shannon equation [86], the channel

capacity denoted by qij(t) in Mbps is calculated as follows.

qij(t) = bi · log2

[

1 +
sij(t)

∑

ax∈Xj
gxj(t) + nij(t)

]

. (5.4)

Assume that all of the transmitted data can be received correctly. Consider that a

user may carry out multiple tasks at the same time, there are infinite data needed to be

received by each user. Thus, we can make an assumption that the data receiving rates of

users are equal to the channel capacities. Furthermore, in order to guarantee the quality

of experience, user uj has the basic bandwidth requirement denoted by γj in Mbps.

Suppose that the current access point of user uj is ac. If the channel capacity of current

access point cannot meet the corresponding basic bandwidth requirement (qcj(t) < γj),

user uj will perform the vertical handoff. We call these users who need to perform

handoff handoff users. If the channel capacity of current access point can satisfy the

basic bandwidth requirement (qcj(t) ≥ γj), user uj will stay in the connection with its

current access point ac. We call these users who do not need handoff non-handoff

users. A vector V(t) = (v1(t), v2(t), · · · , vn(t)) is used to identify the kinds of users at

time t. The value of vj(t) is given as follows, where j = 1, 2, · · · , n.

vj(t) =







0, user uj is a handoff user at time t,

1, user uj is a non-handoff user at time t.
(5.5)

Let rij(t) denote the channel capacity that access point ai can provide for user uj at

time t, if ai is selected as the new access point. The value of rij(t) is given in Eqn.

(5.6). If uj is a handoff user (vj(t) = 0), rij(t) is equal to qij(t). If uj is a non-handoff
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user (vj(t) = 1), rij(t) is 0.

rij(t) =







qij(t), vj(t) = 0,

0, vj(t) = 1.
(5.6)

Let Rj(t) = (r1j(t), r2j(t), · · · , rmj(t)). Based on Rj(t), the SDN controller selects

a new access point for uj. The network selection result of uj at time t is denoted

by Fj(t) = (f1j(t), f2j(t), · · · , fmj(t)). The value of fij(t) is given as follows, where

i = 1, 2, · · · ,m.

fij(t) =







1, new access point ai is selected by user uj at time t,

0, otherwise.
(5.7)

The channel capacity that handoff user uj can obtain from the new access point is

Fj(t) · [Rj(t)]
T in Mbps, where [Rj(t)]

T is the transposition of Rj(t).

Fj(t) · [Rj(t)]
T =

m
∑

i=1

[fij(t) · rij(t)] (5.8)

The SDN controller has to ensure that if an access point ai is selected as the new

access point of user uj, the channel capacity provided by ai should satisfy the basic

bandwidth requirement of uj. That is, Fj(t) · [Rj(t)]
T should subject to the following

constrain.

Fj(t) · [Rj(t)]
T ≥ γj (5.9)

If there is no access point can satisfy the basic bandwidth requirement of user uj, the

vertical handoff of uj is failed. Moreover, uj will be discarded by its current access

point.

Note that if user uj is a non-handoff user (vj(t) = 1), it does not have any new

access point (
∑m

i=1 fij(t) = 0). Thus, we can get a constraint for non-handoff users that

is
∑m

i=1 fij(t) + vj(t) = 1. If user uj is a handoff user (vj(t) = 0), when the vertical

handoff of uj is failed, uj will not have any new access point neither (
∑m

i=1 fij(t) = 0).

In this case, we can get a relationship that is
∑m

i=1 fij(t) + vj(t) = 0. If user uj is a
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handoff user (vj(t) = 0) and the vertical handoff of uj is successful, the SDN controller

will allocate a new access point to uj (
∑m

i=1 fij(t) = 1). In this case, we can get a

relationship that is
∑m

i=1 fij(t) + vj(t) = 1. In summary, the network selection result of

user uj should satisfy the following constraint.

m
∑

i=1

fij(t) + vj(t) ≤ 1. (5.10)

Given a set of users U , their network selection results are denoted by F(t) = [[F1(t)]
T ,

[F2(t)]
T , · · · , [Fn(t)]

T]. Note that access point ai has li channels, since each us-

er will occupy one channel, ai can server at most li users simultaneously. There are
∑n

j=1 [vj(t) · δij(t)] non-handoff users are connecting to access point ai at time t. There-

fore, the number of handoff users assigned to ai (
∑n

j=1 fij(t)) should satisfy the following

constraint.
n
∑

j=1

[vj(t) · δij(t)] +

n
∑

j=1

fij(t) ≤ li. (5.11)

We express T (F(t)) as the sum of the channel capacities that handoff users can

obtain from their new access points. T (F(t)) is then calculated as follows.

T (F(t)) =

n
∑

j=1

{

Fj(t) · [Rj(t)]
T
}

. (5.12)

The goal in the chapter is to maximize the sum of channel capacities that handoff

users can obtain from their new access points T (F(t)). Non-handoff users will stay in the

connections with their current access points. The optimization problem of maximizing

T (F(t)) is theoretically formulated as follows.

Maximize T (F(t)) =

m
∑

i=1

n
∑

j=1

[fij(t) · rij(t)] (5.13)

subject to

m
∑

i=1

fij(t) + vj(t) ≤ 1, j = 1, 2, · · · , n, (5.14a)
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m
∑

i=1

[fij(t) · rij(t)] ≥ γj, j = 1, 2, · · · , n, (5.14b)

n
∑

j=1

[vj(t) · δij(t)] +
n
∑

j=1

fij(t) ≤ li, i = 1, 2, · · · ,m. (5.14c)

The first constraint Eqn. (5.14a) indicates that each user has at most one new access

point. The second constraint Eqn. (5.14b) guarantees that the channel capacity provided

by the new access point can satisfy the basic bandwidth requirement of a handoff user.

The last constraint Eqn. (5.14c) ensures that the number of users connected to an access

point is smaller than the number of channels in this access point.

The vertical handoff problem is formulated as a 0-1 integer programming problem.

Although the formulated problem is an NP-hard problem, the computation complexity

is acceptable in its particular application context. The latest OpenFlow version 1.4

supported access points provide 40 GbE services [87], and the computing capability

of SDN controller is considered to be infinite [88]. Compared to the powerful SDN

devices, most of vertical handoff scenarios involve limited number of users. Thus, we

think that the network selection process is completed in a very short time interval which

can be neglected. Moreover, if we eliminate non-handoff users from consideration, the

computation complexity can be further reduced.

5.3 Network Selection Algorithm

Based on previous formulations, we study the network selection issue of the vertical

handoff in this section. We assume that users are selfish, they will select access points

in the Always Best Connected (ABC) way [9] if allowed. That is, users always choose

the access points which have the best performance as their new access points. As an

example shown in Fig. 5.3, there are three network access points (i.e., a1, a2, a3). These

access points support different wireless technologies. In the coverage area of three access

points, there are four users (i.e., u1, u2, u3, u4). At first, user u1 was connecting to the

access point a1. When the channel capacity of (a1, u1) cannot meet its basic bandwidth

requirement, u1 performed the vertical handoff. Suppose that the performance of a2 is
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better than a3, thus u1 will choose a2 as its new access point. At the same time, other

users (u2, u3 and u4) may also choose a2 as their new access points. Since the resources

are limited, a2 will be exhausted. While there is no user connects to a3. System resources

are unreasonably utilized.

u 1

a 3

a 1

a 2

u 2

u 3

u 4

Figure 5.3: An example of the network selection issue.

In order to efficiently utilize the system resources and construct a good access point

associating strategy for each user, we propose a network selection algorithm for vertical

handoff. An SDN controller selects access points for users in three phases: initialization,

request matrix construction and network selection (Fig. 5.4).

5.3.1 Algorithm Details

Phase 1. Initialization

At the beginning of each time slot, users evaluate their current access points and

determine whether to perform vertical handoffs or not. If a user needs vertical handoff

(handoff user), it will send request frames to its available access points. The values

of request frames are equal to the channel capacities. If a user does not need vertical

handoff (non-handoff user), it also sends request frames to its available access points. In

this case, the request frames are just like Hello messages, and their values are 0.

Phase 2. Request matrix construction
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selection

SDN controller
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Features

Handoff Feedback
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Packet-out | Handoff Result
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Figure 5.4: The process of network selection.

The request frames sent from users will be converged in the SDN controller. Ac-

cording to these received frames, the SDN controller constructs a request matrix R(t) =
[

[R1(t)]
T , [R2(t)]

T , · · · , [Rn(t)]
T
]

. At first, the request matrix R(t) is incomplete

because users may not be able to reach all access points. There are some elements,

whose values are unknown. These elements are defined as the unassigned elements.

Definition 3.4.1 (Unassigned element). The unassigned element is the element of a

request matrix, whose value is unknown due to the corresponding access point and user

cannot communicate directly. �

Since the SDN controller has a global view, it can complete the request matrix R(t)

after a simple calculation in which the unassigned elements will be set to be 0.

Theorem 3.4.1 The calculation rule of unassigned element maintains the consisten-

cy of vertical handoff request matrix, and will not affect the network selection results.
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Proof. Each column of the request matrix R(t) corresponds to a vector Rj(t), where

j = 1, 2, · · · , n. For non-handoff users, all elements in Rj(t) are 0, and the value of

corresponding column in R(t) will be set to be 0. During the network selection process,

there is no new access point will be assigned to these users. For handoff users, the

unassigned elements in R(t) which correspond to their unavailable access points are set

to be 0. During the network selection process, some other access points with positive

evaluations will be selected.

Phase 3. Network selection

After constructing the vertical handoff request matrix R(t), the SDN controller s-

elects new access points for handoff users. The network selection is formulated as a

0-1 programming problem (Eqn. (5.13)). The SDN controller calculates the network

selection results by solving this 0-1 programming problem. There are many tools can

be used in solving linear problems like LINGO and CVX on MATLAB. The network

selection results are presented as a m × n matrix F(t). According to F(t), the SDN

controller sends out feedback frames. If the element fij(t) is 1, that means ai is the new

access point of user uj . Therefore, the SDN controller sends an OpenFlow message [89]

to access point ai. Then, access point ai sends a feedback frame to user uj to notify this

result.

5.3.2 An Example

In this subsection, we will use an example to explain the network selection algorithm

in detail. Specifically, we consider a scenario shown in Fig. 5.5. There are three access

points (i.e., a1, a2, a3). These access points support different wireless technologies.

An SDN controller centralized controls these access points. In the coverage area of

three access points, there are five users (i.e., u1, u2, u3, u4, u5). The basic bandwidth

requirements of these five users are 2 Mbps (i.e., γ1 = 2 Mbps), 3 Mbps (i.e., γ2 = 3

Mbps), 4 Mbps (i.e., γ3 = 4 Mbps), 4.5 Mbps (i.e., γ4 = 4.5 Mbps) and 4 Mbps (i.e.,

γ5 = 4 Mbps) respectively. Suppose that the channel capacity of (a1, u1) is 4 Mbps, and

u1 is a non-handoff user. Meanwhile, other four users (u2, u3, u4 and u5) are handoff

users.
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Figure 5.5: An example of the proposed network selection algorithm.

Phase 1. Initialization

Since u1 is a non-handoff user, it will send request frames r11(t) and r21(t) to the

available access points a1 and a2 respectively. The values of r11(t) and r21(t) are 0.

Meanwhile, other four users u2, u3, u4 and u5 are handoff users, they also have to send

out request frames. Take u2 for instance, a1, a2 and a3 are available to u2. Let r12(t)

denote the handoff request frame sent from u2 to a1. In our example r12(t) is 7, which

means if u2 selects a1 as its new access point, the channel capacity provided by a1 is 7

Mbps. Similarly, other users send the vertical handoff request frames to their available

access points.

Phase 2. Request matrix construction

After receiving the request frames, the SDN controller constructs a request matrix

R(t) as shown in Eqn. (5.15). At first, there are four unassigned elements (i.e., r14(t),

r15(t), r23(t) and r31(t)) in the matrix R(t). Take the element r14(t) for instance, since

the access point a1 is unavailable to user u4, u4 will not send a request frame to a1.
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Therefore, the SDN controller cannot determine the value of r14(t) in the beginning.

R(t) =

u1 u2 u3 u4 u5

















a1 0 7 5 r14(t) r15(t)

a2 0 1 r23(t) 2 6

a3 r31(t) 5 3 4 2

. (5.15)

Based on this primary request matrix, the SDN controller calculates the values of

unassigned elements. All of the unassigned elements are set to be 0, and the completed

request matrix R(t) is as follows.

R(t) =

u1 u2 u3 u4 u5

















a1 0 7 5 0 0

a2 0 1 0 2 6

a3 0 5 3 4 2

. (5.16)

Phase 3. Network selection

Based on the request matrix R(t), the SDN controller formulates the network selec-

tion as a 0-1 programming problem (Eqn. (5.13)). The solution of this 0-1 programming

problem is the network selection result, which is presented as a matrix F(t). Assume

that the number of channels in access points a1, a2 and a3 are 2, 3, 4 respectively. After

some calculations, the SDN controller can get a 3×5 matrix F(t) as follows.

F(t) =

u1 u2 u3 u4 u5

















a1 f11(t) f12(t) f13(t) f14(t) f15(t)

a2 f21(t) f22(t) f23(t) f24(t) f25(t)

a3 f31(t) f32(t) f33(t) f34(t) f35(t)
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=

u1 u2 u3 u4 u5

















a1 0 0 1 0 0

a2 0 0 0 0 1

a3 0 1 0 0 0

. (5.17)

As a non-handoff user, u1 will not get any new access point. User u1 stays in the

connect with its current access point a1. Consequently, access point a1 can only serve

one more user. In order to maximize the sum of channel capacities that handoff users

can obtain from their new access points, the SDN controller allocates access point a1

to user u3 instead of user u2. For user u4, since the channel capacities provided by its

available access points a2 and a3 cannot satisfy the basic bandwidth requirements, the

vertical handoff of u4 is failed. User u4 does not have any new access point, and will be

discarded by its current access point a2. According to the network selection result F(t),

the SDN controller sends out feedback frames. The value of f13(t) is 1 means the new

access point of user u3 is a1. That is, u3 should transfer its inter-network connection

from the current access point a3 to a1. Therefore, a1 will send a feedback frame to u3

to notify this selection result. Similarly, a2 sends a feedback frame to u5. a3 sends a

feedback frame to u2.

5.4 Handoff Timing Algorithm

Since users are always moving around in wireless environment, the network selection

results should not be implemented immediately. For example as shown in Fig. 5.6, user

u1 is moving back and forth. When user u1 leaves the access point a1 and closes to the

access point a2, its inter-network connection will be transferred from a1 to a2. When

u1 leaves a2 and backs to a1, the inter-network connection will be transferred from a2

to a1 again. The inter-network connection of user u1 is switched between access points

a1 and a2 times and times again [90]. This common example reveals that inappropriate

handoff timing will incur numerous unnecessary handoffs.



Chapter 5. A Software-Defined Networking based Centralized Vertical Handoff for
Heterogeneous Wireless Network Environments 90

au 1

a 1

a

3

2

Figure 5.6: An example of the handoff timing issue.

5.4.1 Discussions

In our proposed scheme, users will wait for a stability period τ [23] after their network

selection processes are finished. During the stability period, if the new access points

are consistently more appropriate than their current access points, users will handoff

to their new access points. Before we start introducing our proposed handoff timing

algorithm, there are three things needed to be explained specially.

The first thing is about the meaning of appropriate. In this paper, we use “appro-

priate” instead of “better”. The reason is even the new access point is better than the

current one, if the current access point can satisfy the basic bandwidth requirement of

a user, this user should not perform the vertical handoff.

The second thing is about the handoff overhead. When we are judging whether a

new access point is appropriate or not, we need to take both the performance gain and

the handoff overhead into account. According to the IEEE 802.11 standard handoff

procedure [91], users will experience the Authentication phase and the Reassociation

phase before transferring to their selected new access points. Anshul et al. [92] studied

various scenarios and observed that the average Authentication delay and the average

Reassociation delay are 1.3 ms and 2.3 ms respectively. During the Authentication

phase, two Authentication frames will be exchanged between the handoff user and the

new access point. Normally, an Authentication frame contains 24 Bytes header, at least
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6 Bytes body and 4 Bytes Frame Check Sequence (FCS). Therefore, the control frames

will cost oa Mbps bandwidth during the Authentication phase as the following equation

shows.

oa =
2 · (3.4e − 5) Mb

1.3e − 3 s

.
= 0.0052 Mbps. (5.18)

During the Reassociation phase, the handoff user will send out an Reassociation-

Request frame and the new access point will reply an Reassociation-Response frame.

An Reassociation-Request frame consists of 24 Bytes header, at least 10 Bytes body and

4 Bytes FCS. While an Reassociation-Response frame has 24 Bytes header, at least 6

Bytes body and 4 Bytes FCS. Therefore, the control frames will cost or Mbps bandwidth

during the Reassociation phase as the following equation shows.

or =
(3.8e − 5 + 3.4e − 5) Mb

2.3e − 3 s

.
= 0.0031 Mbps. (5.19)

The last thing is about the length of a stability period. For a handoff user uj, its

available access points set is denoted by A′
j, and the size of A′

j is |A′
j|. Let τx be the

length of stability period in the x th round, where x = 1, 2, · · · . For an available access

point ai (ai ∈ A′
j), its channel capacity at time t is denoted by qij(t). After waiting for a

stability period τx, the channel capacity of ai becomes qij(t+ τx). Thus, the change rate

of channel capacity during the stability period τx can be represented by
qij(t+τx)
qij(t)

. We

make use of the average change rate of channel capacities for all available access points

to adjust the length of stability period. If uj is suggested to wait for another stability

period, the value of τx+1 can be calculated as follows.

τx+1 =

∑

ai∈A′

j

qij(t+ τx)

qij(t)

|A′
j |

τx. (5.20)

Eq.(20) indicates that if the average change rate of channel capacities during τx is

bigger than 1 (i.e., τx+1 > τx), that is the connection quality of user uj is getting better,

uj will wait for a longer stability period in the next round. Otherwise, uj will wait for

a shorter stability period in the next round. H.J. Wang et al. [23] pointed out that the

stability period is proportional to the handoff latency. Moreover, S. Sharma et al. [93]
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proved by experiment that the handoff latency is about 0.1 s. Thus, we accordingly set

the initial value of stability period τ1 to be 0.1 s in this chapter.

5.4.2 Algorithm Details

In this subsection, we take a handoff user ui for instance to explain our proposed handoff

timing algorithm. For the user u1, suppose that its current access point is a1, and its

new access point which has been determined by the SDN controller is a2 as shown in

Fig.5.7. Following the previous definitions, the channel capacities of a1 and a2 at time

t were q11(t) and q21(t) respectively. After waiting for a stability period τ , the channel

capacities of a1 and a2 become q11(t + τ) and q21(t + τ) respectively. Based on the

channel capacities, the Authentication overhead oa and the Reassociation overhead or,

the SDN controller makes a judgement and notifies ui whether it should transfer the

inter-network connection from a1 to a2 or not.
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Figure 5.7: An example of the proposed handoff timing algorithm.

The network performance can be regarded as stable when considering the user mo-

bility, which is a widely accepted assumption [94], [95]. Therefore, we are working under

the assumptions as shown in Fig. 5.7. The coverage area of a1 is the circular region

insides c1. The closer to a1, the higher channel capacity that u1 can get from a1. c1

and c′1 are concentric circles. If u1 moves along c′1, the channel capacity of (a1, u1) will

not change [96]. Similarly, the coverage area of a2 is the circular region insides c2. If u1

moves along c′2, the channel capacity of (a2, u1) will not change. There is a line L goes
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through the intersections of c′1 and c′2. L is perpendicular to the line between a1 and a2.

We consider the following two situations.

• If u1 moves to the left of L, which means u1 has the tendency of moving closer

to a1. Since user was moving back to its current access point during the stability

period, it does not need vertical handoff anymore, and the network selection result

is cancelled.

• If u1 moves to the right of L, which means u1 has the tendency of moving closer to

a2. Since user was moving away from its current access point during the stability

period, it has to transfer the inter-network connection to the new access point at

once.

Since the movement trend of user is important for the vertical handoff, some related

work tried to predict the movement trend of a user. The existing work is based on

location information [97], context [98] or historical record [99] and so on. Each of them

requires a large amount of storage space. In this chapter, we predict the movement trend

of a user just based on the channel capacities of its current access point and new access

point. Discussions are provided for the following nine cases.

1) q11(t) < q11(t + τ) and q21(t) < q21(t + τ). Since the channel capacity of a1

increases, u1 must be inside c′1. For the same reason, u1 is also inside c′2. That is to say,

after a stability period, u1 locates at the domain d1 shown in Fig. 5.8 (a). Since the line

L passing through d1, we cannot determine the movement trend of u1. As a result, u1

should wait for another stability period, and then analyze the situation again.

2) q11(t) < q11(t+ τ) and q21(t) = q21(t + τ). Since the channel capacity of a2 does

not change, u1 must locate at c′2. Furthermore, u1 is inside c′1. That is to say, after a

stability period, u1 locates at the line segment l1 shown in Fig. 5.8 (b). l1 is on the

left of L, which means u1 moves back. As a result, u1 does not need vertical handoff

anymore.

3) q11(t) < q11(t + τ) and q21(t) > q21(t + τ). Since the channel capacity of a2

decreases, u1 must be outside c′2. Furthermore, u1 is inside c′1. That is to say, after a
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stability period, u1 locates at the domain d2 shown in Fig. 5.8 (a). d2 is on the left of

L, which means u1 moves back. As a result, u1 does not need vertical handoff anymore.

4) q11(t) = q11(t+ τ) and q21(t) < q21(t + τ). Since the channel capacity of a1 does

not change, u1 must locate at c′1. Furthermore, u1 is inside c′2. That is to say, after a

stability period, u1 locates at the line segment l2 shown in Fig. 5.8 (b). l2 is on the right

of L, which means u1 moves away. For this case, if the handoff overhead is less than the

performance gain (i.e. oa + or < q21(t + τ) − q11(t+ τ)), u1 should handoff to the new

access point a2 at once. Otherwise, u1 will initialize another network selection.

5) q11(t) = q11(t + τ) and q21(t) = q21(t + τ). Since the channel capacities of a1

and a2 have no change, u1 still locates at the original point after a stability period. We

cannot determine the movement trend of u1. As a result, u1 should wait for another

stability period, and then analyze the situation again.

6) q11(t) = q11(t + τ) and q21(t) > q21(t + τ). Since the channel capacity of a2

decreases, u1 must be outside c′2. Furthermore, u1 locates at c′1. That is to say, after a

stability period, u1 locates at the line segment l3 shown in Fig. 5.8 (b). l3 is on the left

of L, so u1 does not need vertical handoff anymore.

7) q11(t) > q11(t + τ) and q21(t) < q21(t + τ). Since the channel capacity of a1

decreases, u1 must be outside c′1. Furthermore, the channel capacity of a2 increases,

u1 must be inside c′2. That is to say, after a stability period, u1 locates at the domain

d3 shown in Fig. 5.8 (a). Similar to case 4, if the handoff overhead is less than the

performance gain (i.e. oa + or < q21(t + τ) − q11(t+ τ)), u1 should handoff to the new

access point a2 at once. Otherwise, u1 will initialize another network selection.

8) q11(t) > q11(t+ τ) and q21(t) = q21(t + τ). Since the channel capacity of a2 does

not change, u1 must locate at c′2. Furthermore, the channel capacity of a1 decreases, u1

is outside c′1. That is to say, after a stability period, u1 locates at the line segment l4

shown in Fig. 5.8 (b). l4 is on the right of L, so u1 takes the same measures as case 4

and case 7.

9) q11(t) > q11(t + τ) and q21(t) > q21(t + τ). Since the channel capacity of a2

decreases, u1 must be outside c′2. Furthermore, u1 is outside c′1. That is to say, after a

stability period, u1 locates at the domain d4 shown in Fig. 5.8 (a). The line L passing
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Figure 5.8: The movement direction of a user.

through d4, so we cannot determine the movement trend of u1. As a result, u1 should

wait for another stability period, then analyze the situation again.

As we have explained that after the new access point is selected, a user should

transfer its inter-network connection to the new access point at an appropriate time.

For this purpose, we proposed a handoff timing algorithm. The SDN controller only

needs to know the channel capacities of current access point and new access point for

each handoff user. Based on limited information, the SDN controller can determine the

time when a handoff user should implement its network selection result. Following the

above approach we can see that the network selection result will be implemented only

if the user is certain to move away from its current access point.

5.5 Performance Evaluation

In this section, we provide the performance evaluation of our Software-Defined Network-

ing based Vertical Handoff (S-DNVH) scheme. We compare the proposed scheme with

two typical existing schemes: the Always Best Connected (ABC) scheme [9] and the

Smooth Adaptive Soft Handover Algorithm (SASHA) [26] under various network condi-

tions. The concerned performance metrics are the number of handoffs, total throughput
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and the user served ratio. As we know, the SDN technique originated in and is commonly

used in the campus networks. Furthermore, most of access points in the campus net-

works are the IEEE 802.11 standard [100] supported devices. Therefore, we will refer to

the IEEE 802.11 standard to set the parameters of access points during the experiment.

If other standards are required in the practical applications, this experiment procedure

can be repeated by using the corresponding parameters. Simulation experiments are

repeated one thousand times and the results are presented with 95% confidence interval.

(x,y)

x τ δ+ ⋅x τ δ− ⋅

y τ δ+ ⋅

y τ δ− ⋅

(x',y')

X

Y

(1 )y τ δ− − ⋅'
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(1 )y τ δ+ − ⋅'

Figure 5.9: Movement model of users.

5.5.1 Experiment Setup

Over a 500m × 500m rectangular flat space, there are 9 access points and n users. These

9 access points belong to 3 different types, and each type has 3 entities. Different types

of access points have different coverage radii, number of channels, bandwidths and other

different attributes. Furthermore, different types of access points are assumed to use

different frequency bands, and same type of access points use the same frequency band.

An access point is available to a user when the distance between them is smaller than

the coverage radius of this access point. Users are moving around inside the considered

area. If the current location of a user is denoted by a two-dimensional coordinate (x, y),
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this user will be inside (x± △ t · δ, y± △ t · δ) after a period of time △ t, where δ is the

maximal moving velocity of the user. Following this rule, the movement model of users

used in our experiments can be illustrated as Fig. 5.9, where (x, y) is the location of a

user at the beginning of a time slot, (x′, y′) is the location of the user after a stability

period, and (x′′, y′′) is the location of the user at the end of the time slot. We set the

basic bandwidth requirements of users to be 2 Mbps, which corresponds to the video

conference demanding. Based on references [101] [102], we have the main experimental

parameters which are listed in Table 5.2.

In order to construct the SDN scenario and evaluate the performance of proposed

S-DNVH scheme, we simulate the OpenFlow switches by using the Mininet VM 2.2.1.

The SDN controller is implemented through the Floodlight V 1.2. The SDN controller

and OpenFlow switches exchange information via OpenFlow 1.3. In order to avoid

too much change to the SDN controller, the calculation work is assigned to MATLAB.

Hence, a logic complete SDN controller is composed by Floodlight and MATLAB. At

first, we write a Python file which is able to insert the features of users into the Data

fields of Packet-In messages. We make use of the Packet-In message to send information

from OpenFlow switches to the SDN controller. Based on Eclipse, we encapsulate an

I/O API for the SDN controller. This API is used for SDN controller to generate a file

which contains the information received from switches, and read a file which contains the

network selection results calculated by the CVX on MATLAB. Once the SDN controller

gets the network selection results, it will insert the network selection results into the

Data fields of Packet-Out messages, and send the Packet-Out messages to OpenFlow

switches. The architecture of our simulation system is shown in Fig. 5.10.

5.5.2 Experiment Results

5.5.2.1 Number of Vertical Handoffs

We study the number of vertical handoffs when the number of users varies under free

space propagation (α = 2), flat-earth reflection (α = 3), and diffraction losses (α = 4)

environment conditions in Fig. 5.11. The general trend is that there will be more

vertical handoffs in each time slot as the number of users increases. For the same
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Figure 5.10: Structure of simulation system.

Table 5.2: Experimental Parameters for SDN based Vertical Handoff Scheme

Parameter Value

Simulator MATLAB, Flooding, MATLAB

Number of access points 9 (each kind has 3 devices)

Coverage radii of access points 30 m, 50 m, 100 m

Transmission powers of access points 0.002 watts, 0.005 watts, 0.02 watts

Maximal number of serving users in access points 10, 20, 30

Basic bandwidth requirements of users 2 Mbps

Bandwidths of access points 20 MHz, 40 MHz, 40 MHz

Initial value of stability period τ1 0.1 second

Time slot 1 second

Channel fading gain h h ∼ exp(1)

Noise power per channel n n ∼ N(0, 1) watts

Moving velocities of users 0 ∼ 5 m/s

Confidence interval δ 95 %
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number of users, larger pass loss exponent environments always have more handoffs.

From the longitudinal comparison we observe that the proposed S-DNVH scheme can

reduce the number of handoffs significantly. This advantage is more remarkable in tough

environments. For example in Fig. 5.11 (c), the number of handoffs in S-DNVH scheme

is nearly 76% less than ABC scheme in the worst case.

Another interesting phenomenon is that the number of vertical handoffs will increase

as more users join in. After the number of users is bigger than around 120, the number

of vertical handoffs in the two contrast schemes becomes relative stable. However, this

phenomenon does not exist in our proposed scheme. We also observe that the ABC

scheme is particularly sensitive to environment condition. The number of handoffs in

ABC varies dramatically as the pass loss exponent changes. Compared to ABC, sit-

uations in other two schemes are much more peaceful. Furthermore, the number of

handoffs in SASHA is getting closer to that in our proposed S-DNVH when the pass

loss exponent increases.

5.5.2.2 Throughput

We compare the total throughput under different network settings in Fig. 5.12. The

total throughput is defined as the sum of channel capacities that non-handoff users and

handoff users can obtain. Since each user is assumed to occupy at most one channel

of access point, higher total throughput will be achieved as more users join in at first.

Then, the value of total throughput has slower growth when the number of users is larger

than a certain value. From Fig. 5.12 we find that, this special value is around 160. Note

that, the experimental 9 access points theoretically can support maximum 180 users at

the same time. Our experimental result is very close to this theoretical value.

From any sub-figure of Fig. 5.12 we can find that S-DNVH scheme always has the

highest total throughput. Fig. 5.12 also reveals that an inverse proportion operates

between the total throughput and the pass loss exponent. Furthermore, from the cross-

wise comparison we can observe that the throughput in our proposed S-DNVH is getting

closer to that in SASHA when the pass loss exponent increases. A similar tendency is

also observed in Fig. 5.12.
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Figure 5.11: Number of users vs. number of handoffs.
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Figure 5.12: Number of users vs. total throughput.
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5.5.2.3 User served ratio

The user served ratio is the ratio of users who have the network service. Following

the definitions and assumptions made in Section 3, the user served ratio is equal to
∑n

j=1
vj(t)+

∑m
i=1

∑n
j=1

fij(t)

n
, where n is the number of users,

∑n
j=1 vj(t) is the number of

non-handoff users and
∑m

i=1

∑n
j=1 fij(t) is the number of handoff users whose vertical

handoffs are successful. We compare the user served ratio under different network set-

tings in Fig. 5.13. It is shows that the proposed S-DNVH scheme always has the highest

user served ratio in different scenarios. As the number of users increases, the user served

ratio sightly increases then decreases. Moreover, user served ratio will be less in higher

pass loss exponent environments. As the pass loss exponent increases, the user served

ratios in SASHA and the proposed S-DNVH get closer to each other.

Another interesting observation is that the turning points in the two contrast schemes

are around 120. This special value has also been found in Fig. 5.11. Thus, we can infer

that the maximal number of served users in the two contrast schemes should be 120.

If there are more than 120 users are added to the scenario, the performance of two

contrast schemes will degrade. However, our proposed scheme does not be affected by

this limitation. Compared with these two schemes, our proposed scheme S-DNVH can

make fuller use of the system resources.

5.6 Summary

In this chapter, we proposed a novel vertical handoff scheme with the support of SDN

technique. The proposed scheme ensures that a user will transfer to the most appropriate

new access point at the most appropriate time. From the standpoint of users, we choose

the channel capacity as the performance metric. When the channel capacities cannot

meet their basic bandwidth requirements, users will initialize vertical handoffs. We

formulated the network selection process as a 0-1 integer programming problem, with the

objective of maximizing the sum of channel capacities that handoff users can obtain from

their new access points. After the network selection process is finished, users have to wait

for a stability period. Only if the new access points are consistently more appropriate

than their current access points, will users transfer their inter-network connections to
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Figure 5.13: Number of users vs. user served ratio.
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the new access points. We carried out comparison experiments under different network

settings. Comparison results demonstrate that the proposed scheme reduces the number

of vertical handoffs, maximizes the total throughput and user served ratio significantly.



Chapter 6

Conclusions and Future Work

6.1 Conclusions

With the advancement of telecommunication technology, mobile devices with wireless

functional are ubiquitous nowadays. An efficient and effective mobility management

scheme for heterogeneous wireless networks becomes more and more important. Moti-

vates by this, we carry out our research on mobility management which has been per-

formed in the dissertation. We focus on three open problems of mobility management:

pinball routing problem, network selection problem and handoff timing problem.

In Chapter 3, we investigated the pinball routing problem for nested mobile networks.

In order to alleviate the heavy data transmission overhead and location update over-

head caused by the pinball routing problem in inter-domain communication, we firstly

proposed the self-adaptive route optimization scheme. The proposed self-adaptive route

optimization scheme guarantees that the times of encapsulation is always smaller than 2

no matter how deep the destination locates at. Furthermore, we extend the self-adaptive

route optimization scheme in order to optimize the routing process of intra-domain com-

munication. In the extended scheme, packets of the intra-domain communication will be

limited in a pretty small region. Consequently, the communication and location update

overheads of inter-domain and intra-domain communications are reduced.

105



Chapter 6. Conclusions and Future Work 106

In Chapter 4, we investigated the network selection problem for distributed sce-

nario, in which there is no centralized control entity. We fully considered the privacy-

preservation of users and assumed that users will not share their private information with

each others. Under this limitation, we proposed a distributed network selection scheme

fulling multiple objectives for heterogeneous wireless network environment. In the pro-

posed distributed network selection scheme, each user will perform its own network

selection based on limited local information. The network selection problem is formulat-

ed as a multi-objective optimization problem which maximizes the channel capacity and

minimizes the blocking probability as the same time. Moreover, the computation and

memory complexities of the proposed scheme are relatively small, which is a competitive

advantage for practical applications.

In Chapter 5, we studied the network selection problem and the handoff timing

problem. We proposed a vertical handoff scheme with the support of SDN technique for

heterogeneous wireless network environment. The proposed scheme ensures that a user

will transfer to the most appropriate new network devices at the most appropriate time.

The network selection problem is formulated as a 0-1 integer programming problem

which maximizes the sum of channel capacities of handoff users. After the network

selection process is finished, we further propose an algorithm to determine the most

appropriate handoff timing. Through intensive comparison experiments, we verify that

our proposed vertical handoff scheme reduces the number of vertical handoffs, maximizes

the total throughput and user served ratio significantly.

6.2 Future Work

As we move toward 5G era, environment becomes so complex that the mobility manage-

ment facing with new challenges. The SDN technique is an effective tool to deal with

networking problems. As the future work, we want to study the mobility management

in 5G and SDN combined environments. Furthermore, the increasingly serious data se-

curity problem requires the mobility management strategy to consider the security and

privacy-preservation.
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