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Abstract

The demand for developing renewable energy technologies has been growing in
today’s society. As one of promising renewable energy sources, large-scale en-
ergy harvesting from structural vibrations employing electromagnetic transducers
has recently been proposed and considerable effort has been devoted to increase
the power generation capability. In this paper, we introduce the mechanism of
a tuned inertial mass electromagnetic transducer (TIMET), which can absorb vi-
bratory energy more efficiently by tuning the parameters to adjust the system.
Then we propose a new vibratory energy harvester with the TIMET and deter-
mine the parameter values for the device with a simple static admittance (SA)
control law to maximize the energy harvested from a stationary stochastic distur-
bance. To investigate the energy harvesting potential of the TIMET further, the
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performance-guaranteed (PG) control and the LQG control proposed in the liter-
ature are applied as well. Then the numerical simulation studies are carried out
and the effectiveness of the proposed energy harvester is examined by comparing
the traditional electromagnetic transducers.

Keywords: Energy harvesting, Tuned inertial mass electromagnetic transducer,
Optimization

1. Introduction

Vibratory energy harvesting technologies, which convert mechanical vibration
energy to electrical energy, have been getting attention over the last decade [1].
The mainstream of this research area has been limited in harvesting milliwatt-
scale power from ambient structural vibration with piezoelectric devices for wire-
less sensing and embedded computing systems [2, 3, 4, 5]. While, recently, large-
scale energy harvesting from vibratory structures with electromagnetic transduc-
ers has been considered as down-to-earth renewable energy source [6]. The ex-
amples of these large-scale energy harvesting applications include automotive
suspensions [7], railway systems [8], wave-excited offshore structures [9], and
wind-excited high-rise buildings [10]. These references have shown that electro-
magnetic transducers enable watt- to kilowatt scale energy harvesting.

One of the major challenges of this technology concerns the efficient extrac-
tion and transmission of power from a transducer to a storage device such as su-
percapacitor or rechargeable battery. It was shown that theoretically, the rate of
power conversion can be greatly improved through the use of power-electronic
switching converters, which can impose static or dynamic relationships between
the voltage and currents of the transducers. The currents in these converters can be
controlled by operating the converter’s transistors such as switches, which open
and close circuit paths. Efficient conversion circuit and control systems for en-
ergy harvesting have been sought and investigated by a number of researchers
[11, 12, 13].

Meanwhile, in civil engineering, to increase energy absorption performance
in structures subject to earthquake loadings, tuned viscous inertial mass dampers
have been proposed [14, 15]. The tuned viscous inertial mass damper is com-
posed of a rotational mass damper and a supporting spring parts. The rotational
mass damper part consists of a ball screw mechanism, a rotating mass, and a vis-
cous material. The ball screw mechanism is employed to convert linear motion
to rotational behavior. Then a rotary inertial mass effect is produced by rotating
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Figure 1: Damper models: (a) Tuned viscous inertial mass damper (b) Tuned inerter damper

the mass and an amplified equivalent mass effect is obtained. The force produced
by the inertial mass is proportional to the relative acceleration between both ends,
which is defined as inerter in [16]. This rotational mass damper is connected to
a structure through the supporting spring, whose stiffness is tuned so that the ro-
tational viscous mass damper absorbs input energy to the structure effectively. In
this system, the amplified equivalent mass and the damping part are connected in
parallel and the spring is arranged in series with them as depicted in Fig. 1 (a).
For vibration suppression in civil structures, [17] proposes tuned inerter dampers
(TID), in which the control force is generated by combining a flywheel and a
gear. The mechanical model of the TID is illustrated in Fig. 1(b), schematically.
The difference from the model of the tuned viscous inertial mass damper is that
the spring and damping elements are arranged in parallel and the inerter part is
connected in series with the spring and damping part. The equivalent mechanism
called electromagnetic tuned inerter damper (E-TID) is realized in [18] with an
electromagnetic device and it is shown that the E-TID is able to be operated on
the self-powered energy.

This paper employs the tuned inertial mass effect and investigates the po-
tential of a energy harvester which consists of a tuned inertial mass electromag-
netic transducer (TIMET) and a single-degree-of-freedom (SDOF) oscillator. The
TIMET is a device combining the electromagnetic transducer [19] and the tuned
viscous inertial mass damper [14]. Both the systems can be realized through one
ball screw mechanism at the same time, which makes the proposed device simple
and compact. Thus the TIMET can be considered as a promising device from
the view point of energy harvesting. To verify the effectiveness of the proposed
device, three algorithms proposed in the literature for harvesting energy are ap-
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Figure 2: (a) Bi-directional converter (b) Single-directional converter

plied, i.e., static admittance (SA) control, performance-guaranteed (PG) control
[20], and LQG optimal control [21].

To implement these controllers, appropriate converters need to be connected
to the transducer such as a single-directional converter for the SA and the PG con-
trollers and a bi-directional converter for the LQG controller. These converters are
used to control the input current to the transducer. The bi-directional converter can
be realized by using an H-bridge with four MOSFETs as illustrated in Fig. 2(a)
and it enables two-way power flow. However, when the switching of a MOSFET
is controlled via high-frequency pulse-width modulation (PWM), an unavoidable
parasitic power loss happens due to the switching energy [22]. While, although the
single-directional converter restricts the power flow, PWM operates on only a sin-
gle MOSFET, so generally, the total amount of parasitic loss in single-directional
converters become less than bi-directional cases.

In this paper, first, the mechanism of the proposed device is described and the
mathematical models of the energy harvester with the TIMET and disturbance are
developed. Then an optimization technique for the static admittance and the stiff-
ness of the supporting spring to maximize the generated power on the proposed
device subject to stochastic disturbances is introduced. And the algorithms of the
PG control and the LQG optimum control are reviewed briefly. Subsequently, re-
sults calculated from numerical simulations are presented. Conclusions obtained
from this study then follow.

Note that in this paper for any matrix Z ∈ Rn×n and n ∈ N, Z > 0 and Z ≥ 0
represent positive definite and positive semidefinite, respectively.

2. Tuned Inertial Mass Electromagnetic Transducer

We begin by reviewing the electromagnetic transducer introduced in [19],
which is designed to convert mechanical energy to electrical energy and vice
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Figure 3: Models: (a) Electromagnetic transducer (b) SDOF energy harvester with an electromag-
netic transducer (c) Tuned inertial mass electromagnetic transducer (TIMET) (D) SDOF energy
harvester with a TIMET.

versa. The mechanical model used in [20] is illustrated in Fig. 3 (a). The electro-
magnetic transducer consists of a ball screw mechanism and a permanent magnet
synchronous machine and has unavoidable small equivalent mass md , damping
cd , stiffness kd , and electromechanical coupling ce. The energy harvesting system
consisting of the transducer embedded within a SDOF oscillator is shown in Fig.
3 (b). The SDOF oscillator has mass ms, damping cs, and stiffness ks.

To increase energy absorbing capability, the energy harvester employing a
TIMET is proposed in this section. In a similar way to the tuned viscous iner-
tial mass damper introduced in the introduction, a linear spring whose stiffness is
kb is installed in series with the electromagnetic transducer part and a larger equiv-
alent mass is used in the proposed TIMET as shown in Fig. 3 (c). The amplified
equivalent mass effect can be realized through a ball screw mechanism easily with
a relatively small physical mass. The proposed energy harvester is designed by
combining the TIMET with a SDOF oscillator system as illustrated in Fig. 3 (d).

The equation of motion of the proposed energy harvester is derived as follows.
If x is the displacement relative to the ground of the SDOF oscillator and xd is the
displacement of the equivalent mass. Then the equation of equilibrium of the
oscillator would be

msẍ+ csẋ+ ksx =−msa− fb (1)
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where a is the base acceleration and fb is the force from the supporting stiffness
given by

fb = kb(x− xd) (2)

and the one of the transducer part becomes

md ẍd + cd ẋd + kdxd = cei+ fb (3)

where i is the current into the transducer. Note that the stiffness of the supporting
spring must be positive, thus kb is constrained by

kb ∈ (0,∞) (4)

If we define xE =
[
x xd

]T , these two equations of motion for the energy harvester
with the TIMET are expressed, in matrix form, as

ME ẍE +CE ẋE +KExE = EE i+FE fb +GEa (5)

where

ME =

[
ms 0
0 md

]
, CE =

[
cs 0
0 cd

]
, KE =

[
ks 0
0 kd

]
, (6)

EE =

[
0
ce

]
, FE =

[
−1
1

]
, GE =

[
−ms

0

]
(7)

3. Energy Harvesting Problem for the TIMET

To investigate the potential power generation on the energy harvester with the
TIMET controlled by the SA, PG, and LQG optimal laws, the state-space forms
of the equation of motion of the device and the input disturbance are developed.
And the objective function for the energy harvesting performance is defined. Then
three algorithms applied in this paper are introduced briefly.

3.1. Harvester and disturbance modeling
The equation of motion of the proposed vibration energy harvester derived in

Section 2 can be rewritten in state-space form, by defining xh =
[
xT

E ẋT
E
]T , as

ẋh(t) = Ahxh(t)+Bhi(t)+Fh fb +Gha(t) (8)
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where

Ah =

[
0 I

−M−1
E KE −M−1

E CE

]
, Bh =

[
0

M−1
E EE

]
, (9)

Fh =

[
0

M−1
E FE

]
, Gh =

[
0

M−1
E GE

]
(10)

and the voltage of the transducer is assumed to be the output of the system as

v = Chxh(t) (11)

where
Ch =

[
0 0 0 ce

]
(12)

We assume that the disturbance acceleration a(t) is filtered white noise and its
power spectral density equals to

Sa(ω) =

∣∣∣∣ jqω
−ω2 +2 jζaωaω +ω2

a

∣∣∣∣2 (13)

where j is the imaginary unit (i.e., j2 = −1), ωa is the center of the passband of
a(t) and ζa determines the spread of its frequency content. For such a process,
it is straightforward to represent the disturbance dynamics by a two-dimensional
state-space of the form

ẋa(t) = Aaxa(t)+Baw(t) (14)
a(t) = Caxa(t) (15)

where

Aa =

[
0 1

−ω2
a −2ζaωa

]
, Ba =

[
0

2σa
√

ζaωa

]
, Ca =

[
0 1

]
(16)

and w(t) is a white noise with spectral intensity equal to 1. The parameter q in Eq.
(13) is adjusted such that a(t) has a consistent standard deviation of σa, i.e.,

σa =

√
1

2π

∫ ∞

−∞
Sa(ω)dω (17)

This allows us to compare energy harvesting performances from disturbances of
varying spectral content but equal intensity. Note that when ζa is close to 0, the
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disturbance becomes narrowband random vibration. Especially, as ζa → 0, the
disturbance approaches to a sine wave. While, when ζa is a large value, the dis-
turbance contains broadband frequency contents.

Combining the harvester and disturbance dynamics yields an augmented sys-
tem given by

ẋ(t) = Ax(t)+Bi(t)+F fb +Gw(t) (18)
v = Cx(t) (19)

where the augmented matrices A, B, F, G, and C are

A =

[
Ah GhCa
0 Aa

]
, B =

[
Bh
0

]
, F =

[
Fh
0

]
, (20)

G =

[
0

Ba

]
, C =

[
Ch 0

]
(21)

and the resultant augmented state vector is x =
[
xT

h (t) xT
a (t)

]T .

3.2. Energy harvesting objective
To assess the energy harvesting capability of the proposed device, the energy

harvesting objective for the system in Eqs. (18) and (19) is needed. In this paper,
the power delivered to storage is defined as the power extracted by the harvester
minus the transmission losses in the transducer and power electronics circuitry,
i.e.,

Ps(t) =−i(t)v(t)−Pd(t) (22)

where Pd(t) is the transmission dissipation. Generally, the dissipation Pd(t) is
quite complicated, and it depends not only on the electronic hardware used to
realize the controller but also on the manner in which this hardware is operated
such as its switching frequency, bus voltage, and MOSFET gating voltage. How-
ever, for simplicity, the assumption that the power dissipated in the electronics is
resistive, i.e.,

Pd(t) = Ri2(t) (23)

is used in this paper as in [20]. Provided these assumptions, the energy harvesting
objective can be defined as the expectation of Eq. (22), i.e.,

P̄g =−E

{[
x
i

]T [ 0 1
2CT

1
2C R

][
x
i

]}
(24)

The objective of this section is to increase energy harvesting performance ex-
pressed by Eq. (24) through various algorithms and converter systems.
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3.3. Admittance constraint for the single-directional converter
For the SA and PG controllers, we refer to the single-directional converter

used in [20]. In this case, the input current to the transducer i(t) is expressed by

i(t) =−Y (t)v(t) (25)

where i(t) is the current into the transducer, v(t) is the transducer voltage, Y (t)
has units of admittance, and in addition, the constraint

Y (t)≥ 0 (26)

is required for the one-way power directionality. We assume further that a buck-
boost converter controlled via high-frequency PWM switching of a single MOS-
FET as shown in Fig. 2 (b) is employed and that the converter is operated in
discontinuous conduction mode (DCM). This is because these assumptions have
two advantages. First, in terms of the rectifier of voltage VR, the input impedance
of the converter can be approximated by resistance at frequencies well below the
switching frequency of the converter [22]. Second, the input impedance is barely
affected by the behavior of storage voltage VS.

The desired admittance values to control the input current to the transducer
is realized by changing the duty cycle of the MOSFET. However, the admittance
value is bounded from above by Y max, which is determined by the limit value
of the duty cycle for the DCM. The value of Y max can be calculated using the
known parameters of the power electronic converter such as inductance, switching
frequency, etc, which is beyond the scope of this paper. Also, as mentioned, the
admittance is restricted by Eq. (26). Therefor these two restrictions result in the
following constraint

Y ∈ [0,Y max] (27)

Through the duty cycle of the MOSFET connecting with a comparator, the
admittance value can be controlled. For example, the duty cycle for the static
admittance can be obtained by connecting a passive circuit containing two parallel
resistors to the non-inverting input of the comparator. The details of the method to
realize the constant admittance can be found in [23, 24]. While, for time-varying
admittance as used in the PG algorithm, the duty cycle is controlled on a real-time
basis by employing a sawtooth function with a specified frequency [20].

3.4. Optimal static admittance and spring stiffness
To apply the SA control to the TIMET, unlike the traditional electromagnetic

transducer case as shown in Fig. 3 (a), the stiffness of the supporting spring kb as
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well as the constant admittance Yc need to be determined. The method to explore
the optimal values for these parameters to maximize the generated power given
by Eq. (24) is introduced here.

The input current to the transducer and the force from the supporting spring
are expressed as functions of the state variable x, i.e.,

i(t) =−YcCx(t) (28)

and
fb(t) = kbTx(t) (29)

where T =
[
1 −1 0 0 0 0

]
. Substituting Eqs. (28) and (29) into Eq. (18)

yields the closed-loop dynamics having the form

ẋ(t) = (A−YcBC+ kbFT)x(t)+Gw(t) (30)

For this linear time-invariant system, the optimal values for Yc and kb are obtained
as follows.

For any time-invariant Yc and kb satisfying Eqs. (27) and (4), it is a standard
result (see [25], for example) that the power generation objective can be written
as

P̄SA
g =− tr[GT SSAG] (31)

where SSA = ST
SA < 0 is the solution to the Lyapunov equation

(A−YcBC+kbFT)T SSA+SSA(A−YcBC+kbFT)+CT (−Yc+Y 2
c R)C= 0 (32)

As mentioned in Section 3.3, the value of Y max is affected by the MOSFET. Thus,
for an ideal system, Y max must be less than or equal to 1/R, so the last term on
the left-hand side of Eq. (32) is negative-semidefinite for all Yc. Thus, since
A−YcBC+ kbFT is asymptotically stable, the definiteness of SSA is assured by
Lyapunov’s second theorem [26].

The above conditions can be rewritten in the form of a bilinear matrix in-
equality (BMI) problem with the products (A−YcBC+ kbFT)T SSA comprising
the bilinear terms in the expressions. This leads to the following theorem. In the
interest of brevity, the theorem is not proved here, however, this is analogous to
other standard techniques for convex analysis of Lyapunov equations [27].

THEOREM 1. Let P̄gm be an expected power generation of a specific value.
Then for any Yc ∈ [0,Y max] and kb ∈ (0,∞), P̄g > P̄gm if and only if ∃ΣSA = ΣT

SA < 0,
such that

− tr[GT ΣSAG]> P̄gm (33)

10



[
AT

clΣSA +ΣSAAcl −CTYcC YcCT

YcC R−1

]
> 0 (34)

where Acl = A−YcBC+ kbFT

The objective is to maximize P̄gm, subject to constraints Eqs. (27), (4), (33),
(34), and ΣSA < 0. We note that the fact that A−YcBC+ kbFT is known to be
asymptotically stable for all Yc and kb satisfying Eqs. (27) and (4) is exploited;
if this were not the case, then it could not be assumed that Eq. (34) ensures
ΣSA > SSA, which is necessary for Eq. (33) to conservatively enforce P̄SA

g ≥ P̄gm.
BMI-constrained optimizations are nonconvex, which can be converted to con-

vex optimizations (through a change of coordinates) only in very special cases.
Unfortunately, in this particular problem, a technique to do this is not known.
Thus nonconvex optimization techniques must be used. Results in this paper were
obtained using convex over-bounding techniques, as originally proposed by [28]
and [29]. In this technique, first, the bilinear terms such as YcΣSA and kbΣSA in Eq.
(34) are linearized. Then, to maximize P̄gm, the values of ΣSA, Yc, and kb are found
in the constrained feasible regions iteratively. The details of these techniques are
not described in this paper. However, the outline of the method can be found in
[30].

3.5. Performance-guaranteed control with a single-directional converter
For comparison, the efficacy of the TIMET controlled by the PG algorithm

proposed in [20] is examined. This algorithm is operated with a single-directional
converter as shown in Fig. 2 (b). Then the admittance Y becomes a function of
time varying within the range of Eq. (27) so that the generated power must be
larger than the SA case, i.e.,

P̄PG
g ≥ P̄SA

g (35)

where P̄PG
g represents the generated power by the PG control.

To implement this algorithm, k∗b obtained for the SA control is used for the
stiffness for the supporting spring. Thus, the augmented system Eq. (18) for the
TIMET is modified as

ẋ(t) =Āx(t)+Bi(t)+Gw(t)
=(Ā−Y (t)BC)x+Gw(t)

(36)

where

Ā =

[
Āh GhCa
0 Aa

]
, Āh =

[
0 I

−M−1
E K̄E −M−1

E CE

]
(37)
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and

K̄E =

[
ks + k∗b −k∗b
−k∗b kd + k∗b

]
(38)

The PG control is described by the next theorem.

THEOREM 2. For the system in Eq. (36), let Y ∗
c be the optimal static admit-

tance. Then the input current for the PG control is given by

i(t) =


iu(t) : iuv+ i2u/Y max ≤ 0
0 : iuv+ i2u/Y max > 0 and iuv > 0
−Y maxv(t) : otherwise

(39)

where

iu =− 1
R

(
BT SPG +

1
2

C
)

x (40)

and SPG = ST
PG < 0 is the solution to the Lyapunov equation

(Ā−Y ∗
c BC)T SPG +SPG(Ā−Y ∗

c BC)+CT (−Y ∗
c +Y ∗2

c R)C = 0 (41)

And the energy harvesting performance obtained by this input current becomes

P̄PG
g = P̄SA

g +RE
{
(iu +Y ∗

c v)2 − (iu − i)2} (42)

which satisfies Eq. (35).

Note that SPG = SSA because Eq. (41) is nothing but Eq. (32). The details and
proof of the PG control is provided in [20]. This controller can be realized with
a single-directional converter and the energy harvesting performance of the SA
controller is guaranteed. However, to implement this controller, in general, the
full-state measurements is required.

3.6. LQG optimal control with a bi-directional converter
Finally, the energy harvesting performance of the TIMET by the LQG optimal

control is investigated. As in the case of the PG control, k∗b obtained for the SA
control is used for the stiffness of the supporting spring kb. We assume here that
an unconstrained bi-directional converter is employed such that the H-bridge can
control the current i(t) with high enough bandwidth. In this case, it is shown that
the LQG optimal control provides the causal limit on power generation in [21].
The controller and the energy harvesting performance are summarized in the next
theorem.
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THEOREM 3. The optimal energy harvesting current is given by the linear state
feedback relationship

i =− 1
R

{
BT SLQG +

1
2

C
}

x (43)

where SLQG = ST
LQG < 0 is the solution to the nonstandard Riccati equation

(
Ā− 1

2R
BC

)T

SLQG +SLQG

(
Ā− 1

2R
BC

)
− 1

R

(
SLQGBBT SLQG +

1
4

CT C
)
= 0 (44)

By this controller, the optimal average power generation is

P̄LQG
g =−GT SLQGG (45)

The poof of this theorem is not provided here, however it can be found in [21].
Generally, for this controller, all the states need to be measured as well.

4. Numerical Simulations

To validate the efficacy of the proposed energy harvester with the TIMET, nu-
merical simulation studies are carried out. To decide realistic parameter values for
the proposed device, we referred to the values for the electromagnetic transduc-
ers which are derived experimentally and used in [19, 20]. Then the results are
compared with the electromagnetic transducer case studied in [20]. The natural
frequency of the SDOF oscillator used in this study is

√
ks/ms = 3.16 rad/s. To

investigate the effect of the inertial mass of the TIMET, two different equivalent
masses, i.e., (a) 20 kg (same as the electromagnetic transducer) and (b) 400 kg, are
employed. Table 1 summarizes the parameter values used in this study. Because
the performance of the PG controller does not have a closed-form solution, P̄PG

g
is obtained as an approximate stationary solution through simulation for 3000 s at
a sample of rate of 100 Hz as in [20]. The initial condition of Eq. (14) is set to
0. The natural period of the oscillator is about 1 s, so 3000 s simulation is con-
sidered to be long enough to ignore the effect of the initial condition of the filter.
The upper limit for kb is set to 3000 kN/m because of implementing the optimiza-
tion problems for the SA controller. This value is large enough for the system to
consider the supporting spring as a rigid body. These numerical simulations are
implemented within MATLAB. The obtained P̄g to various ωa from 2 to 5 rad/s

13



Table 1: Parameter values of the electromagnetic energy harvester.

ET
TIMET

Parameter (a) (b)
ms 3000 kg
cs 395 N s/m
ks 3×104 N/s
md 20 kg 400 kg
cd 575 N s/m
kd 630 N/m
ce 453 N/A

Y max 0.05 Ω−1

σa 0.18 m/s2

for the cases of ζa = 0.05, ζa = 0.5, and ζa = 1 are plotted in Figs. 4 through 12.
It should be noted that small ζa represents a narrowband disturbance and large ζa
produces a broadband disturbance. To examine the effect of the resistance, two
values are employed, i.e., R = 5 Ω, R = 20 Ω for the three controllers.

The results obtained from the SA control are shown in Figs. 4 through 6.
In theses figures, the ratios of the TIMET cases to the standard electromagnetic
transducer cases, and the optimized values for Yc and kb, which are represented
by Y ∗

c and k∗b, respectively, are plotted as well. As can be clearly seen in Figs. 4
through 6, it can be concluded that the proposed TIMET with the SA controller
performs better than the general electromagnetic transducer in terms of energy
harvesting performance measure. Especially, when the input disturbance is nar-
rowband, the maximum values obtained from the TIMET (a) and (b) show huge
advantages compared to the ones of the electromagnetic transducer. This results
imply that if the TIMET is tuned appropriately, we can take full advantage of the
capabilities of the proposed device to narrowband input. The difference between
the electromagnetic transducer and TIMET (a) cases shows that the use of the sup-
porting spring facilitates the energy harvesting performance dramatically. While,
the effect of the inertial mass of the TIMET does not lead to significant differ-
ences in the maximum power generation when narrowband input is applied and
the resistance R is small. However, as the disturbance includes more broadband
frequencies and the resistance becomes higher, the TIMET with a larger inertial
mass increases the performance as shown in Figs. 5 (b) and 6 (b). Therefore we
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Figure 4: Comparisons of the energy harvesters obtained by the SA control for ζa = 0.05; (a)
R = 5 Ω, (b) R = 20 Ω.

can conclude that the inertial mass provides robustness to broadband disturbances
in a resistive circuit.

Figures 7 through 9 compares the results of the PG control cases. These figures
provide the power generation, ratios to the electromagnetic cases, and ratios to the
SA cases. For the narrowband input case as shown in Fig. 7, the advantage of
the proposed device can be found in both resistance cases. However, as shown
in Figs. 8 and 9, the superiority of the TIMET disappears gradually as the input
frequency component spreads, especially for the low resistance case .

Similar trends to the PG cases can be observed in the LQG control cases as
shown in Figs. 10 through 12, i.e., the TIMET works well to the narrowband input,
while it is not advantageous to the broadband input especially when the resistance
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Figure 5: Comparisons of the energy harvesters obtained by the SA control for ζa = 0.5; (a)
R = 5 Ω, (b) R = 20 Ω.

is 5 Ω. As can be seen in the ratios to the SA controllers, the TIMET does not
exploit the features of the PG and LQG controllers as much as the electromagnetic
transducer does. These results lead to the conclusion that when the PG and LQG
controllers are applied, the existence of the supporting spring tuned to a certain
frequency have a risk of hampering the energy harvesting performance, especially
to broadband inputs.

5. Conclusions

The primary purposes of this paper have been to investigate the energy har-
vesting potential of the TIMET installed on a SDOF oscillator to stochastic dis-
turbances. The results obtained from the numerical simulation studies showed
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Figure 6: Comparisons of the energy harvesters obtained by the SA control for ζa = 1; (a) R= 5 Ω,
(b) R = 20 Ω.

the effectiveness of the TIMET, especially when the SA controller which does
not require full-state feedback is applied. These results lead to the conclusion
that the energy harvesting performance of the electromagnetic transducer can be
increased by uses of a tuned spring appropriately and a rotational mass without
applying complex control algorithms which require full-state measurements such
as the PG and LQG controllers. Contrary to our expectations, the maximum en-
ergy harvesting performance to narrowband inputs did not depend that much on
the inertial mass effect for the three controllers.

Still a major advantage of the proposed device over the traditional electro-
magnetic transducer was observed when the input disturbance was narrowband.
Therefore, we can expect that the TIMET works well when it is applied to civil
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Figure 7: Comparisons of the energy harvesters obtained by the PG control for ζa = 0.05; (a)
R = 5 Ω, (b) R = 20 Ω.

structures. This is because buildings and bridges are exposed to a variety of ex-
ternal disturbances such as earthquake loadings, wind forces, cars, and trains and
vibrations are induced constantly. Also, in general, civil structures have a huge
mass and a dominant natural frequency in a low frequency range (typically less
than 10 Hz). These properties are suitable for the proposed device. Thus by tuning
the TIMET to the dominant frequency, vibration of civil structures can be a new
renewable energy source. Hence examining the possibilities of these applications
is an important subject of the future work. As another future work, experimental
verification of the proposed energy harvester is required and the potential abilities
of the TIMET as a self-powered control system should be investigated as well.
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