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## Abstract

Rail transport systems in the greater part of Japan and the world are considerably large and highly complex at the present day. They are, therefore, operated in accordance with a set of predetermined schedules. Rail transport scheduling, which consists mainly of train timetabling, rolling stock assignment to train tasks, crew assignment to train tasks and rolling stock unit shunting, has been one of major applications of operations research and mathematical optimization, due to its complexity and significant impact on the operating costs and the service level to passengers and freight customers.

Railway operations, planned in any manner, are subject to internal or external disturbance. When they are disrupted to a certain extent, a rail transport management staff called dispatchers inevitably reschedules the plans to manage the situation. Rail transport rescheduling is a real-time process, and that as well as the problem scale and complexity derived from the scheduling phase makes the task more strenuous.

This thesis provides optimization approaches to the rail transport rescheduling to assist the dispatchers in their disruption management. We focus on passenger-oriented rescheduling of a passenger train timetable on a railway line with an ordinary track layout in Japan, operator-oriented rolling stock reassignment to passenger or freight train tasks on a railway network and operator-oriented crew reassignment to passenger or freight train tasks on a railway network. We model the rescheduling as integer programming problems, and propose algorithms to provide desirable solutions in real time.

In our timetable rescheduling formulation, we simultaneously model train operations and passengers' behavior to quantify and minimize our passenger-oriented objective function named further inconvenience to passengers. We apply column generation to the rolling stock and the crew rescheduling to obtain good solutions for them in real time. In the rolling stock rescheduling, efficient column generation and relaxation of the problem named set-covering relaxation are also introduced to enhance the computation.

We observe that our timetable rescheduling approach improves a train-punctualityoriented rescheduled timetable within allowable computation time for a line with medium train traffic and delay. The rolling stock and the crew rescheduling algorithms provide optimal or near-optimal solutions for a practical network in acceptable time.
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## Chapter 1

## Introduction

### 1.1 Background

Rail transport systems in the greater part of Japan and the world are considerably large and highly complex at the present day. They are, therefore, operated in accordance with a set of predetermined schedules. Rail transport scheduling consists mainly of train timetabling, rolling stock assignment to train tasks, crew assignment to train tasks and rolling stock unit shunting at rolling stock depots and certain stations. Each of them has been one of major applications of operations research and mathematical optimization, for both passenger trains and freight trains. One reason for this is that the complexity of the problems arouses requests for algorithmic aid. Another is that planned schedules have a significant impact on the operating cost as well as the service level to passengers and freight customers. Academic approaches in these fields have brought a great success to some railway operating organizations.

Railway operations, planned in any manner, are subject to internal or external disturbance. When they are disrupted to a certain extent, a rail transport management staff called dispatchers inevitably reschedules the plans to manage the situation. Rail transport rescheduling is a real-time process, and that as well as the problem scale and complexity derived from the scheduling phase makes the task more strenuous. On the basis of the successful results of the scheduling phase and progress on computing power as well as algorithms for operations research and mathematical optimization problems, the rescheduling process is receiving attention in the rail transport literature.

### 1.2 Motivation and Purpose

This thesis provides optimization approaches to the rail transport rescheduling to assist the dispatchers in their disruption management. We focus on more passenger-oriented
rescheduling of a passenger train timetable on a railway line, compared to simple train-punctuality-oriented rescheduling, which has been more vigorously discussed in the railway timetable rescheduling literature. We have to evaluate influence of disruption to the passengers in detail and to make deterioration of a services level to them as little as possible. This is not merely one of missions of railway operating organizations as public services; it is also the problem of the passengers' faith in the organizations and will consequently influence their future use of the services. We also present rolling stock reassignment to passenger or freight train tasks on a railway network and crew reassignment to passenger or freight train tasks on a railway network. They should be operator-oriented; the scale of the actions to be rescheduled is preferred to be as small as possible, since the dispatchers in charge of the rolling stock and the crew rescheduling have to communicate the modified pieces from the current schedule in the new schedule to a relevant staff. They have to bear the heavy burden if the scale is large. We model the rescheduling as integer programming problems, and propose algorithms to provide desirable solutions in real time.

### 1.3 Contributions

This thesis makes original contributions to the rail transport rescheduling literature, by providing integer programming formulations and algorithms for timetable rescheduling, rolling stock rescheduling and crew rescheduling. We briefly summarizes them for each of the rescheduling topics.

We focus on the timetable rescheduling of passenger trains on a railway line based on (K.) Sato et al. (2013). We simultaneously handle change of passengers' behavior called passenger rerouting and five detailed rescheduling measures to manage disrupted train operations: reordering of trains, local rerouting (change of track assignment) of trains inside a station, retiming of trains, change of rolling stock assignment to a train and change of a train type. This approach is significant for the passenger-oriented rescheduling since train orders affect passengers' behavior. With all these being incorporated into one mixed integer programming problem, we try to minimize the total increased amount of inconvenience to passengers, which is a valid extension of passengers' arrival delay, over all origin-destination pairs of the passengers.
We present rolling stock rescheduling of passenger or freight trains based on (K.) Sato and Fukumura (2012). In the railway industry, our rolling stock rescheduling is the first approach that formulates the rescheduling as an integer programming problem which can be considered as a variant of the set partitioning problem. We apply column generation, and temporarily introduce relaxation of the original formulation named set-covering relaxation, to solve the problem in acceptable time. In the column generation of our algorithm,
a feasible schedule of each rolling stock unit is generated in polynomial time. In such a schedule, the necessary number of inspections is carried out at a proper interval and the number can be two or more when a rescheduling period is long. Our algorithm does not necessarily provide an optimal rolling stock rescheduling solution for every instance due to a limited number of columns to be generated. It provides an optimal solution or decides the infeasibility of the instance correctly, however, when the column generation terminates with an integral solution.

We discuss crew rescheduling of passenger or freight trains based on (K.) Sato and Fukumura (2011a). In the railway industry, our crew rescheduling is one of the first approaches that formulate the rescheduling as an integer programming problem which can be considered as a variant of the set covering or the set partitioning problem. The problem is solved by column generation. Our algorithm does not necessarily provide an optimal crew rescheduling solution for every instance due to a limited number of columns to be generated. It provides an optimal solution or decides the infeasibility of the instance correctly, however, when the column generation terminates with an integral solution.

### 1.4 Outline

The remainder of this thesis is organized as follows. Chapter 2 gives an overview of rail transport rescheduling. The next three chapters provide integer programming approaches to the rail transport rescheduling. In Chapter 3, we discuss timetable rescheduling. We then present models and algorithms for rolling stock rescheduling in Chapter 4. In Chapter 5 , we deal with crew rescheduling. Chapter 6 concludes our work. We lastly state future work and prospects for practical real-time rescheduling.

## Chapter 2

## Rail Transport Scheduling and Rescheduling

### 2.1 Rail Transport Scheduling

### 2.1.1 Classification of Problems

Rail transport scheduling has been one of major applications of operations research and mathematical optimization. Hillier and Lieberman (2014), Nemhauser and Wolsey (1999) and Wolsey (1998) expound various theoretical topics on these fields. Practical approaches based on theoretical work have brought a great success to some train operating organizations. Ben-Khedher et al. (1998), Ireland et al. (2004) and Kroon et al. (2009) are monumental work.

Caprara et al. (2007) discusses passenger railway scheduling, mainly focusing on that in Europe. Six scheduling problems are presented: line planning, train timetabling (we call it timetable scheduling in this thesis), train platforming, rolling stock circulation (rolling stock scheduling), train unit shunting (shunting scheduling) and crew planning (crew scheduling), which are planned in this order. The line planning is to decide a route and stop stations of train services on a railway network. The timetable scheduling is to provide arrival and departure times of all the trains at all the predetermined points on their route, whose typical example is a station. A route of each train inside every station is decided in the train platforming, including a track which is adjacent to a platform and which the train passes through or stops at. The rolling stock scheduling is assignment of rolling stock units to each of the timetable. Shunting is applied to rolling stock units and is carried out at rolling stock depots and certain stations, whose processes include their routing as well as their coupling and uncoupling. They are planned in the shunting scheduling. A train
crew is composed of mostly one driver and one or a few conductors. The crew scheduling is assignment of them to each of the timetable. The scheduling is further classified into short-term, typically one or two days, planning of work, and long-term one in which the short-term plans are combined. The latter is called crew rostering.

According to Planning Systems Laboratory, Railway Technical Research Institute (2005), rail transport scheduling is classified into four units in Japan: timetable scheduling, rolling stock scheduling, crew scheduling and shunting scheduling. The rolling stock, the crew and the shunting scheduling depend on a planned timetable. The latter schedules depend on the former schedules. For instance, crew members have been trained to operate limited types of rolling stock unit. Shunting operations in a rolling stock depot or a station are based on the arrivals and departures of rolling stock units there. On a certain line, drivers who operate trains between stations also do inside a rolling stock depot or a station. The scale and complexity of each scheduling phase makes all of them difficult to be handled simultaneously. Therefore, they are planned in the first described order on the whole, except that the rest of the schedules can be anticipated, for instance, from the current ones, and that a part of the work can be carried out independently. In this country, a timetable is mostly planned for each railway line and trains running on the line pass through or stop at one of a few predetermined tracks at a station. At some stations, only one track exists for each direction towards which trains run. Trains are ordinarily classified into a few or several types and stop stations on the line are decided for each type. Line planning and train platforming are hence integrated into the timetable scheduling. Arrival and departure times of a train which runs through two or more lines are often discussed between timetable planners of the involved lines, or an integrated timetable of trains which run on the lines is scheduled. When trains temporarily occupy the same piece of infrastructure on an ordinary railway line, their orders should be planned. The departure order of two trains from a station which will run toward the same railway track segment is a typical example. In a rolling stock schedule, the position of a rolling stock unit should also be stated when a train is composed of two or more units. A periodic inspection (or called maintenance) of each unit, for every a few or several days, has to be carried out. It takes a few hours. It is also specified when and where every inspection is done. In a crew schedule, work of any crew member for one or two days ordinarily begins and ends at the same crew base to which he/she belongs to.

### 2.1.2 Scheduling Entities

On many European railway lines and networks, a single infrastructure manager and train operators are the organizations involved in rail transport, according to Caprara et al.
(2007). The infrastructure manager is responsible for train planning and real-time traffic control, whereas the train operators provide transport services. The operators can be split into operators of passenger trains and operators of cargo trains. The train operators perform line planning and make an ideal timetable of their train services. The infrastructure manager deals with timetable scheduling and train platforming, based on the requests by the train operators. Rolling stock scheduling, shunting scheduling and crew scheduling are planned by the train operators.

In Japan, the organizations involved in rail transport are typically divided into passenger railway operators and freight train operators. Each of most railway lines is operated by a single passenger railway operator, who also owns the infrastructure. Meanwhile, most freight trains operated by a freight train operator run on a network which consists of several lines, and infrastructure on each of them is managed by a passenger railway operator. The timetable, the rolling stock, the crew and the shunting scheduling are all planned by each operator. The timetables of the freight trains and ones which run through several lines owned by different operators are then discussed and adjusted by timetable planners of the relevant operators.

### 2.1.3 Scheduling Approaches

The readers are recommended referring to Assad (1980), Bussieck et al. (1997), Caprara et al. (2007), Cordeau et al. (1998), Crainic and Laporte (1997), Huisman et al. (2005), Narayanaswami and Rangaraj (2011) and Planning Systems Laboratory, Railway Technical Research Institute (2005) on the 60-year history of operations research and mathematical optimization approaches to rail transport scheduling. Planning Systems Laboratory, Railway Technical Research Institute (2005) presents approaches to scheduling problems in Japan. Timetable scheduling is the most vigorously discussed topic among all the scheduling phases. ON-TIME (2013) performs an analysis and assessment of methods for timetable scheduling. Various topics related to a railway timetable are presented by Hansen and Pachl (2014). Aronsson et al. (2009) and Harrod (2012) present models for timetable scheduling.

Robust schedules against disturbance to railway operations are also studied. Cacchiani and Toth (2012) presents a review of robust timetable scheduling. De Almeida et al. (2008) discusses robust rolling stock scheduling and Cadarso and Marín (2011) robust rolling stock scheduling and shunting. Robust crew scheduling is discussed by Flier et al. (2007). The concept of "recoverable robustness" is introduced and applied to timetable scheduling by Liebchen et al. (2009). A schedule is called recovery robust if it can be rescheduled by limited rescheduling measures in all likely disruption scenarios. The multi-
stage version of the recoverable robustness is presented by Cicerone et al. (2012). Caprara et al. (2014) also extends the original concept. Cacchiani et al. (2012) provides a similar concept in rolling stock scheduling. Recovery robust shunting scheduling is discussed by Cicerone et al. (2009a) and that in timetable and shunting scheduling is done by Cicerone et al. (2009b).

### 2.2 Rail Transport Rescheduling

### 2.2.1 Rescheduling Process and Entities

Trains on a railway line or a railway network is operated in accordance with a set of schedules planned in the rail transport scheduling. A train traffic control system is ordinarily installed to manage the train operations. These railway operations are occasionally disrupted by disturbance. Rail transport rescheduling is carried out, at a certain point of time, when the railway operations in accordance with the current set of schedules are being, or those to be implemented from the time to the following hours will be, delayed to some extent or unable to be carried out, owing to the disturbance.

Sources of the disturbance include, accidents, bad weather conditions or natural disasters, malfunctions of components of rolling stock units as well as railway facilities such as traffic signals and switches, and trouble to passengers as well as crew members. Even many passengers' boarding and alighting from a train one after another can be a source of disturbance, if the required dwell time exceeds the planned one. Loading and unloading of cargos can also be sources of disturbance.
As we have described, the timetable scheduling, if we regard line planning and train platforming as a part of it, is first of all planned. It is then followed by the rolling stock, the crew and the shunting scheduling in this order. In the greater part of Japan and the world, the rail transport rescheduling is designed and implemented in the same order, if all of them are required. One reason for this is that the other rescheduling depends on the rescheduled timetable. Another is that their scale and complexity would make the problems difficult to be handled simultaneously. The crew and the shunting rescheduling are followed by the rolling stock rescheduling, since a rescheduled rolling stock plan might affect them. If the rolling stock is rescheduled, there will be a possibility that a certain driver might have never been trained to operate a reassigned type of rolling stock unit and will not be permitted to drive it. The shunting rescheduling is independent of the crew rescheduling, except for the case where the same driver operates trains between stations and inside a rolling stock depot or a station. Studies of the problems contained in the whole rescheduling process are reviewed by Jespersen-Groth et al. (2009a), Kroon and

Huisman (2011) as well as Narayanaswami and Rangaraj (2011).
A staff in charge of the rail transport rescheduling inside railway organizations is called dispatchers. On many European railway lines and networks there are two or more organizations involved in the rail transport, as we have stated. A single infrastructure manager deals with the timetable rescheduling, whereas train operators which provide transport services on the infrastructure do the rest of the rescheduling. Even though it is the case that the whole rescheduling is handled inside a single railway operator, which is true for most passenger railway lines in Japan, each of the rescheduling is implemented by different dispatchers. As we have described, most freight trains operated by a freight train operator in Japan run on a network which consists of several lines, and infrastructure on each of them is managed by a passenger railway operator. The passenger railway operators reschedule the freight train timetable and the freight train operator does the rest of the rescheduling. The freight train operator can delegate the rolling stock and the driver rescheduling to the passenger railway operators. The series of rescheduling is ordinarily designed in one or more train traffic control centers except for the shunting rescheduling. It is designed and carried out at a rolling stock depot or a station if required there.

The rescheduling plans have to be designed and implemented in real-time, since the initial disruption of trains by disturbance is being spread to other trains, except for small disruption cases where they are resolved by buffers in the timetable. Another case is that a rolling stock unit or a crew member has not yet been assigned to trains which will depart after the following minutes. There is also a case where the disrupted situation might change while we are considering rescheduling plans and where the plans might not be applicable in the latest situation. There is hence a deadline for planning a new schedule in each of the rescheduled phases. After that, the dispatchers have to input the modified pieces from the current schedule in the new schedule into a relevant train traffic control system or communicate it to a relevant staff. Therefore, rescheduling start time is set and the schedule from the time onward is designed.

### 2.2.2 Timetable Rescheduling

The dispatchers in charge of the timetable rescheduling perform a series of actions which change a timetable to maintain the level of the transport services in the situation. They mainly focus on train delays and try to reduce them. Some of the trains are canceled when the disruption is large. On the other hand, direct impacts of the rescheduling on the passengers have also been considered. One example is to keep a connection between trains running on a different line at a station where the two trains stop. Even if a train on one line is delayed by disturbance, a train on the other line will wait for the former so
that the passengers can transfer between them. Another is to observe or even predict the appearance of passengers at a station and offer train operations to minimize their waiting time. These kinds of rescheduling actions are receiving more and more attention of both the dispatchers and the passengers, and therefore we have to make the rescheduled plan rather passenger-oriented than train-punctuality-oriented.

As we have discussed above, there are various sources of disturbance and hence its scale varies from case to case. When the disruption is large, rule-based general rescheduling measures are often applied. We discuss the situations where the disruption is small or the general rescheduling has already been implemented. In such situations, all of the trains are due to be and can be operated between the ends of the whole line or a subset of the line divided by the disturbance. We focus on detailed rescheduling in which we have to deal with arrival and departure times of each train at each station to manage its delay. We assume that no out-of-service train is operated.

We let an originally planned timetable, the current timetable, initial delays of trains, a set of trains to be rescheduled and the number of passengers for every station pair and time period (passenger OD data) be given on a passenger railway line. The timetable rescheduling in this thesis is then to manage their delays by applying a series of detailed rescheduling measures so that inconvenience to passengers caused by the disturbance should be minimized. Various kinds of constraints on the train operations has to be satisfied so that the trains could be operated in accordance with the rescheduled timetable. A series of constraints on the passenger's behavior has also to be satisfied so that his/her route should be rational. We have to create a new timetable from the rescheduling start time before the rescheduling design deadline comes.

### 2.2.3 Rolling Stock Rescheduling

As we have briefly mentioned, the dispatchers in charge of the rolling stock rescheduling have to communicate the modified pieces from the current schedule in the new schedule to train crews and a rolling stock depot staff, via a station staff, by radio, by phone or by any information technology. This task is cumbersome, hence the scale of the actions to be rescheduled should be as small as possible. Another difficulty in the rolling stock rescheduling is the management of the periodic inspections. We have to ensure that inspections are also properly carried out in a redesigned schedule of each rolling stock unit. An unscheduled inspection can be carried out, though it is not desirable since it will be a burden on the rolling stock depot staff and the number of units that we can simultaneously inspect is limited at each depot and at any point of time. We have to make the rescheduled plan operator-oriented by taking these requests into consideration.

We let an updated timetable, the current rolling stock schedule and the disrupted situation be given on a railway line or a railway network of passenger or freight trains. The rolling stock rescheduling in this thesis is then to reassign the rolling stock units the trains so that the scale of the actions to be rescheduled should be as small as possible and that unscheduled inspections should be as few as possible. Two consecutive inspections of each of the units must not violate the maximum inspection interval permitted. Each train is assumed to consist of one unit, which is common on many lines and networks, or to be composed of two or more units which can be freely coupled. Routing inside depots and stations as well as coupling and uncoupling of units are discussed in the shunting rescheduling. A deadhead train can be canceled or up to the specified number of coupled units. A rolling stock unit is not permitted to be assigned to a train if its type is not suitable for the characteristics of the train. Preparation time is necessary between two consecutive train operations to which the same unit is assigned. We have to reschedule the rolling stock assignment to the trains involved to be operated from the rescheduling start time to hours after that before the rescheduling design deadline comes.

### 2.2.4 Crew Rescheduling

As we have briefly mentioned, the dispatchers in charge of the crew rescheduling have to communicate the modified pieces from the current schedule in the new schedule to the crews via a station or crew base staff, by radio, by phone or by any information technology. This task is cumbersome, hence the scale of the actions to be rescheduled should be as small as possible. Meanwhile, some crew members are obliged to work overtime by their new schedule, which is not desirable. We have to make the rescheduled plan operatororiented by taking these requests into consideration.
We let an updated timetable, an updated rolling stock schedule, the current crew schedule and the disrupted situation be given on a railway line or a railway network of passenger or freight trains. The crew rescheduling in this thesis is then to reassign the crew members the trains so that the scale of the actions to be rescheduled should be as small as possible and that overtime should be as short as possible. In the rescheduling, we have to let each of the members return to the crew base to which he/she belongs to. The number of crew members essential to each train depends on the characteristics of the train. Ordinarily, the deadhead trains require one driver and no conductor, whereas the other trains require one driver and one or more conductors. A crew member is not permitted to operate a train if he/she has never been trained to work in the railway section where the train runs or to operate the rolling stock unit assigned to the train. Preparation time is necessary between two consecutive train operations by the same crew member. We have to resched-
ule the crew assignment to the trains to be operated from the rescheduling start time to hours after that before the rescheduling design deadline comes.

### 2.2.5 Shunting Rescheduling

The shunting rescheduling is designed and carried out at each rolling stock depot or each station if required there. The problem is defined as follows. An updated timetable and a rolling stock schedules, as well as a crew schedule if they are involved in the shunting, and the current shunting schedule are given. This task is then to reschedule the routing of the rolling stock units inside the facility, their coupling and uncoupling and other necessarily operations, so that the departure time and the rolling stock unit composition of each train have to correspond to them specified in the rescheduled timetable and rolling stock plan, respectively. Trains which run through the facility must not be affected by the unrescheduled and rescheduled shunting operations. The scale of the actions to be rescheduled should be as small as possible and the operations from the rescheduling start time to hours from that have to be redesigned before the rescheduling design deadline comes, as is the case with the rolling stock and the crew rescheduling.

Budai et al. (2010), Jespersen-Groth et al. (2009b), Kroon et al. (2015), Nielsen (2011, Chapter 3) and Nielsen et al. (2012) as well as Tomiyama et al. (2012a) take coupling and uncoupling of rolling stock units into account in rolling stock rescheduling, whereas routing inside depots or stations is omitted. Cadarso et al. (2013) integrates timetable rescheduling into these two rescheduling. The approaches by Fukumura and Maruyama (2008) and Sugi et al. (2010) are dedicated to the shunting rescheduling in Japan. The shunting scheduling algorithm proposed by (T.) Sato et al. (2007) for a rolling stock depot in Japan is also applied to the rescheduling. Demange et al. (2012) views shunting as an online optimization problem (refer to Borodin and El-Yaniv (2005) on online optimization). Winter and Zimmermann (2000) discusses both the offline and the online cases.

## Chapter 3

## Timetable Rescheduling

### 3.1 Introduction

### 3.1.1 Background

This chapter provides timetable rescheduling of passenger trains while railway operations on a line are disrupted by disturbance, based on (K.) Sato et al. (2013). A planned timetable of train operations specifies, for each train, its route, stations which it passes through or stops at along the route and arrival time and departure time at each station. The route is composed of track segments between each pair of stations on which the train runs and those inside each station. Inside a station at which the train stops and passengers board and alight, the track at which it stops is important to the passengers. The type of the train represents the sets of the stations which it passes through and stops at. Out-ofservice trains are operated between a rolling stock depot and a station, or even between stations, related to a rolling stock schedule. When trains temporarily occupy the same piece of infrastructure on an ordinary railway line, their orders should be planned. The arrival and departure orders of the trains at the stations which run on or stop at the same railway track segment are typical examples. A train traffic control system is originally installed to manage the train operations in accordance with the timetable. The timetable rescheduling is carried out, at a certain point of time, when the railway operations in accordance with the current timetable are being, or those to be implemented from the time to the following hours will be, delayed to some extent or unable to be carried out, owing to the disturbance.

Among the rail transport schedules, the timetable is most subject to disturbance. Disturbance which primarily affects the rolling stock schedule, a malfunction of a component of a rolling stock unit for instance, influences train operations according to the timetable, if the rolling stock is not rescheduled and recovered by the time when the operations are
carried out. Disturbance which affects the crew schedule, injury of a crew member on his/her at work for instance, or which affects the shunting scheduling, may also lead to the disruption of the train operations.

The timetable rescheduling plan has to be designed and implemented in real-time, since the initial disruption of trains by disturbance is being spread to other trains, except for small disruption cases where they are resolved by buffers in the timetable. Another case is that the disrupted situation might change while we are considering a rescheduling plan and that the plan might not be applicable in the latest situation. The dispatchers in charge of the timetable rescheduling perform a series of actions which change a timetable to maintain the level of the transport services in the situation. They mainly focus on train delays and try to reduce them. Some of the trains are canceled when the disruption is large. On the other hand, direct impacts of the rescheduling on the passengers have also been considered. One example is to keep a connection between trains running on a different line at a station where the two trains stop. Even if a train on one line is delayed by disturbance, a train on the other line will wait for the former so that the passengers can transfer between them. Another is to observe or even predict the appearance of passengers at a station and offer train operations to minimize their waiting time. These kinds of rescheduling actions are receiving more and more attention of both the dispatchers and the passengers, and therefore we have to make the rescheduled plan rather passengeroriented than train-punctuality-oriented.

### 3.1.2 Terminology

On the basis of the disruption management context described above, we define terminology of the timetable rescheduling on a railway line as follows. We call a delay of a train directly and primarily caused by disturbance an initial delay. Disturbance may affect more than one train at a time. An initial delay includes a forecast of the amount of the delay, based on historical data on the same type of disturbance for instance. We call a certain point of time at which we have noticed necessity for the rescheduling the current time. A certain amount of time is required to plan a new schedule, and input the modified pieces from the current schedule in the new schedule to the train traffic control system installed on the line and communicate it to a relevant staff such as a rolling stock depot staff, train crews and a station staff, if necessary. We let a rescheduling design deadline be a deadline for planning the new schedule. The time when the input and communication is completed and we can implement the schedule is called rescheduling start time.

An originally planned timetable denotes a published nominal timetable after thoroughly planned in the timetable scheduling. The current timetable is the originally planned
timetable if no rescheduling has yet been carried out, of the latest timetable if the originally planned timetable has been rescheduled once or more in any manner. Arrival and departure time of trains in a timetable is denoted by train operations.

A rescheduling measure is an action which changes the current timetable. Such actions are classified into two types: general and detailed rescheduling measures. General rescheduling measures are applied when the disruption is large and they include train cancellation, global rerouting of a train which is also called a detour to avoid the disrupted area, and shuttle operations between undisrupted areas. Without these rescheduling measures, a larger number of trains will be involved in the disruption. Detailed rescheduling measures include reordering of trains, local rerouting of a train inside a station, retiming of a train, change of a train type and change of rolling stock assignment to a train. Their examples are presented in a later section.

A pair of passenger's origin station and his/her destination station is commonly called OD pair. We call passenger OD data the number of passengers for every OD pair who appear at their origin station at every time period. A passenger's route is defined as a sequence of stations and trains which he/she takes and transfers. A choice of a passenger's route is denoted by passenger's behavior. A passenger will suffer inconvenience of traveling by train which is operated according to an originally planned timetable or a rescheduled timetable. The inconvenience can be seen as his/her traveling time typically. He/she would suffer no inconvenience if he/she could instantly travel from his/her origin station to destination. Other factors will include waiting time at a platform, train congestion and a train transfer. He/she may change his/her behavior when a rescheduled timetable is put into action and announced. We call it passenger rerouting.

### 3.1.3 Approach

As we have discussed above, there are various sources of disturbance and hence its scale varies from case to case. We focus on the time span and the space areas which corresponds to the shaded area of the time-space diagrams displayed in Figures 3.1 and 3.2. The first case is that the disruption is large and general rescheduling measures have been applied. The left of Figure 3.1 shows the originally planned timetable and the middle displays disturbance with no rescheduling measure being performed. The right of this figure shows that the shuttle operations between Station A and Station B as well as between Station C and Station D are performed. The other case is shown in Figure 3.2; the disruption is small and no general rescheduling measure is required. We discuss the situations where all of the trains are due to be and can be operated between the ends of the whole line or a divided subset of the line, and require detailed rescheduling measures to manage the
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delay. We assume that the passengers can board every train.
We let an originally planned timetable, the current timetable, initial delays, a set of trains to be rescheduled, passenger OD data, the rescheduling design deadline and the rescheduling start time be given on a passenger railway line. The timetable rescheduling in this chapter is then to manage their delays by applying a series of detailed rescheduling measures so that inconvenience to the passengers caused by the disturbance should be minimized. Various kinds of constraints on the train operations has to be satisfied so that the trains could be operated in accordance with the rescheduled timetable. A series of constraints on the passenger's behavior has also to be satisfied so that his/her route should be rational. We have to create a new timetable from the rescheduling start time before the rescheduling design deadline comes.

We formulate the timetable rescheduling problem as mixed integer programming problems. We let events in the train operations be arrivals or departures of trains, and change their event time. Among detailed rescheduling measures, reordering, local rerouting and retiming of trains are formulated. We also apply change of a train type and change of rolling stock assignment. We let passenger rerouting be possible and the passengers may transfer once or more on their route. The train operations and the passengers' behavior are simultaneously modeled. We also let the inconvenience to each passenger consist of
his/her traveling time on board, waiting time at platforms and the number of transfers. We first model and solve the arrival delay minimization problem. We next introduce some flexibility in the delay-minimized timetable and solve the passenger inconvenience minimization problem. The readers are recommended referring to Hillier and Lieberman (2014), Nemhauser and Wolsey (1999), Williams (2013) and Wolsey (1998) on mixed integer programming. Other topics on operations research and mathematical optimization are also expounded by Hillier and Lieberman (2014), Nemhauser and Wolsey (1999) and Wolsey (1998).

### 3.2 Literature Review

### 3.2.1 Classification of Approaches

Before reviewing disruption management research in the railway industry, we briefly mention that in other transportation industries. Timetable rescheduling in the airline industry, in conjunction with aircraft rescheduling, has been vigorously discussed. Clausen et al. (2010) provides an extensive review in the industry. An overview of disruption management in the maritime industry is presented by Qi (2015). Brouer et al. (2013) and Li et al. (2015) study vessel rescheduling, which include timetable rescheduling. General vehicle rescheduling on a road network is reviewed by Visentini et al. (2014). In some models, delay is tried to be minimized. As Clausen (2007) points out, rolling stock runs on a one-dimensional railway, and this makes railway timetable rescheduling distinct from the rescheduling in the other industries.

There has also been a large number of timetable rescheduling studies in the rail transport rescheduling literature. Timetable rescheduling approaches depend on the scale and the situation of disruption. Technical Research Committee on Advanced Rail Transport Planning and Management, The Institute of Electrical Engineers of Japan (2010) presents various rescheduling measures and disrupted situations where each of them is applied. Based on this work, we have distinguished between general and detailed rescheduling measures in the preceding section. Recall that the former measures are first implemented when the disruption is large. The latter is performed when the disruption is small or certain rescheduling measures have already been implemented.

General rescheduling measures adjust frequency of train services on the whole, while detailed rescheduling measures are applied in order for delay of the trains to be managed. We classify approaches to handle the delay into two types: train-punctuality-oriented and passenger-oriented ones. The train-punctuality-oriented approaches simply minimize the amount of delays, the number of trains to be delayed or variants of these. A weight is
sometimes set for each train and it can be the number of passengers which is assumed to be on board. We do not regard, nevertheless, this type of model as a passenger-oriented one. We define the passenger-oriented approaches as rescheduling models which include behavior of passengers which depend on a rescheduled timetable and optimize a criterion related to the behavior such as waiting time of the passengers at their original stations and their arrival delay at their destination stations.

Spatial targets for the rescheduling on a network also vary from research to research. We classify them into four categories. One is a station on a line which has many tracks or sidings or a junction where two or more lines are connected. The rest of the categories are, an area which includes a few or several stations, the whole or a partial line and the whole or a partial network.

In the rail transport scheduling and rescheduling literature, rescheduling models are also categorized according to their granularity. A train movement on each track segment or occasionally inside a segment of a railway line or a railway network is modeled in microscopic models. On the other hand, each station or a key station which connects lines, at which many passengers board or alight from a train, etc., is ordinarily a minimum unit of modeling in macroscopic models.

### 3.2.2 Train Stop Deployment Planning and Emergency Timetable Application

Corman and D'Ariano (2012) presents an assessment of "emergency timetables," which are prepared in advance, and one among them is implemented as a response to large disruption in the Netherlands. An example of emergency timetables is a rescheduled one in which general rescheduling measures are combined such as train cancellation, global rerouting of a train to avoid the disrupted area and shuttle operations in the disrupted area to keep the service level there when the section is not being completely blocked by the disturbance. Based on a similar concept, "rescheduling patterns" are prepared in Japan. Hirai et al. (2006) and Nakamura et al. (2011) discuss implementation of the rescheduling patterns. In their models, shuttle operations are performed in the undisrupted area when the disrupted section is being completely blocked by the disturbance. Hirai et al. (2009) and Hirai and Takahashi (2009) introduce a "train stop deployment planning" problem, which is discussed before we apply an emergency timetable or a rescheduling pattern. This problem decides stop locations of disrupted trains, sidings at stations for instance, not to interfere with train operations which run through the undisrupted area. Louwerse and Huisman (2014) takes an optimization approach in the large disruption. Jespersen-Groth and Clausen (2006) discusses reinsertion of trains after the disturbance which forced train cancellation on the whole line has ended.

### 3.2.3 Train-punctuality-oriented Rescheduling

The majority of the timetable rescheduling studies take train-punctuality-oriented approaches. Such studies presented before around the middle of the 2000s are reviewed by Cordeau et al. (1998), Goodman and Takagi (2004) and Törnquist (2006).

In Japan, according to Akita and Hasegawa (2013), train reordering and track reassignment algorithms at a station were implemented in the traffic control system of trains on Tokaido and Sanyo Shinkansen lines (high-speed trains in Japan) called COMTRAC in 1972. It is based on a macroscopic model, while most studies and practical applications are microscopic. On Chuo Line in Tokyo, which is one of railway lines called conventional lines meaning that a Shinkansen train are not operated on the line, another train reordering algorithm is implemented in the traffic control system called ATOS by Kitahara et al. (1998). Schaafsma and Bartholomeus (2007) presents an algorithm introduced around Schiphol station, the Netherlands, and Mannino and Mascis (2009) at metro stations in Milan, Italy. Other rescheduling studies at a station or a junction include Chen et al. (2010), Lusby et al. (2013), Pellegrini et al. (2014) and Rodriguez (2007). Flamini and Pacciarelli (2008) considers headway between trains into account. Energy consumption of trains is added to the optimization criterion by Mascis et al. (2008). Fan et al. (2012) assesses performance of several approaches. Caprara et al. (2010) views timetable rescheduling at a station as an online optimization problem (refer to Borodin and El-Yaniv (2005) on online optimization).

Train-punctuality-oriented rescheduling in an area which includes a few or several stations are often formulated as microscopic models. Above all, the "alternative graph" formulation by D'Ariano et al. (2007a), which is based on the research on a variant of the job-shop scheduling problem by Mascis and Pacciarelli (2002), is widely used in many succeeding studies. Espinosa-Aranda and García-Ródenas (2013), Khosravi et al. (2012) and Liu and Kozan (2009) as well as Mladenović and Čangalović (2007) also deal with this problem. Boccia et al. (2013) adds use of an unpreferred track at a station by each train to the objective function. D'Ariano et al. (2007b) also controls train speed. Local rerouting inside a station is taken into account by Corman et al. (2010c) and Corman et al. (2011a) as well as D'Ariano et al. (2008b). The last one also assesses the amount of delay if and if not connections between trains are maintained. Corman et al. (2009a) takes train energy consumption into account. Mazzarello and Ottaviani (2007) discusses global rerouting in addition. Corman et al. (2011b) reschedules trains in accordance with their priority. A long rescheduling time horizon is decided into tractable intervals and the rescheduling in each time span is solved by D'Ariano and Pranzo (2009). Corman et al.
(2010a) presents and a distributed rescheduling model compares the previously developed centralized model with it. Corman et al. (2009b) compares two models: one based on track segments and the other based on the aggregation of them into station routes. Corman et al. (2010b) and D'Ariano et al. (2008a) assess performance of different approaches.
Detailed timetable rescheduling on the whole or even a partial line is a large-scale problem, and macroscopic models are hence presented in most studies. This topic is vigorously discussed in Japan. Major studies are by Abe and Araya (1985), Araki et al. (1995), Araya and Abe (1983), Sakikawa et al. (2010) and Tomii and Ikeda (1995). Komaya and Fukuda (1991) presents a rescheduling support system called ESTRAC-III, which is applied to Tokaido Shinkansen. Shimizu et al. (2001) and Shimizu et al. (2008) presents algorithms implemented in the traffic control system called COSMOS to manage the traffic of trains on Tohoku, Akita, Yamagata, Joetsu and Hokuriku Shinkansen lines. In other countries, Afonso and Bispo (2011), Dündar and Şahin (2013), Fekete et al. (2011) and (X.) Meng et al. (2010) discuss this topic. Walker et al. (2005) deals with timetable and crew rescheduling simultaneously. The algorithm proposed by Lamorgese and Mannino (2015) has been in operation on the main line in the Stavanger region, Norway. An online optimization approach is adopted by (L.) Meng and Zhou (2011).
Kecman et al. (2013), Min et al. (2011), Törnquist and Persson (2005), Törnquist (2007), Törnquist and Persson (2007) and Törnquist Krasemann (2012) discuss train-punctualityoriented rescheduling on a network. They are based on macroscopic models. Connections between trains are formulated as a constraint by Acuna-Agost et al. (2011a) and AcunaAgost et al. (2011b). Iqbal et al. (2013) proposes a parallelized multi-strategy based algorithm. Time events of each train is computed according to four strategies concurrently and the best one is chosen. Note that there are microscopic approaches to timetable rescheduling on a network. Corman et al. (2012b) and Corman et al. (2014) divide a network into several areas, solve a rescheduling problem for each area and coordinate the outputs. Luethi et al. (2009) presents an online train rescheduling system on a network in Switzerland.

### 3.2.4 Passenger-oriented Rescheduling

To make detailed rescheduling more passenger-oriented, we have to focus on passenger OD pairs. Therefore, a spatial target is inevitably a line or a network. As we have reviewed above, macroscopic models are ordinarily presented in a rescheduling problem on a line or a network. A passenger-oriented quantitative rescheduling criterion was proposed nearly 40 years ago in Japan. Nagai et al. (1977) compares four rescheduling strategies and evaluate them for an imaginary rescheduling case of trains on Tokaido and Sanyo Shinkansen lines
in terms of missed seat reservations, arrival delay of passengers, increase traveling time and train congestion.

Research on passenger-oriented rescheduling algorithms emerged several years later. Araya and Sone (1984) discusses controls of trains on a simple railway loop whose track layout is a single track. The control policy is to minimize passengers' traveling time and prevent their discomfort due to train congestion. A fuzzy expert system approach is adopted by (C. S.) Chang and Thia (1996). A multiobjective evolutionary algorithms is proposed by Kwan and Chang (2005).

Goverde (1998) formulates delay propagation of train operations in accordance with a cyclic timetable as a max-plus linear system and minimizes waiting time of passengers at transfer stations. A timetable called cyclic trains whose route and stop stations are the same periodically come and go, for each 30 minutes, one hour, etc. Similar models are presented by de Vries et al. (1998) and De Schutter et al. (2002). In their models, both total delay of trains and connections to be kept are taken into account. A train reordering option is added by van den Boom and De Schutter (2006). Different models are presented by van den Boom and De Schutter (2007) as well as Kersbergen et al. (2013), and they are converted into mixed integer programming problems.

Adenso-Díaz et al. (1999) maximizes the number of passengers to be transported. The number of passengers who want to board each train is given, and a train will be canceled if it exceeds the maximum permissible delay at the departure. Computational experiments are performed with data of regional railway network in Asturias, Spain. The sum of various terms, including the average passenger travel time, is minimized by (S.-C.) Chang and Chung (2005). Instances of trains in Taiwan are solved by a genetic algorithm. Wegele and Schnieder (2005) also presents a genetic algorithm to minimize an objective function which includes a penalty of breaking a connection. Numerical experiments are carried out on practical data delivered by Deutsche Bahn AG in Germany. Boland et al. (2012) provides a mixed integer programming formulation in which boarding time of a train at a station is lengthened when the train is crowded. Trains can skip stations. Traveling time of passengers on Sandringham Line in Australia are minimized, though it takes time. Corman et al. (2012a) presents a bicriteria problems minimizing the total delay and the weighted number of connections to be kept. Note that the presented model is microscopic and the dispatching area around Utrecht Central Station in the Netherlands is discusses.

Eberlein et al. (1999) minimizes the total passenger waiting time on a simple loop. Skipping a station by either making the train out of service or operating it as an express train is allowed. Heuristics is proposed and applied to train operations on MBTA Green Line B in Boston, the U.S. O'Dell and Wilson (1999) presents a mixed integer programming model and minimizes the total passenger waiting time or the total passengers' traveling time.

Train reordering and the capacity of trains are taken into account. Optimal solutions for many instances train operations on MBTA Red Line in Boston, the U.S., is obtained in 30 seconds. Shen and Wilson (2001) presents another mixed integer programming model and compares several strategies for each instance of trains operations on the Red Line.
Suhl and Mellouli (1999) discusses a decision support system for dispatchers of Deutsche Bahn AG in Germany. Suhl et al. (2001b) presents the simulation part of the systems and compare four strategies concerning a connection of trains by utilizing the simulator. Suhl et al. (2001a) also presents optimization models which decides whether or not each connection is to be kept, so that the weighted waiting time of passengers including the wait time for a connection should be minimized. The instances are solved within 200 seconds. Biederbick and Suhl (2007) compares 14 rescheduling strategies.

Cadarso et al. (2013) proposes simultaneous rescheduling of the timetable and the rolling stock plans based on the scheduling algorithms proposed by Cadarso and Marín (2011) as well as Cadarso and Marín (2012). Coupling and uncoupling of the units are also considered. The objective function includes the number of passengers which cannot board due to the limited capacity of the train composition. The train rescheduling and the passengers' reaction to the rescheduled timetable are also iteratively solved. These algorithms are applied to instances of train operations on a network in Madrid, Spain. Veelenturf et al. (2011) integrates rescheduling of rolling stock and the adaptation of stopping patterns and provides heuristics.

Yang et al. (2002) minimizes the sum of increased amount of passengers' traveling time and train congestion and allows change of stop stations. Simulated annealing is applied to this problem. Goodman and Murata (2001) minimizes the weighted sum of traveling time, waiting time, train congestion and energy consumption of trains on the Hong Kong Island Line by a gradient-based search procedure. Nagasaki et al. (2003) takes a similar approach, and change of a train type from a low one to a high one as well as train reordering are applied to trains on Shinjuku Line operated by SEIBU Railway in Japan. Takagi et al. (2004) compares two strategies concerning connections around Highbury \& Islington Station, the U.K.

Tomii et al. (2005) defines a priori several kinds of situations where passengers might complain, which are arrival and departure delays of trains over a certain threshold, low frequency of train services, a break of a connection, etc., and tries to minimize the weighted number of complaints by simulated annealing. Based on a network proposed by Abe and Araya (1986) which expresses train operations, various general and detailed rescheduling measures are applied, including change of rolling stock assignment. Hence this approach makes no assumption on the scale of the disruption. Kunimatsu and Hirai (2009) partially adopts this algorithm and takes an iterative approach which simulates detailed passengers'
behavior in a tentative rescheduled timetable and changes the timetable with the passengers' behavior being fixed. The optimization criterion is the disutility value proposed by Railway Bureau, Ministry of Land, Infrastructure, Transport and Tourism (2012), which is commonly used by civil engineers in Japan to evaluate rail projects. The disutility value of each passenger is composed of his/her traveling time on board, waiting time at platforms, the number of transfers and a piecewise linear convex and increasing function value of train congestion. The computation time is not mentioned. A similar iterative algorithm is proposed by Kanai et al. (2011), though keeping or breaking a connection is mainly discussed. Kumazawa et al. (2008) also iterates the procedures. Inoue et al. (2008) presents a verification test of a rescheduling support system which predicts the sections and the time span in which the congestion will be heavy.

Schöbel (2001) calls the problem of whether we keep or break a connection of trains and of rescheduling a timetable in case of some known initial delays for trains (and other vehicles in the public transportation) on a network to minimize the total amount of delay over all passengers "delay management." Earlier theoretical work on the delay management is collected in Schöbel (2006, Chapters 6-10). Several integer programming formulations and algorithms are presented there. They include, bicriteria minimization of the total amount of delay and the number of weighted missed connections, which is shown to be $\mathcal{N} \mathcal{P}$-hard, as well as bicriteria minimization of the total amount of delay over passengers whose route is in maintained connections and the number of passengers who are involved in missed connections. Gatto et al. (2004) and Gatto et al. (2005) prove that several cases of the delay management are polynomially solvable and that in other cases the decision version is generally $\mathcal{N} \mathcal{P}$-complete. The capacity of a track between stations on a network as well as departure orders there are taken into account by Schöbel (2009), and exact and heuristic algorithms are applied to data from the region of Harz, Germany. In most cases, the heuristic algorithms provides near-optimal solutions. Flier et al. (2008) discusses train reordering and change of rolling stock assignment in the delay management and shows its $\mathcal{N} \mathcal{P}$-hardness even if we concentrate on only the change of rolling stock assignment. Schachtebeck and Schöbel (2010) also discusses train reordering in the delay management and propose heuristics. Instances from the Harz region in the center of Germany are applied and near-optimal solutions are obtained. Dollevoet et al. (2015) incorporates train reordering, local rerouting and the track capacity inside a station into the original delay management model and applies heuristics to the instances of a part the railway network in the Netherlands. The optimality gap of the solutions is within $0.5 \%$. Heilporn et al. (2008) presents an alternative formulation which keeps or breaks the connections and minimizes the total amount of delay over all passengers. Instances of a subset of a transportation network around Brussels in Belgium is instantly solved by
row generation. De Giovanni et al. (2014) derives new valid inequalities to the formulation presented by Heilporn et al. (2008) and shows that the inequalities define facets of the convex-hull of some special cases. Instances from the medium frequency lines connecting Brussels with some of the most important towns in the Brabant wallon region of Belgium are solved and the optimality gap is halved within 90 seconds. All these models make strong assumptions that an originally planned timetable is cyclic and that after a passenger misses a connection he/she will wait for the same type of train in a next cycle which is supposed to come and go on time.

Dollevoet et al. (2012) concentrates on the connection decisions and rerouting of passengers, provides an integer programming formulation and proves that the problem is generally $\mathcal{N} \mathcal{P}$-hard. The complexity of the problem is further studied by Schmidt (2013). Instances of a part the railway network in the Netherlands are solved by an optimization solver within around ten minutes. Dollevoet and Huisman (2014) discusses the model proposed by Dollevoet et al. (2012) and applies heuristics to almost the same instances. Nearoptimal solutions are obtained. Dollevoet et al. (2014) iteratively solves a macroscopic delay management model by Dollevoet et al. (2012) on the one hand, and a microscopic train scheduling model by Corman et al. (2011a) on the other hand.

An integrated optimization approach which takes train reordering, local rerouting and passenger rerouting simultaneously into account is proposed by Chigusa et al. (2012). This approach is significant for the delay management since train orders affect passengers' behavior. The rescheduling is formulated as a mixed integer programming problem which minimizes the increased amount of passengers' traveling time. On the other hand, there is a limitation to the passengers' behavior; each passenger is assumed to transfer at most once. Only an imaginary small instance is solved by an optimization solver.

Anderegg et al. (2009) proposes an online optimization version of passengers-oriented rescheduling. At a certain station in a high-frequency bus (or train) system, the delay of the succeeding vehicle is unknown, and the problem is whether the preceding vehicle waits or not so as to minimize the passengers' waiting time. Gatto et al. (2007) presents the "online delay management." These concepts are also discussed by Bauer and Schöbel (2014), Bender et al. (2013), (Annabell) Berger, Blaar, Gebhardt, Müller-Hannemann and Schnee (2011), Kliewer and Suhl (2011) and Krumke et al. (2011). To evaluate and compare different heuristics, (André) Berger, Hoffmann, Lorenz and Stiller (2011) discusses the online delay management and also provides a simulation platform. Caimi et al. (2012) presents a rolling time horizon approach to traffic management in the central railway station area of Berne, Switzerland. This can also be viewed as online optimization. The objective function includes the weighted number of connections to be kept.

We focus on the timetable rescheduling of passenger trains on a line from a macroscopic
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viewpoint. We simultaneously handle the passenger rerouting and five detailed rescheduling measures: the reordering, the local rerouting, the retiming, the change of rolling stock assignment and the change of a train type. With all these being incorporated into one mixed integer programming problem, we try to minimize the total increased amount of inconvenience to passengers, which is a valid extension of passengers' arrival delay and is also the dominant part of the terms constituting the disutility value, over all the OD pairs. We solve the offline optimization problem since train services in Japan are known to be punctual on the whole and there is hence a strong possibility that all the trains can be operated in accordance with a rescheduled timetable.

### 3.3 Problem Description

### 3.3.1 Railway Line and Timetable

We focus on the timetable rescheduling on railway line whose a track layout is shown in Figure 3.3. This kind of track layout is widely found in urban areas of Japan. Trains run toward one direction on each track on the line. We assume a timetable in which the trains are classified into two types, express and local. The express trains pass through some stations while the local trains stop at every station. The timetable is not limited to be cyclic. The trains can turn back at the left-end and the right-end stations (termini). For each direction towards which the trains run, some of the stations are equipped with only one track. The other stations are equipped with more tracks and the express trains can overtake the local trains there.

### 3.3.2 Rescheduling Measures

In our timetable rescheduling, we apply a series of detailed rescheduling measures when we observe a certain amount of an initial delay. Its amount is forecast, for instance, based on historical data on the same type of disturbance. One of the forecasts is proposed by Tsuchiya et al. (2006). In our formulations, decision variables on train operations
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corresponds to several detailed rescheduling measures described as follows, which are commonly performed by train dispatchers in Japan and studied in the literature.

Figure 3.4 illustrates an example of train reordering. The dashed lines mean the arrival or departure time of the trains in the current timetable. The left diagram shows that express Train 1 is initially delayed between Stations B and C and that no rescheduling measure is applied. The departure of local Train 11M from Station C will also be delayed consecutively since express Train 1 M is supposed to overtake local Train 11M there in the originally planned timetable. The right diagram indicates that the train reordering is performed and local Trains 11M will depart on time.

Another rescheduling measure is local rerouting of a train. We change a route of the train inside stations mainly to avoid a conflict between the train and another one. Since we focus on a track layout displayed in Figure 3.3, local rerouting means change of track assignment which the train passes through or stops at. The left of Figure 3.5 indicates that Trains 22 M and 24 M stop at the same Track \#2 at terminus Stations A and turn back. Since Train 24 M can enter the track after Train 22 M departs from it, the initial delay of Train 22 M will cause that of Train 24 M if they are operated according to the current timetable. The right diagram shows that Train 24M will be operated on time if we change the track assignment of Train 24 M and let it stop at and turn back from Track \#1.

Train retiming is also performed by the dispatchers. One example is to keep, break or make a connection between express and local trains on the same line or trains running on different lines at a station where the two trains stop. In the reordering example shown in Figure 3.4, the connection between express Train 1M and local Train 11M at Station C will be kept if the reordering is not performed. If the connection is broken, passengers who
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are on express Train 1M and want to go to Station D will be forced to wait for another local train at Station C. Another kind of retiming is performed in a cyclic timetable. Figure 3.6 displays that one train is operated in one cycle time. When Train 33M is initially delayed and no rescheduling measure is applied, the arrival time of Train 35 M and Train 37 M at Station B will be delayed owing to the track occupation and they are operated so that the delay are recovered. In the right of Figure 3.6, the departure time of Train 33 at Station B will be delayed intentionally until the departure time of Train 35M in the current timetable, and the departure time of Train 35 M at Station A will be that of Train 37. In other words, Train 33 will be virtually operated as Train 35M and Train 35M as Train 37 M . Then some passengers will do not be feel any delay while others will be involved in further delay. Figure 3.7 shows an example of retiming in a metropolitan area where a larger number of people travel by train. In the left of Figure 3.7, the operation of Train 45 M is initially disrupted between Stations A and B. If any rescheduling measure is performed, there will be a long interval between the departure of Trains 43 M and 45 M at Station C and many passengers will try to board Train 45 M one after another at the station, causing congestion and even additional delay of the train. In the right of the Figure 3.7, the departure interval between Train 43M and Train 45M and therefore the congestion of them will be equalized by intentionally delaying the departure of Train 43M at Station C. This type of retiming is performed in a situation where there are not so many passengers since it also contributes to equalize the waiting time of passengers. Concerning these train retiming operations, there is a trade-off between train delay and waiting time of passengers at stations, or that between waiting time of passengers who go from and to different stations and appear at different time. In our rescheduling formulations, we do not explicitly implement these rescheduling measures; it is expected to be achieved if we let the objective of our formulation be passenger-oriented.

Figure 3.8 shows an example of change of a train type. The left of this figure displays the initial departure delay of local Train 51 at Station C, owing to a temporary malfunction of a component of the assigned rolling stock unit for instance, and passengers from Station C
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to Station D will be forced to wait for the recovery from the malfunction for a long time. The right of the figure shows that express Train 5 M is operated as a local train and stops at Station C. In Japan, the type of trains which have a higher priority is changed into one with a lower priority, and not vice versa. In our rescheduling formulations, we also permit the change of a train type from local to express.

The left of Figure 3.9 displays that the departure of Train 63M at Station A will be delayed since initially delayed Train 62 M turns back at the station and then it will be operated as Train 63M. If the rolling stock unit which is being parked at the station and will be operated as Train 65 M is assigned to Train 63 M and the delayed Train 62 M is
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next operated as Train 63M, then the delay will be recovered. Even though the change of rolling stock assignment at a terminus is, strictly speaking, rolling stock rescheduling, it is classified as a timetable rescheduling measure since it prevents the initial delay from spreading. Note that this operation may causes disruption of rolling stock schedule which requires rolling stock rescheduling.

### 3.3.3 Passenger Behavior

Whether it can be done in real time or not, passenger OD data are electrically available in big cities in Japan since there are automatic ticket gates at every station. When the disruption is small and the delay information has not been announced to (potential) passengers, we can assume that the OD data in the situation are not so different from that on a typical day. When the disruption is large, we have to mix the data of a typical day, the real-time data and a forecast of the future appearance of potential passengers which will be affected by the disruption, based on an approach by Kunimatsu and Hirai (2014) for instance.

We assume that each passenger takes a route which makes inconvenience to him/her be minimized, depending on a rescheduled and announced train operation. Passenger rerouting is possible: he/she may take a different train in a rescheduled timetable from a train which he/she will take in the current timetable and transfer once or more if it leads to the inconvenience. We consider that inconvenience of traveling by train in an undisrupted and rescheduled timetables is given by

$$
\begin{align*}
& \text { (traveling time on board) (in minutes) } \\
& \quad+\mu \times \text { (waiting time at platforms) (in minutes) }+\nu \times \text { (number of transfers). } \tag{3.1}
\end{align*}
$$

This expression is the same as the one proposed by Railway Bureau, Ministry of Land, Infrastructure, Transport and Tourism (2012) except that a term on train congestion which he/she experiences is omitted, and is commonly used by civil engineers in Japan to evaluate rail projects. We can omit the term since passengers cannot expect it. If we
set $\mu=1, \nu=0$, we have the overall traveling time. Railway Bureau, Ministry of Land, Infrastructure, Transport and Tourism (2012) recommends $\mu=2, \nu=10$.

### 3.4 Mixed Integer Programming Formulations

### 3.4.1 Notation

We formulate the timetable rescheduling as a mixed integer programming problem. Tables 3.1 and 3.2 list the notation. We first introduce sets and their elements commonly used in our mixed integer programming formulations. Let $B$ be a set of train directions (e.g., $B:=$ \{Westbound, Eastbound\} in Figure 3.3), and for each direction $b \in B$ its opposite direction $\operatorname{Opp}(b)$ is defined (e.g., $\operatorname{Opp}$ (Westbound) $=$ Eastbound).
A set of trains to be rescheduled is denoted by $R$ and $R_{b} \subseteq R$ is a set of trains traveling in direction $b$. An ordered pair $R_{b \neq}^{2}$ means $R_{b \neq}^{2}:=\left\{\left(r_{1}, r_{2}\right) \in R_{b}^{2} \mid r_{1} \neq r_{2}\right\}$, i.e., ordered two distinct trains in direction $b$. Each train $r \in R$ which will arrive at its terminus station may turn back and be operated as another train which has not departed from its starting station at the rescheduling start time. We call it a successor train of $r$ and $R_{\text {Suc }(r)}$ a set of candidate successor trains.

A set of stations is defined as $S$. Starting and terminus stations of trains traveling in direction $b \in B$ are denoted by $\operatorname{Start}(b)$ and $\operatorname{Term}(b)$, respectively. An element $\operatorname{Next}(b, s)$ of $S$ means a station next to $s \in S$ in direction $b \in B$. Let $S_{b<}^{2}$ be a set of OD pair in direction $b$. For passengers who board a train traveling in direction $b$ and whose destination station is $d \in S$, there is an opportunity for a train transfer at some intermediate stations. A set of such stations is denoted by $S_{\operatorname{Tra}(b, d)} \subseteq S$. After a train in direction $b$ leaves station $s$, there may be a next opportunity for a transfer at a certain station. We name the station TraNext $(b, s)$. Trains in direction $b$ can pass through or stop at some tracks in station $s$, and they are denoted by $K^{b, s}$.
Let $E$ be a set of train types (e.g., $E:=\{$ Express, Local $\}$ ). For station $s \in S, E^{s} \subseteq E$ is a set of train types which stop at $s$. Passengers whose destination station is $d$ and who are now at $s$ (where $(s, d) \in S_{b<}^{2}$ in direction $b \in B$ ) will take a train of some types to reach $d$. The train stops at $d$ or it does not stop but they can alight at $d$ if they transfer to a suitable train at an intermediate station. A set of such train types are defined as $E^{s, d} \subseteq E$. For two train types $e_{1}, e_{2} \in E$ (there is a case with $e_{1}=e_{2}$ ), we say $e_{1} \succsim^{E} e_{2}$ if $e_{1}$ has a higher priority than or the same priority as $e_{2}$. For instance, Express $\succsim^{E}$ Express, Express $\succsim^{E}$ Local and Local $\succsim^{E}$ Local hold in general.

A set of discrete time periods is denoted by $T$. We introduce set $F$ to consider passengers between $\left(o, d_{1}\right)$ and those between $\left(o, d_{2}\right)$ who appear at the same time. When their

Table 3.1 Notation for timetable rescheduling formulations and algorithm (1 of 2)

| Sets and Elements |  |
| :--- | :--- |
| $B$ | set of train directions |
| Opp $(b)$ | opposite direction of $b \in B$ |
| $R$ | set of trains to be rescheduled |
| $R_{b}$ | set of trains traveling in $b \in B$ |
| $R_{b \neq}^{2}$ | set of ordered pair of distinct trains traveling in $b \in B$ |
| $R_{\text {Suc }(r)}$ | set of candidate successor trains of $r \in R$ |
| $S$ | set of stations |

route at $o$ is the same regardless of $d_{1} \neq d_{2}$ (e.g., only local trains stop at $o$ ), we let $\left(o, d_{1}, d_{2}\right) \in F$.

We let $h_{0}$ be the rescheduling start time. The parameter $\mu$ is the amount of inconvenience of waiting for one minute at a platform and $\nu$ is that of one train transfer defined in the expression (3.1). We introduce some flexibility in a timetable to be rescheduled and $I_{\mathrm{Flex}}$ indicates the nonnegative parameter for it.

We next introduce several constants. Let $A_{r}^{s}$ and $D_{r}^{s}$ be arrival and departure times

Table 3.2 Notation for timetable rescheduling formulations and algorithm (2 of 2)

## Constants

$A_{r}^{s}, D_{r}^{s} \quad$ arrival/departure time of $r \in R$ at $s \in S$ in originally planned timetable
$A_{t}^{o, d} \quad$ amount of inconvenience to passengers between $(o, d) \in S_{b<}^{2}$ appearing at $t \in T$ in originally planned timetable
$\alpha_{r}^{s}, \delta_{r}^{s} \quad$ arrival/departure time of $(r, s) \in \Delta^{A} /(r, s) \in \Delta^{D}$
$\widehat{\alpha}_{r}^{s}, \widehat{\delta}_{r}^{s} \quad$ simulated arrival/departure time of $(r, s) \in \widehat{\Delta}^{A} /(r, s) \in \widehat{\Delta}^{D}$
$\widehat{A}_{r}^{s}, \widehat{D}_{r}^{s} \quad$ arrival/departure time of $r \in R$ at $s \in S$ in certain rescheduled timetable
$I^{*, *} \quad \mathrm{~min}$. interval required between arrivals and departures
$M_{H}, M_{I} \quad$ arbitrary large number concerning headway/inconvenience
$N^{b, s} \quad$ max. number of trains traveling in $b \in B$ allowed to exist between $(s, \operatorname{Next}(b, s))$ on line
$P_{t}^{o, d} \quad$ number of passengers between $(o, d) \in S_{b<}^{2}$ appearing at $t \in T$
Decision Variables
$a_{r}^{s}, d_{r}^{s} \quad$ arrival/departure time of $r \in R$ at $s \in S$
$\ell_{r, e} \quad 1$ if type of $r \in R$ is $e \in E, 0$ otherwise
$u_{r}^{k} \quad 1$ if $r \in R_{b}$ passes through or stops at $k \in K^{b, s}$ at $s \in S, 0$ otherwise
$g_{r_{1}, r_{2}} \quad 1$ if successor of $r_{1} \in R$ is $r_{2} \in R_{\text {Suc }\left(r_{1}\right)}, 0$ otherwise
$x_{r_{1}, r_{2}}^{s} \quad 1$ if $r_{1} \in R_{b}$ departs from $s \in S \backslash\{\operatorname{Term}(b)\}$ earlier than $r_{2} \in R_{b} \backslash\left\{r_{1}\right\}$, 0 otherwise
$x_{r_{1}, r_{2}}^{\text {Term(b) }} \quad 1$ if $r_{1} \in R_{b}$ arrives at earlier than $r_{2} \in R_{\mathrm{Opp}(b)}$ departs from $\operatorname{Term}(b)$, 0 otherwise
$x_{r_{2}, r_{1}}^{\mathrm{Terr(b)}} \quad 1$ if $r_{2} \in R_{\mathrm{Opp}(b)}$ departs from Term(b) earlier than $r_{1} \in R_{b}$ arrives at, 0 otherwise
$n_{r_{1}, r_{2}}^{s} \quad 1$ if $N^{b, s}-1$ trains depart from $s$ after $r_{1}$ and before $r_{2}$ does, 0 otherwise
$\underset{z_{t, r}^{o, d}}{\substack{1, r_{2}}} \quad 1$ if or passengers between $(o, d) \in S_{b<}^{2}$ appearing at $t \in T$ take $r \in R_{b}$, 0 otherwise
$z_{r_{1}, r_{2}}^{s, d} \quad 1$ if passengers to $d \in S$ at $s \in S_{\operatorname{Tra}(b, d)}$ transfer from $r_{1} \in R_{b}$ to $r_{2} \in R_{b}$, 0 otherwise
$\tau_{r}^{s, d} \quad$ amount of inconvenience to passengers to $d$ when they take $r \in R_{b}$ at $s$ where $(s, d) \in S_{b<}^{2}$
$y_{t, r}^{o, d} \quad$ increased amount of inconvenience to passengers between $(o, d) \in S_{b<}^{2}$ appearing at $t \in T$ taking $r \in R_{b}$

## Formulations

$(D M P)$ arrival delay minimization problem
(IMP) passenger inconvenience minimization problem
of train $r \in R$ at station $s \in S$ in an originally planned timetable. In the timetable, we discuss OD pair $(o, d) \in S_{b<}^{2}$ in direction $b \in B$ at time $t \in T$, i.e., passengers who appear at station $o$ at time $t$ and travel to station $d$. We define $A_{t}^{o, d}$ as the amount of inconvenience which they suffer on their route. Let $\Delta^{A}, \Delta^{D}$ be sets of pairs of trains and stations whose arrival and departure are initially delayed, respectively. If the amount of the initial delays
for each $\Delta^{A}$ or $\Delta^{D}$ is given, we can simulate, by applying our rescheduling algorithm or in any manner, the train operations according to the current timetable without rescheduling. We call a timetable in which an arrival or departure time of each train at each station is calculated under these conditions a simulated timetable. We let $\widehat{\Delta}^{A}$ or $\widehat{\Delta}^{D}$ be sets of pairs of trains and stations whose simulated arrival or departure time is before the rescheduling start time. Pair $(r, s)$ in $\widehat{\Delta}^{A}$ or $\widehat{\Delta}^{D}$ means that $r$ is uncontrollable before it departs from or arrives at $s$. Assume here that a feasible rescheduled timetable is given by a certain timetable rescheduling method, e.g., the simulated timetable described above, a train-punctuality-oriented timetable, etc. We let arrival and departure times of train $r$ at station $s$ in such a timetable be $\widehat{A}_{r}^{s}, \widehat{D}_{r}^{s}$. A Minimum interval required between train arrivals and departures is described as $I_{*}^{*}$ depending on a corresponding event. Let $M_{H}, M_{I}$ be different arbitrary large numbers concerning headway and inconvenience, respectively. We define $N^{b, s}$ as the maximum number of trains traveling in $b \in B$ which are allowed to exist on the line between $s$ and $\operatorname{Next}(b, s)$. The number of passengers traveling from station $o$ to station $d$ and appearing at the origin station at time $t$ is denoted by $P_{t}^{o, d}$.

### 3.4.2 Train Operation Variables and Constraints

We describe variables and integer linear constraints to model feasible train operations. Let $a_{r}^{s}$ and $d_{r}^{s}$ be continuous variables which indicate arrival and departure time of train $r \in R$ at station $s \in S$, respectively. For the implementation of the rescheduling measures, we introduce binary variables concerning a train type, a train route inside a station, rolling stock assignment at termini, order of trains and a capacity at stations. For each train $r \in R$ and type $e \in E$, we define

$$
\ell_{r, e}:= \begin{cases}1 & \text { if the type of } r \text { is } e \\ 0 & \text { otherwise }\end{cases}
$$

For each direction $b \in B$, train $r \in R_{b}$ in the direction, station $s \in S$ and track $k \in K^{b, s}$ in the station which the train can pass through or stop at, we set

$$
u_{r}^{k}:= \begin{cases}1 & \text { if } r \text { passes through or stops at } k \\ 0 & \text { otherwise }\end{cases}
$$

For each train $r_{1} \in R$ and its candidate successor train $r_{2} \in R_{\operatorname{Suc}\left(r_{1}\right)}$, we let

$$
g_{r_{1}, r_{2}}:= \begin{cases}1 & \text { if } r_{2} \text { is a successor of } r_{1} \\ 0 & \text { otherwise }\end{cases}
$$

For each direction $b \in B$, ordered pair of distinct trains $\left(r_{1}, r_{2}\right) \in R_{b \neq}^{2}$ in the direction and station $s \in S \backslash\{\operatorname{Term}(b)\}$ other than the terminus, we define

$$
x_{r_{1}, r_{2}}^{s}:= \begin{cases}1 & \text { if } r_{1} \text { departs from } s \text { earlier than } r_{2} \text { does }, \\ 0 & \text { otherwise }\end{cases}
$$

Similarly, for each direction $b \in B$, train $r_{1} \in R_{b}$ in the direction, its terminus Term $(b)$ and train $r_{2} \in R_{\mathrm{Opp}(b)}$ in the opposite direction,

$$
\begin{aligned}
& x_{r_{1}, r_{2}}^{\mathrm{Term}(b)}:= \begin{cases}1 & \text { if } r_{1} \text { arrives at } s \text { earlier than } r_{2} \text { departs from, } \\
0 & \text { otherwise, }\end{cases} \\
& x_{r_{2}, r_{1}}^{\mathrm{Term}(b)}:= \begin{cases}1 & \text { if } r_{2} \text { departs from } s \text { earlier than } r_{1} \text { arrives at, } \\
0 & \text { otherwise. }\end{cases}
\end{aligned}
$$

For each direction $b \in B$, ordered pair of distinct trains $\left(r_{1}, r_{2}\right) \in R_{b \neq}^{2}$ in the direction and station $s \in S \backslash\{\operatorname{Term}(b)\}$ other than the terminus, we let

$$
n_{r_{1}, r_{2}}^{s}:= \begin{cases}1 & \text { if } N^{b, s}-1 \text { or more trains depart from } s \text { after } r_{1} \text { and before } r_{2} \text { does, } \\ 0 & \text { otherwise }\end{cases}
$$

We then give train operation constraints for each single train. One among the train type set members is selected:

$$
\begin{equation*}
\sum_{e \in E} \ell_{r, e}=1 \quad \forall r \in R \tag{3.2}
\end{equation*}
$$

A train passes through or stops at one track in a station:

$$
\begin{equation*}
\sum_{k \in K^{b, s}} u_{r}^{k}=1 \quad \forall b \in B \quad \forall r \in R_{b} \quad \forall s \in S \tag{3.3}
\end{equation*}
$$

Each train may turn back and be operated as another one train. When a train is a candidate successor of several trains, exactly one predecessor is determined. They are
modeled by

$$
\begin{align*}
\sum_{r_{2} \in R_{\mathrm{Suc}\left(r_{1}\right)}} g_{r_{1}, r_{2}} \leq 1 & \forall r_{1} \in R,  \tag{3.4}\\
\sum_{r_{1} \in\left\{r \in R \mid r_{2} \in R_{\mathrm{Suc}(r)\}}\right.} g_{r_{1}, r_{2}}=1 & \forall r_{2} \in R \text { such that }\left\{r \in R \mid r_{2} \in R_{\text {Suc }(r)}\right\} \neq \varnothing . \tag{3.5}
\end{align*}
$$

If $g_{r_{1}, r_{2}}=1$ holds, i.e., the successor of train $r_{1}$ is $r_{2}$, then they occupy the same track at the terminus (otherwise there is no such restriction):

$$
\begin{align*}
-\left(1-g_{r_{1}, r_{2}}\right) \leq u_{r_{1}}^{k}-u_{r_{2}}^{k} \leq 1-g_{r_{1}, r_{2}} & \\
& \forall b \in B \quad \forall r_{1} \in R_{b} \quad \forall r_{2} \in R_{\text {Suc }\left(r_{1}\right)} \forall k \in K^{b, \operatorname{Term}(b)} \tag{3.6}
\end{align*}
$$

The trains do not arrive at or depart from the stations earlier than they do in the originally planned timetable. Additionally, we impose the constraint that they do not arrive or depart later than specified time either, on account of intractability of large mixed integer programming problems in terms of solution space. There is a trade-off between flexibility in a timetable to be rescheduled and the tractability of the problem. We let the time be the sum of the arrival or departure time in a certain feasible rescheduled timetable and the flexibility parameter $I_{\text {Flex }}$ :

$$
\begin{array}{ll}
A_{r}^{s} \leq a_{r}^{s} \leq \widehat{A}_{r}^{s}+I_{\text {Flex }} & \forall b \in B \quad \forall r \in R_{b} \forall s \in S \backslash\{\operatorname{Start}(b)\}, \\
D_{r}^{s} \leq d_{r}^{s} \leq \widehat{D}_{r}^{s}+I_{\text {Flex }} & \forall b \in B \quad \forall r \in R_{b} \forall s \in S \backslash\{\operatorname{Term}(b)\} \tag{3.8}
\end{array}
$$

For $(r, s) \in \Delta^{A}$ or $(r, s) \in \Delta^{D}$, let $\alpha_{r}^{s}, \delta_{r}^{s}$ be arrival or departure time of initially delayed train $r$ at station $s$. Then we consider the initial delay in our formulation as follows:

$$
\begin{array}{ll}
a_{r}^{s} \geq \alpha_{r}^{s} & \forall(r, s) \in \Delta^{A} \\
d_{r}^{s} \geq \delta_{r}^{s} & \forall(r, s) \in \Delta^{D} \tag{3.10}
\end{array}
$$

Similarly for $(r, s) \in \widehat{\Delta}^{A}$ or $(r, s) \in \widehat{\Delta}^{D}$, let $\widehat{\alpha}_{r}^{s}, \widehat{\delta}_{r}^{s}$ be arrival or departure time in a simulated timetable. Since $(r, s)$ is an arrival or departure event before the rescheduling start time, we assume that its time is the simulated one:

$$
\begin{array}{ll}
a_{r}^{s}=\widehat{\alpha}_{r}^{s} & \forall(r, s) \in \widehat{\Delta}^{A}, \\
d_{r}^{s}=\widehat{\delta}_{r}^{s} & \forall(r, s) \in \widehat{\Delta}^{D} . \tag{3.12}
\end{array}
$$

Minimum running time $I_{e}^{b, s}$ of train $r$ traveling in direction $b \in B$ between two stations
$(s, \operatorname{Next}(b, s))$ depends on its train type $e$. The constraints can be aggregated from the constraint (3.2), and is modeled by

$$
\begin{equation*}
a_{r}^{\operatorname{Next}(b, s)}-d_{r}^{s} \geq \sum_{e \in E} I_{e}^{b, s} \ell_{r, e} \quad \forall b \in B \quad \forall r \in R_{b} \forall s \in S \backslash\{\operatorname{Term}(b)\} . \tag{3.13}
\end{equation*}
$$

Minimum dwell time $I^{s}$ at station $s$ is required if a train stops there. If it passes, then the arrival and departure times are equivalent. We introduce the large constant $M_{H}$ and linearize the constraints, according to the technique presented by Williams (2013) for instance:

$$
\begin{equation*}
\sum_{e \in E^{s}} I^{s} \ell_{r, e} \leq d_{r}^{s}-a_{r}^{s} \leq M_{H}\left(\sum_{e \in E^{s}} \ell_{r, e}\right) \quad \forall r \in R \quad \forall s \in S \tag{3.14}
\end{equation*}
$$

Turn back time $I_{\text {Suc }}^{\text {Term }(b)}$ from $r_{1}$ to $r_{2}$ at terminus $\operatorname{Term}(b)$ is given by

$$
\begin{equation*}
d_{r_{2}}^{\operatorname{Term}(b)}-a_{r_{1}}^{\operatorname{Term}(b)} \geq I_{\text {Suc }}^{\operatorname{Term}(b)}-M_{H}\left(1-g_{r_{1}, r_{2}}\right) \quad \forall b \in B \quad \forall r_{1} \in R_{b} \quad \forall r_{2} \in R_{\mathrm{Suc}\left(r_{1}\right)} . \tag{3.15}
\end{equation*}
$$

We let arrival and departure times of a train at its terminus be equivalent to those of its successor train:

$$
\begin{gather*}
-M_{H}\left(1-g_{r_{1}, r_{2}}\right) \leq a_{r_{2}}^{\text {Term }(b)}-a_{r_{1}}^{\text {Term }(b)} \leq M_{H}\left(1-g_{r_{1}, r_{2}}\right) \\
\forall b \in B \forall r_{1} \in R_{b} \forall r_{2} \in R_{\text {Suc }\left(r_{1}\right)},  \tag{3.16}\\
-M_{H}\left(1-g_{r_{1}, r_{2}}\right) \leq d_{r_{2}}^{\text {Term }}(b)-d_{r_{1}}^{\operatorname{Term}(b)} \leq M_{H}\left(1-g_{r_{1}, r_{2}}\right) \\
\forall b \in B \quad \forall r_{1} \in R_{b} \forall r_{2} \in R_{\operatorname{Suc}\left(r_{1}\right)} . \tag{3.17}
\end{gather*}
$$

We present operation constraints between two trains. Exactly one of two trains $r_{1}, r_{2}$ in direction $b$ departs earlier at the stations other than terminus Term(b). At the terminus, a train arrives earlier than another train departs or vice versa:

$$
\begin{align*}
x_{r_{1}, r_{2}}^{s}+x_{r_{2}, r_{1}}^{s}=1 & \forall b \in B \quad \forall\left(r_{1}, r_{2}\right) \in R_{b \neq}^{2} \forall s \in S \backslash\{\text { Term }(b)\},  \tag{3.18}\\
x_{r_{1}, r_{2}}^{\text {Term }(b)}+x_{r_{2}, r_{1}}^{\text {Term }(b)}=1 & \forall b \in B \quad \forall r_{1} \in R_{b} \forall r_{2} \in R_{\mathrm{Opp}(b)} . \tag{3.19}
\end{align*}
$$

Assume here that the priority of type $e_{1}$ of $r_{1}$ is higher than or the same as that of $e_{2}$ of $r_{2}$. If $r_{1}$ departs earlier than $r_{2}$ from station $s$, then their departing order is maintained
at the next stations:

$$
\begin{align*}
x_{r_{1}, r_{2}}^{\operatorname{Next}(b, s)} \geq x_{r_{1}, r_{2}}^{s}-\left(2-\ell_{r_{1}, e_{1}}-\ell_{r_{2}, e_{2}}\right) \\
\forall b \in B \quad \forall\left(r_{1}, r_{2}\right) \in R_{b \neq}^{2} \forall s \in S \backslash\{\operatorname{Term}(b)\} \text { such that } \operatorname{Next}(b, s) \neq \operatorname{Term}(b) \\
\forall\left(e_{1}, e_{2}\right) \in E^{2} \text { such that } e_{1} \succsim^{E} e_{2} . \tag{3.20}
\end{align*}
$$

If $r_{2}$ is a successor of $r_{1}$, then $r_{1}$ arrives earlier than $r_{2}$ departs:

$$
\begin{equation*}
g_{r_{1}, r_{2}} \leq x_{r_{1}, r_{2}}^{\operatorname{Term(b)}} \quad \forall b \in B \quad \forall r_{1} \in R_{b} \quad \forall r_{2} \in R_{\mathrm{Suc}\left(r_{1}\right)} \tag{3.21}
\end{equation*}
$$

For any two departures of trains $r_{1}, r_{2}$ in direction $b$ from station $s$, the number of trains which succeed $r_{2}$ subtracting from the number of trains which succeed $r_{1}$ is equal to one added to the number of other trains which depart after $r_{1}$ and before $r_{2}$ does. If it is $N^{b, s}$ or more, then we make the corresponding binary variable $n_{r_{1}, r_{2}}^{s}$ be one by the following inequality:

$$
\begin{align*}
& n_{r_{1}, r_{2}}^{s} \geq\left(\sum_{r \in R_{b} \backslash\left\{r_{1}\right\}} x_{r_{1}, r}^{s}-\sum_{r \in R_{b} \backslash\left\{r_{2}\right\}} x_{r_{2}, r}^{s}-N^{b, s}+1\right) /\left(\left|R_{b}\right|-1\right) \\
& \forall b \in B \quad \forall\left(r_{1}, r_{2}\right) \in R_{b \neq}^{2} \forall s \in S \backslash\{\operatorname{Term}(b)\} . \tag{3.22}
\end{align*}
$$

Minimum headway between arrivals of trains $\left(I_{\mathrm{AA}}^{\mathrm{Next}(b, s)}\right)$ and departures of them $\left(I_{\mathrm{DD}}^{s}\right)$ are modeled by:

$$
\begin{align*}
& a_{r_{2}}^{\operatorname{Next}(b, s)}-a_{r_{1}}^{\operatorname{Next}(b, s)} \geq I_{\mathrm{AA}}^{\operatorname{Next}(b, s)}-M_{H}\left(1-x_{r_{1}, r_{2}}^{s}\right) \\
& \forall b \in B \quad \forall\left(r_{1}, r_{2}\right) \in R_{b \neq}^{2} \forall s \in S \backslash\{\operatorname{Term}(b)\},  \tag{3.23}\\
& d_{r_{2}}^{s}-d_{r_{1}}^{s} \geq I_{\mathrm{DD}}^{s}-M_{H}\left(1-x_{r_{1}, r_{2}}^{s}\right) \\
& \forall b \in B \quad \forall\left(r_{1}, r_{2}\right) \in R_{b \neq}^{2} \forall s \in S \backslash\{\operatorname{Term}(b)\} . \tag{3.24}
\end{align*}
$$

If arriving and departing trains try to occupy the same track at station $\bar{s}$, then minimum headway $I_{A D}^{\bar{s}}$ is required. Two forms of constraints are necessary corresponding to the cases where $\bar{s}$ is a starting station or not:

$$
\begin{align*}
& a_{r_{2}}^{\mathrm{Start}(b)}-d_{r_{1}}^{\mathrm{Start}(b)} \geq I_{\mathrm{AD}}^{\mathrm{Start}(b)}-M_{H}\left(3-x_{r_{1}, r_{2}}^{\mathrm{Start}(b)}-u_{r_{1}}^{k}-u_{r_{2}}^{k}\right) \\
& \forall b \in B \quad \forall\left(r_{1}, r_{2}\right) \in R_{b \neq}^{2} \forall k \in K^{b, \operatorname{Start}(b)},  \tag{3.25}\\
& a_{r_{2}}^{\operatorname{Next}(b, s)}-d_{r_{1}}^{\operatorname{Next}(b, s)} \geq I_{\mathrm{AD}}^{\mathrm{Next}(b, s)}-M_{H}\left(3-x_{r_{1}, r_{2}}^{s}-u_{r_{1}}^{k}-u_{r_{2}}^{k}\right) \\
& \forall b \in B \quad \forall\left(r_{1}, r_{2}\right) \in R_{b \neq \neq}^{2} \forall s \in S \backslash\{\operatorname{Term}(b)\} \quad \forall k \in K^{b, \operatorname{Next}(b, s)} . \tag{3.26}
\end{align*}
$$

At the crossing near terminus Term $(b)$, minimum headway $I_{\mathrm{AD}}^{\text {Term }(b)}$ or $I_{\mathrm{DA}}^{\text {Term }(b)}$ between two trains traveling in different directions is required:

$$
\begin{align*}
a_{r_{1}}^{\text {Term }(b)}-d_{r_{2}}^{\operatorname{Term}(b)} \geq & I_{\mathrm{AD}}^{\operatorname{Term}(b)}-M_{H}\left(1-x_{r_{2}, r_{1}}^{\text {Term }(b)}\right) \\
& \forall b \in B \forall r_{1} \in R_{b} \forall r_{2} \in R_{\mathrm{Opp}(b)},  \tag{3.27}\\
d_{r_{2}}^{\operatorname{Term}(b)}-a_{r_{1}}^{\mathrm{Term}(b)} \geq & I_{\mathrm{DA}}^{\operatorname{Term}(b)}-M_{H}\left(1-x_{r_{1}, r_{2}}^{\mathrm{Term}(b)}\right) \\
& \forall b \in B \quad \forall r_{1} \in R_{b} \forall r_{2} \in R_{\mathrm{Opp}(b)} . \tag{3.28}
\end{align*}
$$

If there are $N^{b, s}$ trains on the line between $(s, \operatorname{Next}(b, s))$ whose front is $r_{1}$, which is ensured by $n_{r_{1}, r_{2}}^{s}=1$, then $r_{2}$ can leave $s$ after $r_{1}$ arrives at $\operatorname{Next}(b, s)$ and minimum headway $I_{\mathrm{DA}}^{b, s}$ elapses:

$$
\begin{align*}
& d_{r_{2}}^{s}-a_{r_{1}}^{\operatorname{Next}(b, s)} \geq I_{\mathrm{DA}}^{b, s}-M_{H}\left(1-n_{r_{1}, r_{2}}^{s}\right) \\
& \forall b \in B \forall\left(r_{1}, r_{2}\right) \in R_{b \neq}^{2} \forall s \in S \backslash\{\operatorname{Term}(b)\} . \tag{3.29}
\end{align*}
$$

### 3.4.3 Passenger Behavior Variables and Constraints

We introduce two kinds of 0-1 variables to model passenger's behavior, and two continuous variable concerning inconvenience to them. For each direction $b \in B$, OD pair of stations $(o, d) \in S_{b<}^{2}$, time $t \in T$ and train $r \in R_{b}$, we define

$$
z_{t, r}^{o, d}:= \begin{cases}1 & \text { if passengers from } o \text { to } d \text { appearing at } t \text { take } r, \\ 0 & \text { otherwise }\end{cases}
$$

Similarly, for each direction $b \in B$, destination $d \in S$, intermediate station $s \in S_{\operatorname{Tra}(b, d)}$ and pair of trains $\left(r_{1}, r_{2}\right) \in R_{b}^{2}$ in the direction,

$$
z_{r_{1}, r_{2}}^{s, d}:= \begin{cases}1 & \text { if passengers to } d \text { transfer from } r_{1} \text { to } r_{2} \text { at } s \\ 0 & \text { otherwise }\end{cases}
$$

Note that there is a case with $r_{1}=r_{2}$, i.e., they do not transfer. For each direction $b \in B$, OD pair of stations $(s, d) \in S_{b<}^{2}$ and train $r \in R_{b}$, let $\tau_{r}^{s, d}$ be the amount of inconvenience to the passengers who take $r$ at station $s$ to go to their destination $d$ without waiting for the train at the platform. We also introduce a variable which indicates the increased amount of inconvenience which the passengers suffer in an optimal rescheduled timetable, i.e., the positive difference between the amount of inconvenience in the rescheduled timetable and
that in the planned timetable. Note that we regard the value as zero if the former is smaller than the latter. For each direction $b \in B$, OD pair $(o, d) \in S_{b<}^{2}$, time $t \in T$ and train $r \in R_{b}$, we denote by $y_{t, r}^{o, d}$ the increased amount of inconvenience to passengers who appear at station $o$ and at time $t$, go to their destination $d$ and take train $r$ at $o$.

We then describe passenger behavior constraints at his/her origin station. Firstly, only one train is selected:

$$
\begin{equation*}
\sum_{r \in R_{b}} z_{t, r}^{o, d}=1 \quad \forall b \in B \quad \forall(o, d) \in S_{b<}^{2} \quad \forall t \in T \tag{3.30}
\end{equation*}
$$

The following inequality indicates $d_{r}^{o}<t \Rightarrow z_{t, r}^{o, d}=0$, i.e., the passengers cannot board any train which departs from the origin station before they appear there:

$$
\begin{equation*}
z_{t, r}^{o, d} \leq d_{r}^{o} / t \quad \forall b \in B \quad \forall(o, d) \in S_{b<}^{2} \quad \forall t \in T \quad \forall r \in R_{b} \tag{3.31}
\end{equation*}
$$

If a train passes through their origin station, or they cannot alight at their destination station by taking the train and even transferring to any other train at an intermediate station, then the value $z_{t, r}^{o, d}$ must be zero:

$$
\begin{equation*}
z_{t, r}^{o, d} \leq 1-\ell_{r, e} \quad \forall b \in B \quad \forall(o, d) \in S_{b<}^{2} \quad \forall t \in T \quad \forall r \in R_{b} \quad \forall e \in E \backslash E^{o, d} \tag{3.32}
\end{equation*}
$$

At the intermediate stations, there are transfer constraints which are similar to the constraints (3.30)-(3.32), where $I_{\text {Tra }}$ is time required for the passengers to transfer:

$$
\begin{align*}
& \sum_{r_{2} \in R_{b}} z_{r_{1}, r_{2}}^{s, d}=1 \\
& \quad \forall b \in B \quad \forall d \in S \quad \forall s \in S_{\operatorname{Tra}(b, d)} \forall r_{1} \in R_{b},  \tag{3.33}\\
& d_{r_{2}}^{s}-a_{r_{1}}^{s} \geq I_{\mathrm{Tra}}-M_{H}\left(1-z_{r_{1}, r_{2}}^{s, d}\right) \\
& \forall b \in B \quad \forall d \in S \quad \forall s \in S_{\operatorname{Tra}(b, d)} \forall\left(r_{1}, r_{2}\right) \in R_{b \neq}^{2},  \tag{3.34}\\
& z_{r_{1}, r_{2}}^{s, d} \leq 1-\ell_{r_{2}, e} \\
& \forall b \in B \quad \forall d \in S \quad \forall s \in S_{\operatorname{Tra}(b, d)} \quad \forall\left(r_{1}, r_{2}\right) \in R_{b}^{2} \quad \forall e \in E \backslash E^{s, d} . \tag{3.35}
\end{align*}
$$

The amount of inconvenience $\tau_{r}^{s, d}$ is uniquely determined when there is no opportunity for a transfer on the way from station $s$ to station $d$. It is simply the traveling time on
board:

$$
\begin{align*}
& \tau_{r}^{s, d}=a_{r}^{d}-d_{r}^{s} \\
& \quad \forall b \in B \quad \forall(s, d) \in S_{b<}^{2} \text { such that } \operatorname{TraNext}(b, s) \notin S_{\operatorname{Tra}(b, d)} \forall r \in R_{b} . \tag{3.36}
\end{align*}
$$

At intermediate station $\operatorname{TraNext}(b, s)$ where a train transfer is possible on the way from $s$ to $d$, the amount of inconvenience to the passengers may or may not be decreased by changing trains. Consider a case where the passengers are still on the same train $r$. Then, $\tau_{r}^{s, d}$ consists of, the time they spend on board between the departure from $s$ and the departure from $\operatorname{TraNext}(b, s)$, and the amount of inconvenience $\tau_{r}^{\operatorname{TraNext}(b, s), d}$ from $\operatorname{TraNext}(b, s)$ to $d$. We model the constraint by introducing the large constant $M_{I}$ :

$$
\begin{align*}
& \tau_{r}^{s, d} \geq a_{r}^{\operatorname{Tr} \operatorname{Text}(b, s)}-d_{r}^{s} \\
&+\left(d_{r}^{\operatorname{TraNext}(b, s)}-a_{r}^{\operatorname{TraNext}(b, s)}\right)+\tau_{r}^{\operatorname{TraNext}(b, s), d}-M_{I}\left(1-z_{r, r}^{\operatorname{TraNext}(b, s), d}\right) \\
& \quad \forall b \in B \quad \forall(s, d) \in S_{b<}^{2} \operatorname{such} \text { that } \operatorname{TraNext}(b, s) \in S_{\operatorname{Tra}(b, d)} \forall r \in R_{b} . \tag{3.37}
\end{align*}
$$

Suppose that the passengers transfer from $r_{1}$ to $r_{2}$. Then the waiting time multiplied by $\mu$ instead of the dwell time and the train transfer penalty $\nu$ are imposed:

$$
\begin{align*}
\tau_{r_{1}}^{s, d} & \geq a_{r_{1}}^{\operatorname{Tr} \operatorname{Text}(t, s)}-d_{r_{1}}^{s} \\
& +\mu \times\left(d_{r_{2}}^{\operatorname{Tr} N \operatorname{Next}(b, s)}-a_{r_{1}}^{\operatorname{TraNext}(b, s)}\right)+\nu+\tau_{r_{2}}^{\operatorname{TraNext}(b, s), d}-M_{I}\left(1-z_{r_{1}, r_{2}}^{\operatorname{TraNext}(b, s), d}\right) \\
& \forall b \in B \quad \forall(s, d) \in S_{b<}^{2} \text { such that } \operatorname{TraNext}(b, s) \in S_{\operatorname{Tra}(b, d)} \quad \forall\left(r_{1}, r_{2}\right) \in R_{b \neq}^{2} . \tag{3.38}
\end{align*}
$$

Finally we calculate the increased amount of inconvenience to passengers $y_{t, r}^{o, d}$. It is given by $y_{t, r}^{o, d}=z_{t, r}^{o, d} \times \max \left\{\mu \times\left(d_{r}^{o}-t\right)+\tau_{r}^{o, d}-A_{t}^{o, d}, 0\right\}$. We first consider a case where $z_{t, r}^{o, d}=1$, i.e., the passengers who appear at the origin station $o$ at the time $t$ take the train $r$ to go to their destination $d$. The term $\mu \times\left(d_{r}^{o}-t\right)$ is the inconvenience of waiting for $r$ and $\tau_{r}^{o, d}$ is the inconvenience which they suffer after taking $r$. We subtract the amount of inconvenience in the planned timetable from the sum of these two terms, which means the total amount of inconvenience in the disrupted situation. When its value is negative, we regard the "increased" amount of inconvenience as zero. We next consider the case where $z_{t, r}^{o, d}=0$, which indicates that they do not take $r$ at their origin station. Then the inconvenience by taking this train is zero. This complicated equation is linearized in the
following way:

$$
\begin{align*}
& y_{t, r}^{o, d} \geq \mu \times\left(d_{r}^{o}-t\right)+\tau_{r}^{o, d}-A_{t}^{o, d}-M_{I}\left(1-z_{t, r}^{o, d}\right) \\
& \forall b \in B \quad \forall(o, d) \in S_{b<}^{2} \forall t \in T \quad \forall r \in R_{b},  \tag{3.39}\\
& y_{t, r}^{o, d} \geq 0 \quad \\
& \forall b \in B \quad \forall(o, d) \in S_{b<}^{2} \quad \forall t \in T \quad \forall r \in R_{b} . \tag{3.40}
\end{align*}
$$

### 3.4.4 Additional Constraints

We add several constraints to obtain an optimal solution to in shorter time. Although these constraints are redundant, i.e., the feasible region of the mixed integer programming problem are equivalent with or without them, those of the linear programming relaxation problems may be different. The constraints presented in this subsection are expected to give a tighter lower bound in the branch-and-cut process in general mixed integer programming algorithms.

Let the type of two trains $r_{1}, r_{2}$ be the same and $t \leq D_{r_{1}}^{o}$ holds, i.e., passengers appearing at $t$ do not miss $r_{1}$ from $D_{r_{1}}^{o} \leq d_{r_{1}}^{o}$ in the constraint (3.8). If $x_{r_{1}, r_{2}}^{o}=1$ then $r_{1}$ also departs earlier than $r_{2}$ from the stations afterwards from the constraint (3.20). Therefore they do not take $r_{2}$ :

$$
\begin{align*}
& z_{t, r_{2}}^{o, d} \leq 3-x_{r_{1}, r_{2}}^{o}-\ell_{r_{1}, e}-\ell_{r_{2}, e} \\
& \quad \forall b \in B \quad \forall(o, d) \in S_{b<}^{2} \forall t \in T \quad \forall\left(r_{1}, r_{2}\right) \in R_{b \neq}^{2} \text { such that } t \leq D_{r_{1}}^{o} \forall e \in E^{o} . \tag{3.41}
\end{align*}
$$

We next consider a case where the passengers can travel between $(o, d)$ by boarding single train $r_{1}, r_{2}$ stops at $o$ and $r_{1}$ arrives at $d$ earlier than $r_{2}$. When $\mu=1$, i.e., the inconvenience they suffer on their route consists of their traveling time and a transfer, taking $r_{1}$ is a better choice; the traveling time by taking $r_{1}$ is shorter than that by taking $r_{2}$ and $r_{1}$ stops at $o$ and $d$. Hence, they do not take $r_{2}$ at $o$. This situation is modeled as follows:

$$
\begin{align*}
& z_{t, r_{2}}^{o, d} \leq 3-x_{r_{1}, r_{2}}^{\bar{s}}-\ell_{r_{1}, e_{1}}-\ell_{r_{2}, e_{2}} \\
& \forall b \in B \quad \forall(o, d) \in S_{b<}^{2} \quad \bar{s} \in S \text { such that } \operatorname{Next}(b, \bar{s})=d \forall t \in T \\
& \forall\left(r_{1}, r_{2}\right) \in R_{b \neq}^{2} \text { such that } t \leq D_{r_{1}}^{o} \forall e_{1} \in E^{o} \cap E^{d} \quad e_{2} \in E^{o} \text { such that } e_{1} \neq e_{2} . \tag{3.42}
\end{align*}
$$

The passengers do not transfer to a train of the same type:

$$
\begin{equation*}
z_{r_{1}, r_{2}}^{s, d} \leq 2-\ell_{r_{1}, e}-\ell_{r_{2}, e} \quad \forall b \in B \quad \forall d \in S \quad \forall s \in S_{\operatorname{Tra}(b, d)} \forall\left(r_{1}, r_{2}\right) \in R_{b \neq}^{2} \forall e \in E \tag{3.43}
\end{equation*}
$$

If the passengers transfer from $r_{1}$ to another train, then it must be done at only one station:

$$
\begin{equation*}
\sum_{s \in S_{\mathrm{Tra}(b, d)}} \sum_{r_{2} \in R_{b} \backslash\left\{r_{1}\right\}} z_{r_{1}, r_{2}}^{s, d} \leq 1 \quad \forall b \in B \quad \forall d \in S \quad \forall r_{1} \in R_{b} \tag{3.44}
\end{equation*}
$$

Let $r_{1}, r_{2}$ stop at $d$ and $r_{1}$ arrives at $d$ earlier. Then the sum of the waiting time of $r_{2}$ after alighting from $r_{1}$ for the transfer and the traveling time on board by $r_{2}$ is longer than the traveling time on board by $r_{1}$. When $\mu \geq 1$, any passenger do not transfer to $r_{2}$ since it brings more inconvenience. This is expressed as follows:

$$
\begin{align*}
z_{r_{1}, r_{2}}^{s, d} \leq 3-x_{r_{1}, r_{2}}^{\bar{s}}-\ell_{r_{1}, e_{1}}-\ell_{r_{2}, e_{2}} & \\
\forall b \in B \forall d \in S \quad \forall s \in S_{\operatorname{Tra}(b, d)} & \bar{s} \in S \text { such that } \operatorname{Next}(b, \bar{s})=d \\
& \forall\left(r_{1}, r_{2}\right) \in R_{b \neq}^{2} \forall e_{1}, e_{2} \in E^{d} \tag{3.45}
\end{align*}
$$

Consider passengers between $\left(o, d_{1}\right)$ and those between ( $o, d_{2}$ ) who appear at the same time. When $\left(o, d_{1}, d_{2}\right) \in F$ holds, i.e., their route at $o$ is the same, two such OD pairs can be aggregated as follows:

$$
\begin{align*}
& z_{t, r}^{o, d_{1}}=z_{t, r}^{o, d_{2}} \\
& \forall b \in B \forall\left(o, d_{1}\right),\left(o, d_{2}\right) \in S_{b<}^{2} \text { such that } d_{1} \neq d_{2} \text { and }\left(o, d_{1}, d_{2}\right) \in F \\
& \forall t \in T \quad \forall r \in R_{b} . \tag{3.46}
\end{align*}
$$

Similarly at the intermediate stations, we have

$$
\begin{align*}
& z_{r_{1}, r_{2}}^{s, d_{1}}=z_{r_{1}, r_{2}}^{s, d_{2}} \\
& \forall b \in B \forall\left(s, d_{1}\right),\left(s, d_{2}\right) \in S_{b<}^{2} \text { such that } d_{1} \neq d_{2} \text { and }\left(s, d_{1}, d_{2}\right) \in F \\
& \forall\left(r_{1}, r_{2}\right) \in R_{b}^{2} . \tag{3.47}
\end{align*}
$$

### 3.4.5 Objective Functions

We consider two objective functions in our timetable rescheduling; the one simply minimizes the total amount of arrival delays and ignores the passenger behavior model. We call the mixed integer programming problem the arrival delay minimization problem ( $D M P$ ) and the formulation is as follows:
(DMP)

$$
\begin{array}{ll}
\operatorname{minimize} & \sum_{b \in B} \sum_{r \in R_{b}} \sum_{s \in S \backslash\{\operatorname{Start}(\mathrm{~b})\}}\left(a_{r}^{s}-A_{r}^{s}\right) \\
\text { subject to } & (3.2)-(3.29), \\
& \ell_{r, e}, u_{r}^{s, k}, g_{r_{1}, r_{2}}, x_{r_{1}, r_{2}}^{s}, n_{r_{1}, r_{2}}^{s} \in\{0,1\} .
\end{array}
$$

Time is a unit of the objective value of $(D M P)$ and its lower bound is zero from the constraint (3.7).

The other is to minimize the sum of increased amount of inconvenience over all the passengers and it is what we think is of crucial importance. We name it the passenger inconvenience minimization problem (IMP) and present the formulation below:

$$
\begin{array}{ll}
\operatorname{minimize} & \sum_{b \in B} \sum_{(o, d) \in S_{b<}^{2}<} \sum_{t \in T} P_{t}^{o, d}\left(\sum_{r \in R_{b}} y_{t, r}^{o, d}\right) \\
\text { subject to } & (3.2)-(3.47), \\
& \ell_{r, e}, u_{r}^{s, k}, g_{r_{1}, r_{2}}, x_{r_{1}, r_{2}}^{s}, n_{r_{1}, r_{2}}^{s}, z_{t, r}^{o, d}, z_{r_{1}, r_{2}}^{s, d} \in\{0,1\} .
\end{array}
$$

The increased amount of inconvenience times the number of passengers is a unit of the objective value of (IMP) and its lower bound of is also zero from the constraint (3.40).

### 3.5 Algorithm

### 3.5.1 Overall Algorithm and Passenger Inconvenience Calculation in Originally Planned Timetable

We set all the necessary input data and minimize further inconvenience to passengers caused by disturbance. The overall algorithm is displayed in Figure 3.10.

At Step 1, we calculate the amount of inconvenience to passengers in the originally planned timetable before there occurs a delay, since our objective is to minimize the positive difference between the inconvenience in a rescheduled timetable and that in the

Step 1: Passenger Inconvenience Calculation in Originally Planned Timetable.
Construct time-space graph from originally planned timetable and $T$.
Set amount of inconvenience on each edge.
For each $b \in B,(o, d) \in S_{b<}^{2}, t \in T$,
Find shortest path of passengers from $o$ to $d$ appearing at $t$.
Let shortest path length be $A_{t}^{o, d}$.
Step 2: Delay Spread Simulation.
For each $\left(r^{A}, s^{A}\right) \in \Delta^{A},\left(r^{D}, s^{D}\right) \in \Delta^{D}$, input $\alpha_{r^{A}}^{s^{A}}, \delta_{r}^{s^{D}}$.
For each $r \in R, s \in S$, set $\widehat{A}_{r}^{s}, \widehat{D}_{r}^{s}:=\infty$.
Set $\widehat{\Delta}^{A}=\varnothing, \widehat{\Delta}^{D}=\varnothing$.
Calculate $M_{H}$.
Solve ( $D M P$ ) with $\ell_{r, e}, u_{r}^{s, k}, g_{r_{1}, r_{2}}, x_{r_{1}, r_{2}}^{s}$ fixed.
Step 3: Solving Arrival Delay Minimization Problem.
Let $\check{a}_{r}^{s}, \check{d}_{r}^{s}$ be solution to ( $D M P$ ) obtained at Step 2.
Set $h_{0}$.
Set $\widehat{\Delta}^{A}:=\left\{(r, s) \in R \times S \mid \check{a}_{r}^{s}<h_{0}\right\}, \widehat{\Delta}^{D}:=\left\{(r, s) \in R \times S \mid \check{d}_{r}^{s}<h_{0}\right\}$.
For each $\left(r^{A}, s^{A}\right) \in \widehat{\Delta}^{A},\left(r^{D}, s^{D}\right) \in \widehat{\Delta}^{D}$, set $\widehat{\alpha}_{r}^{s^{A}}:=\check{a}_{r}^{s}, \widehat{\delta}_{r D}^{D}:=\check{d}_{r}^{s}$.
Solve ( $D M P$ ).
Step 4: Solving Passenger Inconvenience Minimization Problem.
Let $\check{a}_{r}^{s}, \breve{d}_{r}^{s}$ be solution to $(D M P)$ obtained at Step 3.
For each $r \in R, s \in S$, set $\widehat{A}_{r}^{s}:=\check{a}_{r}^{s}, \widehat{D}_{r}^{s}:=\check{d}_{r}^{s}$.
Give $I_{\text {Flex }}$.
Update $M_{H}$.
Calculate $M_{I}$.
Solve (IMP).
Fig. 3.10 Timetable rescheduling algorithm
planned timetable. Namely, we compute $A_{t}^{o, d}$ for each passenger between the stations $(o, d)$ appearing at the time $t$. Since the passengers are assumed to take a train and transfer so that the inconvenience to them will be minimized, we model the problem of routing them as the shortest path problem (refer to Hillier and Lieberman (2014) as well as Nemhauser and Wolsey (1999) on the shortest path problem).

We firstly construct a widely used train time-space graph (for instance, Kanai et al. (2011) call it a "passenger behavior network") from the originally planned train diagram and the set of time periods $T$. The vertices consists of the arrival/departure events of the trains at each station, and triplet $(o, d, t) \in S_{b<}^{2} \times T$ for each direction $b \in B$. This means the appearance of passengers at the station $o$ at the time $t$ whose destination is $d$. The directed edges are drawn between vertices when the passengers can move between them directly: specifically, (i) an appearance of passengers to a train departure vertex
from the same station, (ii) a train departure vertex to the train arrival vertex at the next station, (iii) a train arrival vertex to the train departure vertex at the same station, (iv) a train arrival vertex to a different train departure vertex at the same station. The edge (i) indicates a wait for the departure of the corresponding train, the edge (ii) travel by the train between the adjacent stations, the edge (iii) a wait on board at the station, and the edge (iv) a transfer between the two trains and a wait for the departure of the latter train. These form a directed acyclic graph.

We next set, for each edge, the amount of inconvenience caused by the corresponding activity. The waiting time multiplied by $\mu$ is imposed on (i), the traveling time on (ii), the dwell time on (iii), and the transfer penalty $\nu$ as well as the waiting time multiplied by $\mu$ on (iv). We then find a shortest path from each appearance vertex ( $o, d, t$ ) to any train arrival vertex at $d$. We apply Dijkstra's algorithm on a directed acyclic graph (refer to Wolsey (1998) on the shortest path problem on a directed acyclic graph), and have the shortest path length, which is $A_{t}^{o, d}$.

### 3.5.2 Delay Spread Simulation

At Step 2, we input initial delay information $\alpha_{r}^{s}, \delta_{r}^{s}$. We temporarily set $\widehat{A}_{r}^{s}:=\infty$ and $\widehat{D}_{r}^{s}:=\infty$ to ignore the right-hand sides of the constraints (3.7) and (3.8). We also let $\widehat{\Delta}^{A}:=\varnothing$ and $\widehat{\Delta}^{D}:=\varnothing$ to ignore the constraints (3.11) and (3.12). We then decide a proper value of the large constant $M_{H}$ concerning headway which is in the constraints (3.14)-(3.17) and (3.23)-(3.29) so that we can solve (DMP). These constraints are of the form

$$
(\text { time of Event } 1)-(\text { time of Event } 2) \geq\left(0 \text { or } I_{*}^{*}\right)-M_{H} \times(0,1,2 \text { or } 3)
$$

Overall, the constant satisfies

$$
M_{H} \geq \max \left\{I_{*}^{*}\right\}-\min \left\{a_{r}^{s}, d_{r}^{s}\right\}+\max \left\{a_{r}^{s}, d_{r}^{s}\right\}
$$

Since a timetable in which all the trains are delayed for the maximum amount of initial delays is feasible, we let

$$
M_{H}:=\max \left\{I_{*}^{*}\right\}-\min \left\{A_{r}^{s}, D_{r}^{s}\right\}+\left(\max \left\{A_{r}^{s}, D_{r}^{s}\right\}+(\max . \text { amount of initial delays })\right)
$$

We let the values of the decision variables $\ell_{r, e}, u_{r}^{s, k}, g_{r_{1}, r_{2}}, x_{r_{1}, r_{2}}^{s}$ be those of the current timetable, and solve ( $D M P$ ). Since the problem is a simple linear programming problem, it can be solved immediately by an optimization solver (refer to Hillier and Lieberman
(2014), Nemhauser and Wolsey (1999) and Williams (2013) on linear programming). Then we have a simulated timetable on the spread of the initial delay to other trains if we operate the trains in accordance with the current timetable.

### 3.5.3 Solving Arrival Delay Minimization Problem

We set the rescheduling start time $h_{0}$ at the beginning of Step 3, and let the arrival or departure time of the events which occurs before the rescheduling start time be its simulated time. We then solve ( $D M P$ ) with the binary variables being unfixed and obtain a feasible rescheduled timetable as a reference point.

### 3.5.4 Solving Passenger Inconvenience Minimization Problem

At Step 4, we improve the rescheduled timetable in terms of passenger satisfaction. Firstly, we let $\widehat{A}_{r}^{s}, \widehat{D}_{r}^{s}$ be the rescheduled arrival/departure time in the optimal solution to ( $D M P$ ) at Step 3. We next introduce the parameter $I_{\text {Flex }}$ to widen the solution space for the passenger-oriented optimization. The right-hand sides of (3.7) and (3.8) in (IMP) are now decided, and we could make $M_{H}$ smaller. We update

$$
M_{H}:=\min \left\{M_{H}, \max \left\{I_{*}^{*}\right\}-\min \left\{A_{r}^{s}, D_{r}^{s}\right\}+\max \left\{\widehat{A}_{r}^{s}, \widehat{D}_{r}^{s}\right\}+I_{\mathrm{Flex}}\right\} .
$$

On the other hand, a proper value of the arbitrary large number $M_{I}$ concerning inconvenience is still unknown. The constraints (3.37)-(3.39) involving $M_{I}$ are of the form

$$
\begin{aligned}
& M_{I} \geq \text { (amount of inconvenience on (partial) Route 1) } \\
& \qquad \quad-(\text { amount of inconvenience (partial) Route } 2) .
\end{aligned}
$$

Consider here a route of a passenger on which his/her inconvenience will be maximized. When the waiting parameter value $\mu$ is bigger than one, the inconvenience will increase by waiting a train as long as possible. When $\mu<1$, he/she will suffer more inconvenience by traveling on board as long as possible. The inconvenience to him/her will increase further if he/she transfers at every possible station and the transfer penalty $\nu$ is imposed. According to these observations, we decide the value of the arbitrary large number as follows:

$$
M_{I}:=\max \{\mu, 1\} \times\left(\max \left\{\widehat{A}_{r}^{s}, \widehat{D}_{r}^{s}\right\}+I_{\mathrm{Flex}}-\min \left\{A_{r}^{s}, D_{r}^{s}\right\}\right)+\nu \times\left|\max \left\{S_{\mathrm{Tra}(b, d)}\right\}\right| .
$$

We finally solve (IMP) and obtain a desired rescheduled timetable.


Fig. 3.11 Diagram of originally planned timetable and initial delay for arbitrary created example

### 3.6 Examples

We present rescheduled timetables proposed by our rescheduling algorithm for an arbitrary created timetable to observe how the solution to the arrival delay minimization problem ( $D M P$ ) is improved in terms of the inconvenience when each arrival/departure event is allowed to be further delayed in the passenger inconvenience minimization problem $(I M P)$. Figure 3.11 displays a diagram of the originally timetable and an initial delay. This example has five stations, ten westbound trains and eight eastbound trains. The vertical dashed line is depicted for every ten minutes. The timetable is cyclic in which its cycle time is 20 minutes. The bold and thin lines indicate express and local trains, respectively. The express trains stop at Stations A, C and E. These trains can overtake the local ones at any intermediate station though they do only at Station C in the originally planned timetable. Some of the trains turn back at the termini (e.g., Train 12 does at Station A and is next operated as Train 6). We deal with 569 different triplet $(o, d, t)$ in the timetable, i.e., a group of passengers who appear at station $o$ at time $t$ and travel to station $d$. Each passenger appears at his/her origin station zero to three minutes before the departure of a train which he/she plans to take.

To this planned timetable, we input the delay of 30 minutes on the departure of Train 2 from Station A and assume that Trains 3 and 4 depart from a different track from a track
which Train 2 depart from at Station A so that Trains 3 and 4 run on the originally planned time. We let the rescheduling design deadline and the rescheduling start time be also 30 minutes after the occurrence of the initial delay for simplicity, and then solve $(D M P)$ and $(I M P)$. We output incumbent solutions unless it terminates in 30 minutes. The computational environment described in the next section.

Figures 3.12, 3.13, 3.14 and 3.15 illustrate the diagram of the optimal solution to $(D M P)$ as well as the diagrams of the optimal solutions to $(I M P)$ with the inconvenience parameter values $(\mu, \nu)=(1,1)$ concerning the expression (3.1) and the flexibility parameter $I_{\text {Flex }}=5,10,15,20$ (in minutes). The inconvenience parameter value set means that each passenger takes a route which makes his/her traveling time be minimized and requires less number of transfers if the traveling time of two routes are equivalent, since he/she can transfer at one station and we let the minimum arrival interval between trains at any station be more than two minutes. The dashed lines in the diagrams indicate the originally planned timetable and the rolling stock assignment at termini.

The arrival delay minimization problem $(D M P)$ is solved immediately. In Figure 3.12, Train 1 instead of the delayed Train 2 is next operated as Train 14 to reduce the spread of the delay. Train 13 stops longer and is overtaken at Station B since the delay does not affect its successor Train 9. The delay of Train 8 is decreased since its predecessor Train 14 overtakes Train 9. The most noticeable result is that Train 15 departs from its starting station later than Train 16 and that it is operated as an express train. The departure of Train 15 at Station E is much delayed since its predecessor is not Train 1 but Train 3, and the delay is recovered at Station B. This solution causes a long interval between the operation of two local Trains 13 and 17.

The passenger inconvenience minimization problem (IMP) with $(\mu, \nu)=(1,1)$ and $I_{\text {Flex }}=5,10,15,20$ are obtained before the rescheduling design deadline. In the optimal solution to $(I M P)$ with $I_{\text {Flex }}=5$ shown in Figure 3.13 (we have the same solution when $I_{\text {Flex }}=10$ ), the type of Train 15 is local to reduce the inconvenience to the passengers from Station E to Stations B and D. Note that Train 10 is slightly delayed and that the connection between Trains 9 and 10 is kept by delaying the departure of Train 9 from Station C. The delay of Train 10 is spread by Train 16 and that of Train 16 is relevant to Train 15. These are observed on account of the flexibility parameter being still small; the departure time of local Train 15 from Station B has to be within five or ten minutes delay from the solution to $(D M P)$, which is equivalent to the planned departure time, and it causes its early departure from Station E. This spread is resolved when we set $I_{\text {Flex }}=15$ displayed in Figure 3.14. Train 15 is intentionally delayed for over ten minutes and Train 16 is operated on time. In the rescheduled timetable when $I_{\text {Flex }}=20$, which is equal to the cycle time, Train 2 is virtually operated as Train 6 in the


Fig. 3.12 Diagram of optimal solution to $(D M P)$ for arbitrary created example


Fig. 3.13 Diagram of optimal solution to $(I M P)$ with $(\mu, \nu)=(1,1), I_{\text {Flex }}=5,10$ for arbitrary created example
planned timetable. Similarly, other express Trains $6,8,14$ and 16 are intentionally delayed for about 20 minutes in Figure 3.15. Trains 10 and 18 are operated as the local trains. We have this result since the originally planned timetable is optimal with respect to the minimization of the inconvenience to the passengers in an undisrupted situation (recall that each passenger appears at his/her origin station zero to three minutes before the


Fig. 3.14 Diagram of optimal solution to $(I M P)$ with $(\mu, \nu)=(1,1), I_{\text {Flex }}=15$ for arbitrary created example


Fig. 3.15 Diagram of optimal solution to $(I M P)$ with $(\mu, \nu)=(1,1), I_{\text {Flex }}=20$ for arbitrary created example
departure of a train which he/she plans to take) and the flexibility parameter is large enough for the trains to be delayed for one cycle time. The retiming operation which is shown in Figure 3.6 and commonly performed by train dispatchers in Japan is also achieved by our inconvenience minimization formulation even though we do not explicitly
model the rescheduling measure.
We present the solutions to $(I M P)$ in Figures 3.16, 3.17 and 3.18 when we set $(\mu, \nu)=$ $(2,10)$ according to Railway Bureau, Ministry of Land, Infrastructure, Transport and Tourism (2012). The problem instances with $I_{\text {Flex }}=5,10$ is solved to optimality while the ones with $I_{\text {Flex }}=15,20$ are not before the rescheduling design deadline. We show the incumbent solution for these cases. We have the same solution for $I_{\text {Flex }}=5$ and 10. In this solution, Train 8 overtakes Train 7 at Station D while the change of the departure order is observed at at Station C when $(\mu, \nu)=(1,1)$. The passengers who are taking Train 7 and is going to Station E do not transfer to Train 8 at Station C since the waiting and transfer penalties are heavier. Hence the local train is prioritized at Station C. Although the train is overtaken at Station D in the end, its arrival time at Station E is 103, one minute earlier than that for $(\mu, \nu)=(1,1)$, to carry the passengers who do not transfer at Station C earlier. When $I_{\text {Flex }}=15$, we have a similar result to that for $(\mu, \nu)=(1,1)$, except that Train 8 overtakes Train 7 at Station D. The incumbent solution for $I_{\text {Flex }}=20$ is the same as that when $(\mu, \nu)=(1,1)$ since the originally planned timetable is also optimal when $(\mu, \nu)=(2,10)$ for the distribution of the appearance of passengers.

### 3.7 Computational Results

### 3.7.1 Disruption Case and Computational Environment

We implement our rescheduling algorithm and assess its effectiveness for a 2012 weekend timetable of Chuo Line in Tokyo. Chuo Line has high frequency of train arrivals and departures which involve two or more types of trains in Japan, on which two express trains and five local trains are operated per 30 minutes on average. The passenger OD data are based on the ones investigated by Ministry of Land, Infrastructure, Transport and Tourism (2012) in 2010. Since they do not include time-dependent data, we assume that the number of passengers for each OD pair is uniformly distributed on time. Figure 3.19 shows the train operations between Tokyo and Tachikawa Stations, the main part of the whole line, for 50 minutes on the eastbound trains (From Tachikawa Station to Tokyo Station) and their successor eastbound trains in the daytime on the weekend, as well as an initial delay. The vertical dashed line is depicted for every ten minutes. The bold lines indicate express trains called Special Rapid Trains and the thin lines are Rapid Trains. Special Rapid Trains can overtake the other trains at Mitaka and Kokubunji Stations. We have omitted several minor stations which do not affect the order of the trains. The behavior of 2,108 different group of passengers $(o, d, t)$ are considered in this timetable. Hence the instance is medium-sized.


Fig. 3.16 Diagram of optimal solution to $(I M P)$ with $(\mu, \nu)=(2,10), I_{\text {Flex }}=5,10$ for arbitrary created example


Fig. 3.17 Diagram of incumbent solution to $(I M P)$ with $(\mu, \nu)=(2,10), I_{\text {Flex }}=15$ for arbitrary created example

We input a delay of 15 minutes on the departure of Train 102 from Higashi-Koganei Station. We set $I_{\text {Flex }}=1, \ldots, 5$ (in minutes). We let the rescheduling start time be 15 minutes after the occurrence of the delay. We then let the rescheduling design deadline be ten minutes after the occurrence of the delay and adopt incumbent solutions obtained


Fig. 3.18 Diagram of incumbent solution to $(I M P)$ with $(\mu, \nu)=(2,10), I_{\text {Flex }}=20$ for arbitrary created example
before the time, assuming that the train dispatchers can input the modifications to the currents schedule proposed by the rescheduled solution to the train traffic control system and that the system transmits the information to a relevant staff. According to Technical Research Committee on Advanced Rail Transport Planning and Management, The Institute of Electrical Engineers of Japan (2010), advanced train traffic control systems have recently been being introduced to urban railway lines. These assumptions are hence valid. The combinations of the inconvenience parameters $(\mu, \nu)$ are $(1,1)$, and $(2,10)$ according to Railway Bureau, Ministry of Land, Infrastructure, Transport and Tourism (2012). The former parameter value set means that each passenger takes a route which makes his/her traveling time be minimized and requires less number of transfers if the traveling time of two routes are equivalent, since he/she can transfer at two stations and the minimum arrival interval between trains at any station is more than two minutes. We solve the passenger inconvenience minimization problem (IMP) as well as the arrival delay minimization problem ( $D M P$ ), and compare solutions with each other for various values of the timetable flexibility parameter $I_{\text {Flex }}$. The total inconvenience to passengers are decreased as $I_{\text {Flex }}$ gets bigger since the solution space is enlarged. On the other hand, the total amount of delays may be increased; some trains may stop longer at a station to wait for extra passengers to come, for instance. The larger solution space also requires more computation time. The mixed integer programming problems are solved by Gurobi Optimizer 5.5.0 (the current version is offered by Gurobi Optimization (2016)) on a 64 -bit


Fig. 3.19 Diagram of originally planned timetable and initial delay

Windows 7 PC having a Core i7-3930K CPU (six cores, twelve threads, $3.2-3.8 \mathrm{GHz}$ ) and 16 GB RAM. Six CPU threads are used by the Gurobi Optimizer. We still run the mixed integer programming solver after the rescheduling design deadline to observe the optimality of the solutions obtained before the deadline.

### 3.7.2 Rescheduling Results

The solutions to $(D M P)$ and (IMP) with $(\mu, \nu)=(1,1), I_{\text {Flex }}=2,3,5$ (in minutes) are depicted in Figures 3.20, 3.21 and 3.22. Note that each of the solutions is optimal to the corresponding mixed integer problem which is found and provided to be optimal before the rescheduling design deadline except that the solutions to (IMP) with $I_{\mathrm{Flex}}=5$ is found before this deadline while its optimality is provided after the time. We discuss the computation time in detail in the next subsection. The delay of Train 102 causes the consecutive delays of five Trains 104, 106, 204, 108 and 206 traveling in the same direction and four of their successor Trains 107, 203, 109 and 111 for all the solutions.


Fig. 3.20 Diagram of optimal solution to (DMP)

In the optimal solution to ( $D M P$ ), Rapid Train 104 is not overtaken by Special Rapid Train 204 at Mitaka, although the latter has a higher priority and more passengers are on it. The delay of Train 107, which is the successor of Train 104, is recovered by operating it as Special Rapid Train. We solve (IMP) with $I_{\text {Flex }}=1$ and have the same departing order as that in the solution to $(D M P)$. Several of the arrival and departure times of the trains are changed. For $I_{\text {Flex }}=2$ and $I_{\text {Flex }}=3$ (we have the same solution for the both parameter values), Train 204 overtakes Train 104. The departures of Trains 201, 103 and 105 from Tokyo are slightly delayed and the interval between the departures of Trains 105 and 203 is still over ten minutes due to the small parameter value. We have a similar result for $I_{\text {Flex }}=4$. More equal intervals are observed when we set $I_{\text {Flex }}=5$ since we let the number of passengers for each OD pair be uniformly distributed on time. This resembles the retiming operation which is shown in Figure 3.7 and commonly performed by train dispatchers in Japan though we do not consider the train congestion into account. Note that we do not explicitly model the rescheduling measure. On the other hand, there are still two successive Special Rapid Trains departing from Tokyo. The departure time


Fig. 3.21 Diagram of optimal solution to $(I M P)$ with $(\mu, \nu)=(1,1), I_{\text {Flex }}=2,3$
of Train 107 from Tokyo is the same in the optimal solutions to (DMP) and (IMP) with $I_{\text {Flex }}=5$. It cannot be earlier due to the congested traffic around the crossing at the station. In the solution to $(D M P)$, the Special Rapid Train runs from Tokyo to HigashiKoganei in 28 minutes. When any Rapid Train runs between the stations as fast as it can, it will take 34 minutes at a minimum due to the minimum running time between each pair of stations and the minimum dwell time at every station. If Train 107 is operated as Rapid Train, the difference of the departure time from Higashi-Koganei will be six minutes or more. This exceeds the value of $I_{\text {Flex }}$ and hence the train cannot be Rapid Train.

The solutions to $(I M P)$ when we set $(\mu, \nu)=(2,10)$ are displayed in Figures 3.23 and 3.24. They are found and proved to be optimal before the rescheduling design deadline. The diagram for $I_{\text {Flex }}=1$ is almost the same result as $(D M P)$. The difference is that Train 105 is slightly delayed. When $I_{\mathrm{Flex}}=2, \ldots, 5$, the solutions are equivalent. The diagram is not so different from that for $I_{\mathrm{Flex}}=1$. Train 105 is delayed for one more minute between Nakano and Kokubunji to equalize the intervals among Train 103, Train 105 and the succeeding trains. It is, however, limited due to the arrival headway between Train 105


Fig. 3.22 Diagram of optimal solution to $(I M P)$ with $(\mu, \nu)=(1,1), I_{\text {Flex }}=5$
and Train 203 at Kokubunji. Train 204 does not overtake Train 104 at Mitaka, which is a different result from the solution when $(\mu, \nu)=(1,1)$ and $I_{\text {Flex }}=2$. If the passengers who is taking Train 104 transfer to Train 204 at the station, they will reach Nakano, Shinjuku or Tokyo in at most two minutes earlier. This is smaller than the value of $\nu=10$.

Table 3.3 shows the objective function values of $(D M P)$ and (IMP) for each formulation, combination of the inconvenience parameter values, flexibility parameter value $I_{\text {Flex }}$ (in minutes) and pair of the large numbers $M_{H}, M_{I}$ (in minutes) in the formulation. The computation time is also displayed (in seconds). We let "found" be the elapsed time until the final incumbent solution is found, and "proved" be the time until the solution is proved to be optimal and then the algorithm stops. Concerning the objective values, we observe the trade-off between the total amount of delay and the total amount of increased inconvenience on the whole. We have a better solution in terms of the inconvenience at the expense of the minimum delay timetable by introducing flexibility in the timetable. When the optimal order of the trains in terms the inconvenience is different from that in the delay-minimized timetable, there are more chances of their reordering if we have more


Fig. 3.23 Diagram of optimal solution to $(I M P)$ with $(\mu, \nu)=(2,10), I_{\text {Flex }}=1$
flexibility in arrival and departure times of the trains.

### 3.7.3 Computation Time

We next discuss the computation time required to solve the instances, which is displayed in Table 3.3. Note that the computation time to solve (IMP) displayed in the table does not include the time to solve ( $D M P$ ), although the delay-minimized solutions are needed as a part of the input of $(I M P)$. In this cases, $(D M P)$ is solved to optimality immediately, i.e., a feasible rescheduled timetable as a reference point is obtained in a short time. The trade-off between obtaining a better solution in terms of the inconvenience by enlarging the solution space and the computation time is observed in the table. The computation time to solve (IMP) grows dramatically when the flexibility parameter value exceeds a certain threshold for each case and pair of the inconvenience parameters. The output solution to (IMP) with $I_{\text {Flex }}=5$ and $(\mu, \nu)=(1,1)$ is not proved to be optimal before the rescheduling design deadline, which is ten minutes ( 600 seconds) after the occurrence


Fig. 3.24 Diagram of optimal solution to $(I M P)$ with $(\mu, \nu)=(2,10), I_{\text {Flex }}=2, \ldots, 5$
of the delay, whereas the best incumbent solution is found before the deadline and it is optimal in fact. A large part of the whole computation is spent on confirming the optimality of the solution. We have $z_{t, r}^{o, d}$ for different $(o, d, t, r) \in S_{b<}^{2} \times T \times R_{b}$ and the lower bounds obtained by the linear programming relaxation problems are not sufficiently strong from the constraints (3.31), (3.39) and (3.40) as well as the objective function. In spite that the bigger inconvenience parameters require larger values of $M_{I}$ and that it makes the linear relaxation weaker, the problems with $(\mu, \nu)=(2,10)$ are generally solved in less time. Without the additional redundant constraints (3.41)-(3.47), the proof of optimality in solving $(I M P)$ is intractable even when $I_{\text {Flex }}=1$ since the constraints fix most of $z_{t, r}^{o, d}$ when $\ell_{r, e}$ and $x_{r_{1}, r_{2}}^{s}$ take binary values in the branch-and-cut process.

We also assess the computation time depending on the amount of an initial delay. The required time for us to solve $(D M P)$ and $(I M P)$ with $(\mu, \nu)=(1,1)$ with delays of 15 , 20 or 25 minutes are described in Table 3.4. We let the rescheduling start time be 15, 20 or 25 minutes after the occurrence of the delay depending on a case, and the rescheduling design deadlines be five minutes before the rescheduling start time. We still run the

Table 3.3 Objective values and CPU time

| Problem | $(\mu, \nu)$ | $I_{\text {Flex }}$ <br> (m) | $\begin{aligned} & \hline M_{H} \\ & (\mathrm{~m}) \end{aligned}$ | $\begin{aligned} & \hline M_{I} \\ & (\mathrm{~m}) \end{aligned}$ | Objective value |  | Time (s) |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | ( $D M P$ ) (m) | $(I M P)(\bullet)$ | Found | Proved |
| $\begin{aligned} & (D M P) \\ & (I M P) \end{aligned}$ | - | - | 156 | - | 380 | 233,010 | 2.0 | 3.0 |
|  | $(1,1)$ | 1 | 142 | 141 | 383 | 225,350 | 3.0 | 3.3 |
|  |  | 2 | 143 | 142 | 388 | 219,120 | 12.0 | 13.3 |
|  |  | 3 | 144 | 143 | 388 | 219,120 | 19.0 | 19.9 |
|  |  | 4 | 145 | 144 | 397 | 218,480 | 26.0 | 93.8 |
|  |  | 5 | 146 | 145 | 417 | 217,720 | 247.0 | 1,722.0 |
|  | $(2,10)$ | 1 | 142 | 298 | 383 | 344,260 | 2.0 | 3.1 |
|  |  | 2 | 143 | 300 | 387 | 341,870 | 11.0 | 11.4 |
|  |  | 3 | 144 | 302 | 387 | 341,870 | 13.0 | 14.0 |
|  |  | 4 | 145 | 304 | 387 | 341,870 | 93.0 | 93.7 |
|  |  | 5 | 146 | 306 | 387 | 341,870 | 164.0 | 286.0 |

- The increased amount of inconvenience times the number of passengers is a unit.
mixed integer programming solver after the rescheduling design deadlines to observe the optimality of the solutions obtained before the deadlines, and stop it after 1,800 seconds ( 30 minutes). For the cases where the best incumbent solutions are not proven to be optimal in 1,800 seconds, the MIP gap defined by ((objective value of incumbent solution) (lower bound)) /(lower bound) $\times 100$ is described in the table.

The last Train 113 runs on time in the solutions to ( $D M P$ ) even in the case of the delay of 25 minutes, and therefore the values of $M_{H}, M_{I}$ are the same when we solve (IMP). The computation time required to solve $(D M P)$ grows dramatically as the amount of initial delays increases, and the overall rescheduling procedure also does. Although (IMP) itself for $I_{\mathrm{Flex}}=1, \ldots 3$ is solved in real time, we should note that the solution space has been narrowed by solving ( $D M P$ ) in advance. The inconvenience minimization does not terminate in 1,800 seconds when the amount of delay is 20 or 25 minutes and $I_{\text {Flex }} \geq 4$. If we add the computation time to prove the optimality of the solutions to $(D M P)$ to the time to find the last incumbent solutions to (IMP), we can say that the last incumbent solutions are obtained before the rescheduling design deadlines except for the case with the 25 minutes delay and $I_{\text {Flex }}=5$. The optimality gaps are small and there are possibilities that the solutions are optimal.

Recall that this instance is a contracted railway line from the actual one with heavy traffic by omitting the several stations. We solve ( $D M P$ ) for this medium-sized instance and try to improve the rescheduled timetable in terms of the inconvenience to passengers by spending additional computation time solving (IMP). The computation could last until the rescheduling design deadline comes.

Table 3.4 Amount of initial delay and CPU time with $(\mu, \nu)=(1,1)$

| Amount of delay (m) | Problem | $\begin{aligned} & I_{\text {Flex }} \\ & (\mathrm{m}) \end{aligned}$ | $\begin{aligned} & M_{H} \\ & (\mathrm{~m}) \end{aligned}$ | $\begin{aligned} & M_{I} \\ & (\mathrm{~m}) \end{aligned}$ | Gap <br> (\%) | Time (s) |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  | Found | Proved |
| 15 | (DMP) | - | 156 | - | 0.00 | 2.0 | 3.0 |
|  | (IMP) | 1 | 142 | 141 | 0.00 | 3.0 | 3.3 |
|  |  | 2 | 143 | 142 | 0.00 | 12.0 | 13.3 |
|  |  | 3 | 144 | 143 | 0.00 | 19.0 | 19.9 |
|  |  | 4 | 145 | 144 | 0.00 | 26.0 | 93.8 |
|  |  | 5 | 146 | 145 | 0.00 | 247.0 | 1,722.0 |
| 20 | ( $D M P$ ) | - | 161 | - | 0.00 | 43.0 | 44.7 |
|  | (IMP) | 1 | 142 | 141 | 0.00 | 3.0 | 3.8 |
|  |  | 2 | 143 | 142 | 0.00 | 16.0 | 20.4 |
|  |  | 3 | 144 | 143 | 0.00 | 46.0 | 50.3 |
|  |  | 4 | 145 | 144 | 1.11 | $843.0^{a}$ | ${ }^{\text {b }}$ |
|  |  | 5 | 146 | 145 | 1.46 | $821.0^{a}$ | ${ }^{\text {b }}$ |
| 25 | ( $D M P$ ) | - | 166 | - | 0.00 | 192.0 | 335.7 |
|  | (IMP) | 1 | 142 | 141 | 0.00 | 2.0 | 2.7 |
|  |  | 2 | 143 | 142 | 0.00 | 21.0 | 41.3 |
|  |  | 3 | 144 | 143 | 0.00 | 86.0 | 153.7 |
|  |  | 4 | 145 | 144 | 0.49 | $188.0{ }^{\text {a }}$ | ${ }^{\text {b }}$ |
|  |  | 5 | 146 | 145 | 0.61 | $878.0^{a}$ | ${ }^{\text {b }}$ |

${ }^{b}$ Incumbent solution is not proved to be optimal in 1,800 seconds.

### 3.8 Conclusions

We have discussed in this chapter the timetable rescheduling of passenger trains while railway operations on a line are disrupted by disturbance. We have focused on the situations where all of the trains are due to be and can be operated between the ends of the whole line or a divided subset of the line, and require detailed rescheduling measures to manage the delay, including a case where general rescheduling measures have already been performed. We have defined the timetable rescheduling as to manage the delays of a given set of trains by applying a series of detailed rescheduling measures so that further inconvenience to passengers should be minimized. Various kinds of constraints on the train operations has to be satisfied so that the trains could be operated in accordance with the rescheduled timetable. A series of constraints on the passenger's behavior has also to be satisfied so that his/her route should be rational. A new timetable from the rescheduling start time has to be prepared before the rescheduling design deadline comes.
We have formulated the timetable rescheduling problem as two mixed integer program-
ming problems. We have let events in the train operations be arrivals or departures of trains, and have changed their event time. Among detailed rescheduling measures, the reordering, the local rerouting and the retiming of trains are formulated, in addition to the change of a train type and the change of rolling stock assignment. We have let the passenger rerouting be possible and the passengers may transfer once or more on their route. The train operations and the passengers' behavior are simultaneously modeled. We have also let the inconvenience to each passenger consist of his/her traveling time on board, waiting time at platforms and the number of transfers. We have first modeled and solved the delay minimization problem. We have next introduced some flexibility in the delay-minimized timetable and solved the inconvenience minimization problem.

Numerical results based on the medium-sized railway line and delay contracted from the actual line with heavy train traffic have indicated the trade-off between the total amount of delay and the total amount of increased inconvenience. We have obtained a better solution in terms of the inconvenience at the expense of a minimum delay timetable by introducing flexibility in the delay-minimized timetable. The results have also indicated the other trade-off between obtaining a better solution by enlarging the solution space and the computation time. The computation could last until the rescheduling design deadline comes.

## Chapter 4

## Rolling Stock Rescheduling

### 4.1 Introduction

### 4.1.1 Background

In this chapter, we present rolling stock rescheduling of passenger or freight trains while railway operations on a line or a network are disrupted by disturbance, based on (K.) Sato and Fukumura (2012). Trains, or precisely a train timetable, cannot be realized unless rolling stock is assigned to each of the trains. The minimum unit of rolling stock that can be assigned to a train is called a rolling stock unit. Each rolling stock unit has been assigned to its planned sequence of trains whose assigned section and time are specified. The position of a unit should also be stated when a train is composed of two or more units. A periodic inspection (or called maintenance) of each unit, for every a few or several days, has to be carried out. It takes a few hours. In the rolling stock schedule, it is also specified when and where every inspection is done. The inspection is done at a rolling stock depot or a station which has facilities for it. The rolling stock rescheduling is carried out, at a certain point of time, when the railway operations in accordance with the current rolling stock schedule are being, or those to be implemented from the time to the following hours will be, delayed to some extent or unable to be carried out, owing to the disturbance.
Disruption to the rolling stock schedule is caused by disturbance which primarily affect the rolling stock schedule, a malfunction of a component of a rolling stock unit for instance, and the rescheduled timetable. Examples of the last case is as follows. There is a case, mainly at a terminus of a line in Japan, where the next planned task of a rolling stock unit which is delayed and has not yet arrived at the station, is assigned to another unit which is being parked at the station temporarily, to prevent the delay from spreading. This operation is classified as a timetable rescheduling measure in a broad sense in spite of the rolling stock reassignment, since it is relevant to recovery of train delay. Even though the
delay is recovered in this case, the rolling stock schedule is in turn disrupted.
The rolling stock rescheduling plan has to be designed and implemented in real-time, since there is a case where any rolling stock unit has not yet been assigned to trains which will depart after the following minutes. Another case is that the disrupted situation might change while we are considering a rescheduling plan and that the plan might not be applicable in the latest situation. The dispatchers in charge of the rolling stock rescheduling have to communicate the modified pieces from the current schedule in the new schedule to train crews and a rolling stock depot staff via a station staff, by radio, by phone or by any information technology. This task is cumbersome, hence the scale of the actions to be rescheduled should be as small as possible. Another difficulty in the rolling stock rescheduling is the management of the periodic inspections. We have to ensure that inspections are also properly carried out in a disrupted and rescheduled sequence of trains assigned to each unit. An unscheduled inspection can be carried out, though it is not desirable since it will be a burden on the rolling stock depot staff and the number of units that we can simultaneously inspect is limited at each depot and at any point of time. We have to make the rescheduled plan operator-oriented by taking these requests into consideration.

### 4.1.2 Terminology

On the basis of the disruption management context described above, we define terminology of the rolling stock rescheduling on a railway line or a railway network as follows. We call a certain point of time at which we have noticed necessity for the rescheduling the current time. A disrupted situation is train and rolling stock operations at the current time which is being or will be disrupted by disturbance. A certain amount of time is required to plan a new schedule and communicate necessary orders to a rolling stock depot staff, train crews and staff members involved in shunting at stations. If part of the rolling stock operations is managed by a certain system (a train traffic control system for instance), the schedule is input to it. We let a rescheduling design deadline be a deadline for planning the new schedule. The time when the communication and the input is completed and we can implement the schedule is called rescheduling start time. We also set the rescheduling period, which is hours from the rescheduling start time.

A timetable, originally planned in its scheduling phase or rescheduled once or more before the current time in any manner, is given. We call it the current timetable. The current rolling stock schedule on the line or the network is also given, which is originally planned or rescheduled once or more before the current time. An updated timetable is obtained at the current time, which can be equivalent to the current one, be further
disrupted by the disturbance or be rescheduled in timetable rescheduling. The minimum unit of rolling stock that can be assigned to a train, which cannot be uncoupled any more or is not done due to a certain operational rule, is called a rolling stock unit. A rolling stock unit is involved in the rescheduling if it is or will be on operated in the rescheduling period in the current rolling stock schedule. A reserve rolling stock unit may be available. Such a unit is at a rolling stock depot.

In any rolling stock schedule, each rolling stock unit is assigned to its planned sequence of trains whose assigned section and time are specified. We call it a sequence of train tasks of a rolling stock unit and the sequence in the current rolling stock schedule the current sequence of train tasks of a rolling stock unit. A position of a unit should also be stated when a train is composed of two or more units. A sequence of tasks of a unit may be arbitrarily divided into several units and each of them is called a duty. A duty typically means a sequence of tasks for one day. Each unit will be ready for the rescheduling at a certain time and place after the rescheduling start time. If it is a reserve rolling stock unit, it will be ready at the rescheduling start time and at the depot. The trains in the current sequence of train tasks of each rolling stock unit can be reassigned after the time for the unit be ready for the rescheduling. We call each of them a train task. Trains in the rescheduling period to which any unit has not yet been assigned to are included in the train tasks (they may be divided into several tasks at certain stations) and canceled trains are excluded. If the train of a train task is an out-of-service train, it is called a deadhead train task. The first train task in the current sequence of each unit after the rescheduling period expires is called a convergence task. Any unit needs preparation time from the end of each train task to the beginning of the next one. An importance value is assigned to each train task, e.g., the importance of deadhead train tasks is zero and that of the rest of tasks depends on the priority of the train.

Every inspection is also specified in the sequence of train tasks of a rolling stock unit. It takes a few hours. The word "inspection" is widely used in Japan and it is called "maintenance" in some countries. A periodic inspection of each unit, for every a few or several days, has to be carried out. We call it the inspection constraint. It is carried out at a rolling stock depot or a station which has facilities for it. The maximum interval allowed between two consecutive inspections for a unit is called an inspection interval. It ordinarily depends on the type of a rolling stock unit. The number of units that we can simultaneously inspect is limited at each depot and at any point of time. We call it an inspection capacity.

### 4.1.3 Approach

We let an updated timetable, the current rolling stock schedule, the disrupted situation, the rescheduling design deadline and the rescheduling start time be given on a railway line or a railway network of passenger or freight trains. The rolling stock rescheduling in this chapter is then to reassign the rolling stock units the train tasks so that the scale of the actions to be rescheduled should be as small as possible and that unscheduled inspections should be as few as possible. Two consecutive inspections of each of the units must not violate the maximum inspection interval permitted. Each train is assumed to consist of one unit, which is common on many lines and networks, or to be composed of two or more units which can be freely coupled. Routing inside depots and stations as well as coupling and uncoupling of units are discussed in shunting rescheduling. A deadhead train tasks can be canceled or up to the specified number of coupled units. A rolling stock unit is not permitted to be assigned to a train task if its type is not suitable for the characteristics of the train. The preparation time is necessary between two consecutive train operations to which the same unit is assigned. The inspection capacity exists at each rolling stock depot or station at each time span. We have to reschedule the rolling stock assignment to the tasks involved in the rescheduling period before the rescheduling design deadline comes.

If the rolling stock rescheduling has failed, i.e., we cannot reassign all the train tasks to the rolling stock units, timetable rescheduling (which is not restricted to the methods discussed in our timetable rescheduling) have to be carried out so that the situation should be resolved. Before that, it is useful to clarify which tasks are unassigned. If we can choose unassigned tasks in the overall train task set, it is desirable that they are of less importance since they will be delayed or canceled in the timetable rescheduling. We call the detection of unassigned train tasks which are less important the rolling stock uncovered train task detection.
Firstly we construct the rolling stock rescheduling network from the rescheduling situation. We then formulate the rolling stock rescheduling as an integer programming problem which can be considered as a variant of the set partitioning problem. We solve it by column generation since all the possible sequence of tasks of the rolling stock units are not known in advance and it will take large amount of time to enumerate them. The columns generated in the algorithm is not enough for us to find an optimal solution to the original integer programming problem. Hence our approach provides near-optimal solutions in general. If no solution is found, we formulate the rolling stock uncovered train task detection as another integer programming problem which can be seen as a variant of the set packing
problem. We also solve the problem by column generation. Large problem instances of the set partitioning problem are known to be difficult to solve, and therefore we temporarily introduce relaxation of the rolling stock rescheduling named set-covering relaxation to enhance the computation. The column generation subproblems with the periodic rolling stock unit inspection constraint are reduced to the shortest path problems which can be solved in polynomial time and inspections are carried out once or more in a rescheduled sequence of train tasks for each rolling stock unit if necessary. The readers are recommended referring to Hillier and Lieberman (2014) as well as Nemhauser and Wolsey (1999) on a network, Hillier and Lieberman (2014), Nemhauser and Wolsey (1999), Williams (2013) and Wolsey (1998) on integer programming, Nemhauser and Wolsey (1999) on the set partitioning problem and the set packing problem as well as the set covering problem and Desrosiers and Lübbecke (2005) as well as Wolsey (1998) on column generation. Barnhart et al. (1998), Lübbecke and Desrosiers (2005) and Vanderbeck (2005) discuss advanced topics on column generation. Other topics on operations research and mathematical optimization are also expounded by Hillier and Lieberman (2014), Nemhauser and Wolsey (1999) and Wolsey (1998).

### 4.2 Literature Review

There has been a smaller number of rolling stock rescheduling studies than that of timetable rescheduling studies in the rail transport literature. Adenso-Díaz et al. (1999), Cadarso et al. (2013), Fekete et al. (2011), Flier et al. (2008), Kunimatsu and Hirai (2009), Tomii et al. (2005) and Veelenturf et al. (2011) discuss timetable rescheduling and rolling stock assignment at the same time. Note that these studies are aimed at managing the timetable disruption.

Hara et al. (2004) presents a field trial of a rolling stock support system, whose rescheduling algorithm is not described in detail. Louwerse (2009) formulates rolling stock rescheduling as an integer programming problem which minimizes the sum of seat-shortages with respect to an expected demand and the differences between the new rolling stock allocation and the standard rolling stock allocation. Hirai (2010, Chapter 6) introduces a concept called "train trading," which means that rolling stock units are considered as an agent and they exchange train tasks in the central market. An integer multicommodity network flow model which can be applied to rolling stock rescheduling or crew rescheduling is provided by (T.) Sato et al. (2009), and it is solved by partial path exchange heuristics and a local search. Almost the same problem is discussed by (T.) Sato et al. (2012) and it is solved by Lagrangian relaxation. In these models, inspection or maintenance of rolling stock units is not mentioned. Shunting of rolling stock units is
not, either.
Jespersen-Groth et al. (2009b) and Nielsen (2011, Chapter 3) presents complex integer programming formulations based on a flow of rolling stock units which optimize the rescheduling in terms of several perspectives including seat-shortages, changes to the current schedule and cost. Budai et al. (2010) minimizes "off-balances" of rolling stock units, i.e., deviations from the target inventory level of a certain rolling stock type at a certain station at the end of the rescheduling period. Tomiyama et al. (2012a) solves rolling stock rescheduling by a combination of constraint programming and heuristics. Nielsen et al. (2012) proposes a rolling time horizon approach to rolling stock rescheduling. The approach can be viewed as online optimization (refer to Borodin and El-Yaniv (2005) on online optimization). Kroon et al. (2015) takes passenger's behavior that depends on the seat capacity of each train into consideration, and proposes iterative heuristics which assigns a sufficient number of rolling stock units and estimates passenger's behavior. The two rolling stock rescheduling algorithms are based on the scheduling algorithm by Fioole et al. (2006). Coupling and uncoupling of units are taken into account in these approaches, whereas routing inside depots and stations is omitted. Inspection or maintenance is not mentioned, either.

Maróti and Kroon (2005) discusses assignment of rolling stock units to a timetable in a situation where some of the units require inspection or maintenance in the forthcoming one to three days and hence they have to be routed to a maintenance facility. The problem is called "maintenance routing." It is modeled as an integer programming formulation of an integer multicommodity network flow problem and is solved by using an optimization solver. Maróti and Kroon (2007) presents another model of the maintenance routing, in which the concept of an admissible interchange of sequences of tasks of two or more rolling stock units is introduced. A set of admissible interchanges is given, and independent interchanges are selected so that the units which require maintenance should be routed to a maintenance facility. A heuristic algorithm for the problem is proposed. Difficulty of shunting is taken into account via cost of a flow in objective function only in the former model, whereas an interchange corresponds to a group of shunting operations at a station in the latter model. The two models assume that an inspection is carried out at most once for a unit.

Yasumoto et al. (2009) presents a field trial of a rolling stock scheduling and rescheduling system. The algorithm is based on the metaheuristics presented by Otsuki et al. (2010). No computational results are described. Coupling and uncoupling is not taken into account. Tomiyama et al. (2012b) constructs a network whose vertex is a train task and a path is a sequence of tasks of a unit, and finds a solution by modifying the paths heuristically. The numerical results indicates that the inspection constraint is not satisfied
for all the units. Shunting is not taken into account. In these two models, one train task is a schedule of a rolling stock unit for about one day, and new schedules for ten to 30 days are proposed. One or more inspections are proposed in the rescheduled sequence of tasks.

Aircraft rescheduling has been vigorously discussed. Clausen et al. (2010) provides an extensive review of disruption management in the industry. Due to a small numbers of available aircrafts, most of the aircraft rescheduling studies include timetable rescheduling. In some models, the aircraft circulation part is based on an integer programming formulation of the set partitioning which is solved by column generation, or an integer multicommodity network flow problem. Clausen (2007) points out the similarity of the disruption management process as well as rolling stock rescheduling models and algorithms between the railway and airline industry. On the other hand, it also indicates the difference in the problem scale, the computation time limit and above all the dimension of the infrastructure. Rolling stock runs on a one-dimensional railway. An overview of disruption management in the maritime industry is presented by Qi (2015). Brouer et al. (2013) and Li et al. (2015) study vessel rescheduling, which include timetable rescheduling. General vehicle rescheduling on a road network is reviewed by Visentini et al. (2014). Huisman and Wagelmans (2006) presents dynamic and simultaneous scheduling of vehicles and crews. It should be noted that, in general, vehicles can move between any two points on a road network, which does not hold true on a railway networks.

In our rolling stock rescheduling, the fixed updated timetable is given, since the simultaneous optimization is intractable in practical cases in Japan or the timetable rescheduling may be done a different entity. We distinguish coupling and uncoupling of units as well as routing inside depots and stations from the rolling stock rescheduling, and discuss it in shunting rescheduling. In the railway industry, our rolling stock rescheduling is the first approach that formulates the rescheduling as an integer programming problem which can be considered as a variant of the set partitioning problem. We apply column generation and the set-covering relaxation to solve the problem in acceptable time. The inspection considered in our rolling stock rescheduling is based on regulations in Japan, which is mentioned by Planning Systems Laboratory, Railway Technical Research Institute (2005), and is almost the same as the daily inspection (DI, level 1) discussed in rolling stock scheduling in Taiwan by Lai et al. (2015). The DI is required after any unit is operated for three days, and two or more DIs are considered in the scheduling. In our rescheduling, we have to let the rescheduling period be tens of hours when we consider night trains or freight trains whose running time amounts to the same magnitude. The rescheduled sequence of train tasks of a rolling stock unit is connected to the current sequence of tasks after the rescheduling period ends and the connected sequence of tasks has to satisfy the inspection
constraint. These may require two or more inspections in the rescheduling period. In the column generation of our algorithm, a sequence of tasks which satisfies the inspection constraint is generated in polynomial time, by carrying out the necessary number of inspections at a proper interval. Recall that our algorithm does not necessarily provide an optimal solution for every instance due to a limited number of columns to be generated. It provides an optimal solution or decides the infeasibility of the instance correctly, however, when the column generation terminates with an integral solution.

### 4.3 Problem Description

### 4.3.1 Rescheduling Network

We construct the rolling stock rescheduling network $\mathcal{N}:=(V, E, c, f, H)$ from the rescheduling situation on a railway line or a railway network on which we focus on. The notation is summarized in Tables 4.1 and 4.2. Then rescheduling start time is $h_{0}$ and the rescheduling period is $h$. The set of vertices $V$ is defined as $V:=K \cup I \cup \widehat{I} \cup S \cup D$. Let $K$ be the set of rolling stock units involved in the rescheduling. For each $k \in K$, the time ready for the rescheduling is Ready_time $(k)$, and the station where $k$ is
 otherwise we exclude $k$ from $K$. We let PrevIns_time ( $k$ ) be the time when the previous inspection of $k$ is carried out and Ins_int ( $k$ ) the maximum interval allowed between two consecutive inspections. The latter ordinarily depends on the type of a rolling stock unit. We let $I$ be the set of trains tasks and $\widehat{I}$ be deadhead train tasks to be rescheduled. It consists of the train tasks in the current sequence of tasks of each $k \in K$ which have not yet been operated at Ready_time ( $k$ ) or canceled as well as train tasks to which any rolling stock unit has not yet been assigned (they may be divided into several tasks at certain stations) if $h_{0}<\operatorname{Arr}$ _time ( $i$ ) $<h_{0}+h$ holds, where $\operatorname{Arr}$ _time $(i)$ is the arrival time of train task $i$. An element $i$ of $I$ or $\widehat{I}$ also has its departure time Dep_time ( $i$ ), its departure station Dep_sta( $i$ ) and its arrival station Arr_sta( $i$ ). Any deadhead task $\hat{i} \in \widehat{I}$ can be canceled, i.e., we do not have to assign a rolling stock unit. When we operate the train as an out-of-service train, there can is a case where a few rolling stock unit is coupled. The maximum number of rolling stock units that can be assigned to $\hat{i} \in \widehat{I}$ is denoted by $\overline{n_{i}}$. In Japan, $\overline{n_{i}}=1$ for passenger rolling stock units $\underline{n_{i}}=2$ for freight locomotives ordinarily. For each vertex $v \in K \cup I \cup \widehat{I}$, an inspection of the rolling stock units can be carried out after $v$ when $\operatorname{Arr}_{\_} \operatorname{sta}(v)$ is a a rolling stock depot or a station has facilities for the inspection. For every such $v$, we create inspection vertex $s$. The vertex has Prev_task $(s):=v$ and has station $\operatorname{Sta}(s):=\operatorname{Arr}$ _sta $(v)$. When an
inspection is carried out after Prev_task(s) in the current schedule of some rolling stock unit, we can regard the corresponding $s$ as a scheduled inspection. Otherwise, it is an unscheduled inspection. The vertex also has the completion time of the inspection FinishIns_time ( $s$ ), which is the arrival time of $v$ plus the minimum time required for the inspection. The set of the inspection vertices are denoted by $S$. Since each rolling stock unit has its current sequence of tasks, its first task after the rescheduling period expires, or the task whose departure time is earlier than the completion time and arrival time is later than the completion time respectively, is definable. For a reserve rolling stock unit, the task is to be in its home depot. We call such a task the convergence task and the set of the convergence tasks are denote by $D$. It holds that $|D|=|K|$ by the definition. Each convergence task $d \in D$ has rolling stock unit which is planned to be assigned Current_unit ( $d$ ) in the current rolling stock schedule and next inspection time NextIns_time ( $d$ ) ( $\left.\geq h_{0}+h\right)$ when a rolling stock unit is operated in the current sequence of tasks following $d$. The vertex has also Dep_time ( $d$ ) and Dep_sta ( $d$ ). The preparation time Prep_time $\left(i_{1}, i_{2}\right)$ are required between pairs of train tasks (including deadhead and convergence tasks) $\left(i_{1}, i_{2}\right) \in(I \cup \widehat{I}) \times(I \cup \widehat{I} \cup D)$.

We next define the directed edge set $E$. The first type of the edges is drawn from a rolling stock unit to a train task. For $(k, i) \in K \times(I \cup \widehat{I} \cup D)$, the pair is an element of $E$ if the following condition is satisfied:

$$
\text { Ready_sta }(k)=\text { Dep_sta }(i) \text { and Ready_time }(k) \leq \operatorname{Dep} \text { _time }(i)
$$

Let us consider pair of train task vertex pair including deadhead tasks and convergence tasks $\left(i_{1}, i_{2}\right) \in(I \cup \widehat{I}) \times(I \cup \widehat{I} \cup D)$. We let $\left(i_{1}, i_{2}\right) \in E$ if

$$
\begin{gathered}
\operatorname{Arr} \text { _sta }\left(i_{1}\right)=\operatorname{Dep} \text { _sta }\left(i_{2}\right) \\
\text { and Arr_time }\left(i_{1}\right)+\operatorname{Prep} \text { _time }\left(i_{1}, i_{2}\right) \leq \operatorname{Dep} \text { _time }\left(i_{2}\right)
\end{gathered}
$$

holds. For each inspection vertex $s$, we draw $\left(\operatorname{Prev} \_\operatorname{task}(s), s\right) \in(K \cup I \cup \widehat{I}) \times S$, which means an inspection after the end of its previous task. Edge $(s, i) \in S \times(I \times \widehat{I} \cup D)$ is a member of $E$ if it satisfies the condition:

$$
\operatorname{Sta}(s)=\text { Dep_sta }(i) \text { and FinishIns_time }(s) \leq \text { Dep_time }(i) .
$$

Note that there are no edge which starts at a convergence vertex.
Figure 4.1 is an example of a time-space diagram of the current timetable of Trains 1M6 M and 8 M and sequences of rolling stock Units 1 and 2 on a railway line. Unit 1 is at Station B and Unit 2 is at Station C at the current time. We assume that an

Table 4.1 Notation for rolling stock rescheduling network (1 of 2)

| $\mathbb{R}_{+}$ | set of nonnegative real numbers |
| :---: | :---: |
| $h_{0}$ | rescheduling start time |
| $h$ | rescheduling period |
| $\mathcal{N}:=(V, E, c, f, H)$ | rolling stock rescheduling network |
| $V:=K \cup I \cup \widehat{I} \cup S \cup D$ | set of vertices |
| K | set of rolling stock units |
| Ready_time ( $k$ ) | time ready for rescheduling for $k \in K$ |
| Ready_sta (k) | depot or station where $k \in K$ is at Ready_time ( $k$ ) |
| PrevIns_time ( $k$ ) | previous inspection time of $k \in K$ |
| Ins_int ( $k$ ) | max. interval allowed between two consecutive inspections of $k \in K$ |
| $I$ | set of train tasks |
| $\widehat{I}$ | set of deadhead train tasks |
| Dep_time ( $i$ ) | departure time of $i \in I \cup \widehat{I}$ |
| Dep_sta (i) | departure station or depot of $i \in I \cup \widehat{I}$ |
| Arr_time ( $i$ ) | arrival time of $i \in I \cup \widehat{I}$ |
| Arr_sta (i) | departure station or depot of $i \in I \cup \widehat{I}$ |
| $\overline{n_{\hat{i}}}$ | max. number of rolling stock units that can be assigned to $\hat{i} \in \widehat{I}$ |
| $S$ | set of inspection vertices |
| Prev_task (s) | previous rolling stock unit or train task of $s \in S$ |
| Sta (s) | depot or station at which $s \in S$ is carried out |
| FinishIns_time (s) | time at which $s \in S$ is to be finished |
| $D$ | set of convergence train tasks |
| Dep_time ( $d$ ) | arrival time of $d \in D$ |
| Dep_sta (d) | arrival station or depot of $d \in D$ |
| Current_unit(d) | rolling stock unit which is planned to be assigned to $d \in D$ |
| NextIns_time (d) | next inspection time in sequence of tasks following $d \in D$ |
| Prep_time $\left(i_{1}, i_{2}\right)$ | preparation time required between |
|  | $\left(i_{1}, i_{2}\right) \in(I \cup \widehat{I}) \times(I \cup \widehat{I} \cup D)$ |
| $E$ | set of directed edges |

inspection can be carried out at Station A and Station C, and the label "Ins." indicates a scheduled inspection. Suppose here that the departure of train 2 M at Station C is updated and delayed for minutes, to wait for passengers from another railway line for instance. Figure 4.2 shows this situation, which will cause Unit 2 to miss Train 4M unless the assigned unit is changed. In this case, no extra train delay will occur if Unit 1 is assigned to 4 M and the following train tasks and Unit 2 is assigned to 1 M and the following. Figure 4.3 is the rolling stock rescheduling network constructed from Figure 4.2. The

Table 4.2 Notation for rolling stock rescheduling network (2 of 2)

| $\begin{gathered} c: K \times E \rightarrow \mathbb{R}_{+} \\ \omega_{1} \end{gathered}$ | rescheduling cost of $e \in E$ for $k \in K$ positive cost value of assignment of different rolling stock unit at the beginning of duty |
| :---: | :---: |
| $\omega_{2}$ | positive cost value of assignment of different rolling stock unit in the middle of duty |
| $\omega_{3}$ | positive cost value of assignment of different type of rolling stock unit |
| $\omega_{4}$ | positive cost value of unscheduled inspection |
| $\omega_{5}$ | positive cost value of assignment of different rolling stock unit at convergence task |
| $f: I \cup D \rightarrow \mathbb{R}_{+}$ | importance value of $i \in I \cup D$ |
| $H^{k}:(\{k\} \cup S) \rightarrow 2^{(I \cup \hat{I} \cup D)}$ | inspection function |
| $k-D$ path | path from $k \in K$ to any element of $D$ on $\mathcal{N}$ |
| $O_{p}^{k}\left(s_{m}, s_{m+1}\right)$ | set of vertices between inspection $s_{m}$ and next inspection $s_{m+1}$ in $k-D$ path $p$ |
| $O_{p}^{k}\left(s_{n}\right)$ | set of vertices after final inspection $s_{n}$ in $k-D$ path $p$ |
| $P^{k}$ | set of feasible paths for $k \in K$ on $\mathcal{N}$ |
| $c_{p}^{k}$ | rescheduling cost of $p \in P^{k}$ for $k \in K$, defined as $c_{p}^{k}:=\cup_{e \in p \cap E} c_{e}^{k}$ |
| $f_{p}^{k}$ | importance value of $p \in P^{k}$ for $k \in K$, defined as $f_{p}^{k}:=\cup_{i \in p \cap(I \cup D)} f_{v}$ |
| B | set of depots and stations at which inspection can be carried out |
| $T$ | set of time spans |
| $u_{t}^{b}$ | inspection capacity at $b \in B$ at $t \in T$ |

vertices of this network consist of the rolling stock units ( $k_{1}$ and $k_{2}$ ), the tasks to be covered (from $i_{1}$ to $i_{6}$ and $i_{8}$ ), the scheduled inspection ( $s_{2}$ ) after the arrival of Train 4 at Station A, unscheduled inspections ( $s_{1}$ and $s_{3}$ as well as $s_{4}$ ), and the convergence tasks ( $d_{5}$ and $d_{8}$ ). The directed edges are drawn between the vertices if the constraint on the time and the station is satisfied.

Let $\mathbb{R}_{+}$be a set of nonnegative real numbers, and the cost function $c: K \times E \rightarrow \mathbb{R}_{+}$ returns a nonnegative value when a rolling stock unit and an edge are input. For simplicity, we substitute $c_{e}^{k}$ for $c(k, e)$, and it means the cost for rolling stock unit r $k$ to traverse edge $e$. We set $c_{e}^{k}:=0$ for edge $e \in E \cap((K \cup I \cup \widehat{I}) \times(I \cup \widehat{I} \cup D))$ when its endpoint tasks coincide with a rolling stock unit and its next task or two consecutive train tasks in the current sequence of any rolling stock unit. Some positive cost is set otherwise, since it indicates a change of rolling stock assignment. We prepare two cost values $\omega_{1}$ and $\omega_{2}$ with $\omega_{1}<\omega_{2}$. When edge $e$ connects the last task of one duty with the first task of another duty, we select $\omega_{1}$. Otherwise, we do $\omega_{2}$. There are several types of rolling stock units


Fig. 4.1 Time-space diagram of current timetable and sequences of tasks of rolling stock units


Fig. 4.2 Updated timetable
operated in the same line or the same network, and an additional cost $\omega_{3}$ is imposed when a rolling stock unit is assigned to a task which is assigned to a different type of a rolling stock unit in the current sequence of tasks. For $(v, i) \in E \cap((K \cup I \cup \widehat{I}) \times(I \cup \widehat{I} \cup D))$, if rolling stock unit $k$ is not permitted to be assigned to $i$, we let $c_{e}^{k}:=\infty$. For edge $(v, s) \in E \cap((K \cup I \cup \widehat{I}) \times S)$ from a rolling stock unit or a task to an inspection vertex, its cost is zero when $s$ is a scheduled inspection and is $\omega_{3}$ otherwise. The cost of edge $(s, i) \in E \cap(S \times(I \cup \widehat{I} \cup D))$ from an inspection vertex to a task vertex is equal to that of (Prev_task $(s), i)$. The cost of an edge ending at a convergence task, denoted by $c_{(v, d)}^{k}$ for $(v, d) \in E \cap((K \cup I \cup \widehat{I} \cup S) \times D)$, depends on the rolling stock unit $k$. The assignment of a different rolling stock unit from the currently scheduled one can be permitted, though


Fig. 4.3 Rolling stock rescheduling network
the assignment of the planned one is much preferred. Hence we set $c_{(v, d)}^{k}:=0$ when Current_unit $(d)=k$ and $c_{(v, d)}^{k}:=\omega_{5}$ otherwise. Let $f: I \cup \widehat{I} \rightarrow \mathbb{R}_{+}$be importance value of $i \in I \cup D$. Note that the importance value of a deadhead train task is zero.

### 4.3.2 Feasible Paths and Inspection Capacity

The cost of path $p$ of rolling stock unit $k \in K$ is denoted by $c_{p}^{k}$ and it is defined as $c_{p}^{k}:=\cup_{e \in p \cap E} c_{e}^{k}$. Then $p$ with $c_{p}^{k}=0$ is equivalent to the current sequence of tasks of $k$. A bigger value of $c_{p}^{k}$ means that degree of the modification is large. Similarly, the importance of path $p$ of rolling stock unit $k \in K$ is denoted by $f_{p}^{k}$ and it is defined as $f_{p}^{k}:=\cup_{i \in p \cap(I \cup D)} f_{i}$.

Recall here, that any rolling stock unit has to be inspected for every inspection interval Ins_int ( $k$ ). To model the periodic inspection, we first prepare the inspection function $H^{k}:(\{k\} \cup S) \rightarrow 2^{(I \cup \hat{I} \cup D)}$ such that, for each rolling stock unit $k \in K$ and each inspection $s \in S$,

$$
\begin{aligned}
H^{k}(k):= & \{i \in I \cup \widehat{I} \mid \text { PrevIns_time }(k)+\text { Ins_int }(k) \geq \text { Arr_time }(i)\} \\
& \cup\{d \in D \mid \text { PrevIns_time }(k)+\text { Ins_int }(k) \geq \text { NextIns_time }(d)\}, \\
H^{k}(s):= & \{i \in I \cup \widehat{I} \mid \text { FinishIns_time }(s)+\text { Ins_int }(k) \geq \text { Arr_time }(i)\} \\
& \cup\{d \in D \mid \text { FinishIns_time }(s)+\text { Ins_int }(k) \geq \text { NextIns_time }(d)\} .
\end{aligned}
$$

The set $H^{k}(k)$ is the set of tasks, without any inspection, to which rolling stock unit $k$
is permitted to be assigned to. The set $H^{k}(s)$ includes the tasks to which $k$ is permitted to be assigned to after the inspection $s$ is carried out. Note that $H^{k}\left(v_{1}\right) \subseteq H^{k}\left(v_{2}\right)$ is equivalent to $\left|H^{k}\left(v_{1}\right)\right| \leq\left|H^{k}\left(v_{2}\right)\right|$ for any $v_{1}, v_{2} \in\{k\} \cup S$, since the function is based on time. We next define a path from $k \in K$ to any element of $D$ on $\mathcal{N}$ as a $k-D$ path. Let $p$ be a $k$ - $D$ path, and we name the rolling stock and the inspection vertices contained in $p s_{0}, s_{1}, \ldots, s_{n}$ in order of their appearance where we $s_{0}=k$. Let $O_{p}^{k}\left(s_{m}, s_{m+1}\right) \subseteq I \cup \widehat{I}$ be the tasks between $s_{m}$ and $s_{m+1}$ in $p$, and $O_{p}^{k}\left(s_{n}\right) \subseteq I \cup \widehat{I} \cup D$ the ones after the last inspection $s_{n}$. We then consider that path $p$ is a feasible path if $c_{p}^{k}<\infty$ and $p$ satisfies the following condition:

$$
\begin{aligned}
H^{k}\left(s_{m}\right) & \supseteq N^{p}\left(s_{m}, s_{m+1}\right) \quad \forall m \in\{0, \ldots, n-1\}, \\
H^{k}\left(s_{n}\right) & \supseteq N^{p}\left(s_{n}\right) .
\end{aligned}
$$

The rolling stock unit is properly inspected in a feasible path. We let $P^{k}$ as the set of feasible paths for $k \in K$.

The limited number of facilities and workers available for inspections restrict the number of inspections carried out at the same time. We let $B$ be the set of rolling stock depots and the stations at which inspections can be carried out, and $T$ be time span set. The capacity of inspections in depot or station $b \in B$ at time span $t \in T$ is denoted by $u_{t}^{b}$.

### 4.3.3 Problem Definitions

The rescheduling network $\mathcal{N}$ is given, and we define the rolling stock rescheduling as to assign each rolling stock unit $k \in K$ one feasible path $p \in P^{k}$, to exactly cover each of the train tasks $i \in I \cup D$ by one path and each of the deadhead train tasks $\hat{i} \in \widehat{I}$ by at most $\overline{n_{i}}$ paths, and not to carry out $u_{t}^{b}$ inspections at any rolling stock depot or station $b \in B$ or at any time span $t \in T$, so that the sum of the cost of the assigned path $c_{p}^{k}$ for all $k$ is minimized. If it is not possible, we solve the rolling stock uncovered train tasks detection. It is defined as to maximize the sum of the importance of tasks $f_{p}^{k}$ covered by $p$ of all $k$, whose necessary conditions are that each $k$ is assigned to one feasible path or no path, that each $i \in I \cup D$ is covered by at most one path and each $\hat{i} \in \widehat{I}$ be at most $\overline{n_{i}}$ paths, and that the inspection capacity is satisfied. The first condition is to make the problem feasible in a case where the set of feasible paths is empty for a certain rolling stock unit.

### 4.3.4 Complexity

We discuss here the complexity of the decision problem part of our rolling stock rescheduling problem. Maróti and Kroon (2005) shows that it is $\mathcal{N} \mathcal{P}$-complete to decide if the
vertices of a directed acyclic graph can exactly be covered by paths which satisfies the following conditions: each path starts at a source (a vertex with no incoming edges) and ends at a sink (a vertex with no outgoing edges), and one of its paths connects a given source with a given sink. In the rolling stock rescheduling problem, consider a case where $\widehat{I}=S=\varnothing$ holds and for every element of $I$ there exist edges which start and end at the vertex respectively. Then the sources in the network are $K$ and the sinks are $D$. We also assume that $H^{k_{0}}\left(k_{0}\right)=I \cup\left\{d_{0}\right\}$ for some $k_{0} \in K$ and $d_{0} \in D$, and that $H^{k}(k)=I \cup D$ for any other $k \in K \backslash\left\{k_{0}\right\}$. Then our problem is feasible if and only if the task vertices can exactly be covered by the paths which start at the sources and end at the sinks and one of its paths connects $k_{0}$ with $d_{0}$, which is equivalent to the $\mathcal{N} \mathcal{P}$-complete case.

### 4.4 Integer Programming Formulations

### 4.4.1 Rolling Stock Rescheduling

We formulate the rolling stock rescheduling as an integer programming problem. The notation is summarized in Table 4.3. We let constant $a_{i p}^{k}$ be
$a_{i p}^{k}:= \begin{cases}1 & \text { if train task } i \in I \cup \widehat{I} \cup D \text { is included in feasible path } p \in P^{k} \text { of rolling stock } \\ & \text { unit } k \in K, \\ 0 & \text { otherwise. }\end{cases}$
Similarly, we define
$a_{t p}^{b k}:= \begin{cases}1 & \text { if inspection at } b \in B \text { at } t \in T \text { is carried out in feasible path } p \in P^{k} \text { of } \\ & \text { rolling stock } k \in K, \\ 0 & \text { otherwise. }\end{cases}$
We then let $x_{p}^{k}$ a decision variable defined as

$$
x_{p}^{k}:= \begin{cases}1 & \text { if rolling stock unit } k \in K \text { is assigned to feasible path } p \in P^{k} \\ 0 & \text { otherwise }\end{cases}
$$

The notation is given, and we formulate the rolling stock rescheduling as an integer programming problem which can be considered as a variant of the set partitioning problem with another set-partitioning side constraint. The formulation is shown below and we call

Table 4.3 Notation for rolling stock rescheduling formulations and algorithm

| Constants |  |
| :---: | :---: |
| $c_{p}^{k}$ | refer to Table 4.2 |
| $f_{p}^{k}$ | refer to Table 4.2 |
| $a_{i p}^{k}$ | 1 if $i \in I \cup \widehat{I} \cup D$ is included in $p \in P^{k}$ for $k \in K, 0$ otherwise |
| $a_{t p}^{b k}$ | 1 if inspection at $b \in B$ at $t \in T$ is carried out in $p \in P^{k}$ for $k \in K$, 0 otherwise |
| $\overline{n_{\hat{i}}}$ | refer to Table 4.1 |
| $u_{t}^{b}$ | refer to Table 4.2 |
| M | arbitrary large number |
| Decision Variables |  |
| $x_{p}^{k}$ | 1 if $k \in K$ is assigned to $p \in P^{k}, 0$ otherwise |
| $y$ | dummy variable |
| Temporary Sets and Values |  |
|  | iteration counter of column generation |
| $P_{\ell}^{k}$ | set of feasible paths for $k \in K$ on $\mathcal{N}$ at $\ell$ |
| $I_{\ell}$ | set of train tasks to which set-covering relaxation are applied at $\ell$ |
| $\widehat{I}_{\ell}$ | set of deadhead train tasks to which set-covering relaxation are applied at $\ell$ |
| $\lambda_{i \ell}$ | dual price of $i \in I \cup \widehat{I}$ at $\ell$ |
| $\mu_{\ell}^{k}$ | dual price of $k \in K$ at $\ell$ |
| $\nu_{t \ell}^{b}$ | dual price of $b \in B, t \in T$ at $\ell$ |
| $\gamma$ | restoring parameter |
| $Q_{\ell}^{k}$ | set of feasible paths to be added for $k \in K$ on $\mathcal{N}$ at $\ell$ |
| $r_{\ell}^{k}$ | feasible shortest path length for $k \in K$ at $\ell$ |
| Formulations and Objective Values |  |
| $\left(R R^{\mathrm{IP}}\right)$ | rolling stock rescheduling problem |
| $Z_{\text {LB }}$ | lower bound value of ( $R R^{\mathbb{P} \mathrm{P}}$ ) |
| ( $R D^{\text {IP }}$ ) | rolling stock uncovered train task detection problem |
| ( $R R_{\ell}^{\text {LP }}$ ) | restricted master problem of ( $\left.R R^{\mathrm{IP}}\right)$ at $\ell$ |
| $Z_{\ell}^{\mathrm{LP}}$ | objective value of ( $R R_{\ell}^{\mathrm{LP}}$ ) at $\ell$ |
| $\left(R S P_{\ell}\right)$ | column generation subproblem of ( $R R^{\mathrm{IP}}$ ) at $\ell$ |
| $\left(R R_{\ell}^{\mathrm{PP}}\right)$ | restricted rolling stock rescheduling problem at $\ell$ |
| $Z_{\ell}^{\mathrm{IP}}$ | objective value of ( $R R_{\ell}^{\text {IP }}$ ) |

it $\left(R R^{\mathrm{IP}}\right)$ :

$$
\begin{array}{lll}
\text { minimize } & \sum_{k \in K} \sum_{p \in P^{k}} c_{p}^{k} x_{p}^{k} & \\
\text { subject to } & \sum_{k \in K} \sum_{p \in P^{k}} a_{i p}^{k} x_{p}^{k}=1 & \forall i \in I \cup D, \\
& \sum_{k \in K} \sum_{p \in P^{k}} a_{\hat{i} p}^{k} x_{p}^{k} \leq \overline{n_{\hat{i}}} & \forall \hat{i} \in \widehat{I}, \\
\sum_{p \in P^{k}} x_{p}^{k}=1 & \forall k \in K, \\
& \sum_{k \in K} \sum_{p \in P^{k}} a_{t p}^{b k} x_{p}^{k} \leq u_{t}^{b} & \forall b \in B \quad \forall t \in T, \\
x_{p}^{k} \in\{0,1\} & \forall k \in K \quad \forall p \in P^{k} . \tag{4.6}
\end{array}
$$

The objective function (4.1) is the total cost of feasible paths to which the rolling stock units are assigned, and we try to minimize it. The constraint (4.2) means that all the train tasks have to be covered by exactly one feasible path of the rolling stock units. This is the main set-partitioning constraint. The deadhead train tasks can be covered by at most $\overline{n_{\hat{i}}}$ paths, and the constraint (4.3) indicates this. Each rolling stock unit is assigned to one feasible path in its feasible path set, which is stated in the constraint (4.4). It can be seen as set-partitioning of $K$. The constraint (4.5) indicates that the number of inspected rolling stock units at $b \in B$ at $t \in T$ does not exceed the inspection capacity $u_{t}^{b}$. The constraint (4.6) restrict the value of the decision variables to either zero or one. We let $Z^{\mathrm{IP}}$ be the objective value of $\left(R R^{\mathrm{IP}}\right)$.

### 4.4.2 Rolling Stock Uncovered Train Task Detection

We call the integer programming formulation of the rolling stock uncovered train task detection problem $\left(R D^{\mathrm{IP}}\right)$. It is shown below:

$$
\begin{array}{lll}
\operatorname{maximize} & \sum_{k \in K} \sum_{p \in P^{k}} f_{p} x_{p}^{k} & \\
\text { subject to } & \sum_{k \in K} \sum_{p \in P^{k}} a_{i p}^{k} x_{p}^{k} \leq 1 & \forall i \in I \cup D, \\
& \sum_{k \in K} \sum_{p \in P^{k}} a_{\hat{i} p}^{k} x_{p}^{k} \leq \overline{n_{\hat{i}}} & \forall \hat{i} \in \widehat{I}, \\
\sum_{p \in P^{k}} x_{p}^{k} \leq 1 & \forall k \in K, \\
& \sum_{k \in K} \sum_{p \in P^{k}} a_{t p}^{b k} x_{p}^{k} \leq u_{t}^{b} & \forall b \in B \quad \forall t \in T, \\
x_{p}^{k} \in\{0,1\} & \forall k \in K \quad \forall p \in P^{k} .
\end{array}
$$

The constraint on $I \cup D$ is called the set-packing constraint. Note that this problem is always feasible since $x_{p}^{k}=0$ for all $k \in K$ and $p \in P^{k}$ satisfies the constraints, provided that we define the sum of $x_{p}^{k}$ is zero when $P^{k}:=\varnothing$. Any train task $i \in I$ that is note covered by any path means that the task cannot be operated due to the lack of rolling stock units. The solution to $\left(R D^{\mathrm{IP}}\right)$ thus helps us decide which train should be delayed or canceled in timetable rescheduling.

### 4.5 Algorithm

### 4.5.1 Overall Algorithm and Initialization

We apply column generation to ( $R R^{\mathrm{IP}}$ ) since all the elements of the feasible path set $P^{k}$ for each $k \in K$ are not known in advance, and it will take large amount of time to enumerate them. The overall algorithm is displayed in Figure 4.4.

At Step 1 of the algorithm, we let $\ell$ be an iteration counter of the column generation and set $\ell:=1$. We also let $Z_{\mathrm{LB}}$ be a lower bound value of $\left(D R^{\mathrm{P}}\right)$ and set $Z_{\mathrm{LB}}:=0$. A subset of $P^{k}$ for each $k \in K$ at $\ell$ is denoted by $P_{\ell}^{k}$ and we set $P_{1}^{k}:=\varnothing$. Let $I_{\ell}, \widehat{I}_{\ell}$ be subsets of $I, \widehat{I}$, respectively, and set $I_{1}, \widehat{I}_{1}:=\varnothing$. We introduce nonnegative parameter $\gamma$ called restoring parameter which is relevant to the algorithm at Step 4. Its typical value is from 0.0 to 5.0.

### 4.5.2 Solving Restricted Master Problem

Let $M$ be arbitrary large number and $y$ be a nonnegative dummy variable. We also let $x_{p}^{k}$ be a nonnegative continuous variable. We define the restricted master problem $\left(R R_{\ell}^{\mathrm{LP}}\right)$ of

## Step 1: Initialization.

Set $\ell:=1, Z_{\mathrm{LB}}:=0, P_{\ell}^{k}:=\varnothing \forall k \in K, I_{\ell}:=\varnothing, \widehat{I_{\ell}}:=\varnothing$.
Let $\gamma$ positive value.
Step 2: Solving Restricted Master Problem.
Solve ( $\left.R R_{\ell}^{\mathrm{LP}}\right)$.
Let $Z_{\ell}^{\mathrm{LP}}$ be objective value, $\lambda_{i \ell}, \mu_{\ell}^{k}, \nu_{t \ell}^{b}$ be dual prices.
Step 3: Solving Column Generation Subproblem.
If $\ell=1$, construct $\mathcal{N}^{\star}$.
Let $-\lambda_{i \ell},-\mu_{\ell}^{k},-\nu_{t \ell}^{b}$ be cost on corresponding vertices of $\mathcal{N}^{\star}$.
Parallel for $k \in K$,
Solve shortest path problem on $\mathcal{N}^{\star}$.
Let $r_{\ell}^{k}$ be feasible shortest path length.
Let $Q_{\ell}^{k}$ be set of feasible paths with negative cost.
Step 4: Lower Bound Update and Restoring Constraints.
Set $Z_{\mathrm{LB}}:=\max \left\{Z_{\mathrm{LB}}, Z_{\ell}^{\mathrm{LP}}+\sum_{k \in K} r_{\ell}^{k}\right\}$.
If $\gamma \times\left(Z_{\ell}^{\mathrm{LP}}-Z_{\mathrm{LB}}\right) \geq-\sum_{k \in K} r_{\ell}^{k}$, then
$I_{\ell+1}:=I_{\ell} \cup\left(\right.$ tasks in $(I \cup D) \backslash I_{\ell}$ violating (4.9) in solution to $\left.\left(R R_{\ell}^{\mathrm{LP}}\right)\right)$.
$\widehat{I}_{\ell+1}:=\widehat{I}_{\ell} \cup$ (tasks in $\widehat{I} \backslash \widehat{I}_{\ell}$ violating (4.11) in solution to $\left.\left(R R_{\ell}^{\mathrm{LP}}\right)\right)$.
Else, $I_{\ell+1}:=I_{\ell}, \widehat{I}_{\ell+1}:=\widehat{I}_{\ell}$.
Step 5: Termination of Column Generation.
If $\left(Z_{\ell}^{\mathrm{LP}}>Z_{\mathrm{LB}}\right.$ or $I_{\ell+1} \neq I_{\ell}$ or $\left.\widehat{I}_{\ell+1} \neq \widehat{I}_{\ell}\right)$, then
Set $P_{\ell+1}^{k}:=P_{\ell}^{k} \cup Q_{\ell}^{k} \forall k \in K, \ell:=\ell+1$ and Go to Step 2.
Else if $Z_{\ell}^{\mathrm{LP}}=M$, then
Output "Rolling stock rescheduling infeasible." and Go to Step 7.
Step 6: Solving Restricted Rolling Stock Rescheduling Problem.
Solve ( $R R_{\ell}^{\mathrm{P}}$ ).
Let $Z_{\ell}^{\mathrm{IP}}$ be objective value.
If $Z_{\ell}^{\mathrm{IP}}<M$, then
Output rolling stock rescheduling solution and Stop.
Else,
Output "Rolling stock rescheduling solution not found."
Step 7: Solving Rolling Stock Uncovered Train Task Detection Problem.
Solve ( $R D^{\mathbb{P} \mathrm{P}}$ ) by column generation.
Output rolling stock uncovered train task detection solution and Stop.
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$$
\begin{array}{lll}
\text { minimize } & \sum_{k \in K} \sum_{p \in P_{\ell}^{k}} c_{p}^{k} x_{p}^{k}+M y & \\
\text { subject to } & \sum_{k \in K} \sum_{p \in P_{\ell}^{k}} a_{i p}^{k} x_{p}^{k}+y \geq 1 & \forall i \in(I \cup D) \backslash I_{\ell}, \\
& \sum_{k \in K} \sum_{p \in P_{\ell}^{k}} a_{i^{\prime} p^{\prime}}^{k} x_{p}^{k}+y=1 & \forall i^{\prime} \in I_{\ell}, \\
& \sum_{k \in K} \sum_{p \in P_{\ell}^{k}} a_{\hat{i} p}^{k} x_{p}^{k}+\overline{n_{\hat{i}}} y<\infty & \forall \hat{i} \in \widehat{I} \backslash \widehat{I}_{\ell}, \\
& \sum_{k \in K} \sum_{p \in P_{\ell}^{k}} a_{\hat{i}^{\prime} p}^{k} x_{p}^{k}+\overline{n_{\hat{i}}} y \leq \overline{n_{\hat{i}}} & \forall \hat{i}^{\prime} \in \widehat{I_{\ell}}, \\
& \sum_{p \in P_{\ell}^{k}} x_{p}^{k}+y=1 \quad \forall k \in K, \\
& \sum_{k \in K} \sum_{p \in P_{\ell}^{k}} a_{t p}^{b k} x_{p}^{k}+u_{t}^{b} y \leq u_{t}^{b} & \forall b \in B \quad \forall t \in T, \\
y \geq 0, \quad x_{p}^{k} \geq 0 & \forall k \in K \quad \forall p \in P_{\ell}^{k} . \tag{4.14}
\end{array}
$$

This is a linear programming problem (refer to Hillier and Lieberman (2014), Nemhauser and Wolsey (1999) and Williams (2013) on linear programming), and is always feasible if we let $y=1$ and $x_{p}^{k}=0$ for all $k \in K, p \in P^{k}$. We relax part of the original set-partitioning constraint (4.2) and make it the set-covering constraint (4.8), since large problem instances of the set partitioning problem are known to be difficult to solve, according to Lübbecke and Desrosiers (2005). We also let that the tasks in $\widehat{I}$ be covered by more than $\overline{n_{\hat{i}}}$ rolling stock units. We call it the set-covering relaxation.

At Step 2, we solve ( $R R_{\ell}^{\mathrm{LP}}$ ) by an optimization solver. We let $Z_{\ell}^{\mathrm{LP}}$ be the objective value of $\left(R R_{\ell}^{\mathrm{LP}}\right), \lambda_{i \ell}$ be the dual price corresponding to train task $i$ or $\hat{i}$ of the constraint set (4.8)-(4.11), $\mu_{\ell}^{k}$ be that corresponding to the constraint set (4.12) and $\nu_{t \ell}^{b}$ be that corresponding to the constraint set (4.13).

### 4.5.3 Solving Column Generation Subproblem

After $\left(R R_{\ell}^{\mathrm{LP}}\right)$ is solved to optimality, we decide whether the objective value $Z_{\ell}^{\mathrm{LP}}$ can further be improved by adding new feasible paths to the set $P_{\ell}^{k}$ for any rolling stock unit at Step 3. We search for such a feasible path by modeling the column generation subproblem $\left(R S P_{\ell}\right)$ shown below, which is derived from the dual of ( $R R_{\ell}^{\mathrm{LP}}$ ) and the linear relaxation of $\left(R R^{\mathrm{IP}}\right)$ :

$$
\begin{array}{ll}
\text { find } & k \in K \quad p \in P^{k} \\
\text { such that } & c_{p}^{k}-\sum_{i \in I \cup \hat{I} \cup D} a_{i p}^{k} \lambda_{i \ell}-\mu_{\ell}^{k}-\sum_{b \in B} \sum_{t \in T} a_{t p}^{b k} \nu_{t \ell}^{b}<0 .
\end{array}
$$

The important requirement for $p \in P^{k}$, i.e., the path is a member of the feasible path set, is that the inspection constraint has to be satisfied. We reduce the search problem to an unconstrained shortest path problem by extending the rolling stock rescheduling network $\mathcal{N}$ and introducing $\mathcal{N}^{\star}$ named the extended network. We construct $\mathcal{N}^{\star}$, at the first iteration of the rescheduling algorithm, as follows:

Step A: Sort $I \cup \widehat{I} \cup D$ in ascending order of Arr_time(i) (for $i \in I \cup \widehat{I}$ ) and NextIns_time ( $d$ ) (for $d \in D$ ). For each $i$, let its ranking number on index Ind ( $i$ ).
Step B: For each $k \in K$, make $\left(|I \cup \widehat{I} \cup D|-\left|H^{k}(k)\right|+1\right)$ copies of network $\mathcal{N}$ and call them $\mathcal{N}^{\left|H^{k}(k)\right|}, \ldots, \mathcal{N}^{|I \cup \widehat{I} \cup D|}$. Add superscript $j \in\left\{\left|H^{k}(k)\right|, \ldots,|I \cup \widehat{I} \cup D|\right\}$ to all the sets and the functions, the elements of the sets and the attributes of network $\mathcal{N}^{j}$.
Step C: For each $k$ and $j$, let the endpoint $i^{j}$ of every edge $\left(s^{j}, i^{j}\right) \in E^{j} \cap\left(S^{j} \times\left(I^{j} \cup\right.\right.$ $\left.\widehat{I^{j}} \cup D^{j}\right)$ ) of $\mathcal{N}^{j}$ be $i^{\left|H^{k}\left(s^{j}\right)\right|}$ of $\mathcal{N}^{\left|H^{k}\left(s^{j}\right)\right|}$.
Step D: For each $j$, delete every edge $\left(v^{j}, i^{j}\right) \in E^{j} \cap\left(V^{j} \times\left(I^{j} \cup \widehat{I^{j}} \cup D^{j}\right)\right)$ of $\mathcal{N}^{j}$ if it satisfies $\operatorname{Ind}\left(i^{j}\right)>j$.

An example of network $\mathcal{N}$ with one rolling stock unit is displayed in Figure 4.5 as an initial network. In this figure, we can assign the rolling stock unit $k$ to the three train tasks $i_{1}, i_{2}$ and $i_{3}$ without carrying out any inspection. We assume here that the sum of FinishIns_time $\left(s_{1}\right)$ of the inspection vertices $s_{1}$ and the inspection interval Ins_int ( $k$ ) exceeds Arr_time ( $i_{5}$ ) and not NextIns_time $\left(d_{6}\right)$, and that the sum of FinishIns_time ( $s_{2}$ ) and Ins_int ( $k$ ) exceeds NextIns_time ( $d_{6}$ ). The corresponding extended network $\mathcal{N}^{\star}$ is Figure 4.6. Path $k \rightarrow i_{1} \rightarrow i_{4} \rightarrow d_{6}$ or path $k \rightarrow i_{2} \rightarrow i_{5} \rightarrow d_{6}$ in Figure 4.5 is infeasible since it violates the inspection constraint at $i_{4}$ or $i_{5}$. Path $k \rightarrow i_{1} \rightarrow s_{1} \rightarrow i_{4} \rightarrow d_{6}$ is not feasible either at some point of time in the sequence of train tasks in $d_{6}$. In this case, the only feasible path is $k \rightarrow i_{2} \rightarrow s_{2} \rightarrow i_{5} \rightarrow d_{6}$ and the only path from the rolling stock unit vertex $k^{3}$ to a convergence task of $\mathcal{N}^{\star}$ is $k^{3} \rightarrow i_{2}^{3} \rightarrow s_{2}^{3} \rightarrow i_{5}^{6} \rightarrow d_{6}^{6}$ in Figure 4.6.

We next discuss a more general case. We define a set of path from $k^{\left|H^{k}(k)\right|}$ for $k \in K$ and to a member of $\cup_{j \in\left\{\left|H^{k}(k)\right|, \ldots,|I \cup \widehat{I} \cup D|\right\}} D^{j}$ on $\mathcal{N}^{\star}$ as $k^{\star}$ - $D^{\star}$ path. We transform the
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Fig. 4.5 Rolling stock rescheduling network with one unit $\mathcal{N}$
sequence of vertices of a $k^{\star}-D^{\star}$ path on $\mathcal{N}^{\star}$ into one on $\mathcal{N}$ in the following manner:

$$
v^{j} \rightharpoonup v,
$$

i.e., we simply delete the superscript of each vertex. This sequence forms a $k-D$ path on $\mathcal{N}$ since any edge on $\mathcal{N}^{\star}$ is derived from $\mathcal{N}$. We transform the sequence of vertices of $p \in P^{k}$ on $\mathcal{N}$ into one on $\mathcal{N}^{\star}$ in the following manner:

$$
\begin{array}{rr}
k \rightharpoonup k^{\left|H^{k}(k)\right|}, & i \in O_{p}^{k}\left(s_{m}, s_{m+1}\right) \rightharpoonup i^{\left|H^{k}\left(s_{m}\right)\right|}, \\
s_{m+1} \rightharpoonup i^{\left|H^{k}\left(s_{m}\right)\right|}, & i \in O_{p}^{k}\left(s_{n}\right) \rightharpoonup i^{\left|H^{k}\left(s_{n}\right)\right|} .
\end{array}
$$

Then the following holds.
Proposition 4.1. For all $k \in K$, every $k^{\star}-D^{\star}$ path on $\mathcal{N}^{\star}$ corresponds to a path in $P^{k}$ on $\mathcal{N}$ and vice versa.

Proof. A $k^{\star}-D^{\star}$ path $p$ on $\mathcal{N}^{\star}$ for any $k$ is given, and we first show that the path is included in $P^{k}$. For any vertex $i \in O_{p}^{k}\left(s_{m}, s_{m+1}\right)$ between two inspections $s_{m}$ and $s_{m+1}$ in $p$, Ind $(i) \leq\left|H^{k}\left(s_{m}\right)\right|$ holds from Steps C and D of the procedure of constructing $\mathcal{N}^{\star}$. Task $i^{\prime}$ with $\operatorname{Ind}\left(i^{\prime}\right)=\left|H^{k}\left(s_{m}\right)\right|$ is a member of $H^{k}\left(s_{m}\right)$ (otherwise $H^{k}\left(s_{m}\right)$ has at most Ind ( $i^{\prime}$ ) - 1 tasks whose Arr_time ( $*$ ) is less than $\operatorname{Arr}$ _time ( $i$ ) from the definition of the function $H^{k}$, a contradiction), and therefore $i \in H^{k}\left(s_{m}\right)$ holds from Step A. The same holds true for $i \in O_{p}^{k}\left(s_{n}\right)$, and $p$ is shown to be a member of $P^{k}$.
The sequence of vertices in a feasible path $p \in P^{k}$ for any $k \in K$ are given, and we transform it into one on $\mathcal{N}^{\star}$. For any $i \in O_{p}^{k}\left(s_{m}, s_{m+1}\right)$, it holds that $i \in H^{k}\left(s_{m}\right)$


Fig. 4.6 Extended network $\mathcal{N}^{\star}$
by the definition of the inspection function, and that $\operatorname{Ind}(i) \leq\left|H^{k}\left(s_{m}\right)\right|$ (otherwise $\operatorname{Arr}$ _time $(i)>\operatorname{Arr}$ _time $\left(i^{\prime}\right)$ with $i^{\prime}$ with $\operatorname{Ind}\left(i^{\prime}\right)=\left|H^{k}\left(s_{m}\right)\right|$ and $\left.i \notin H^{k}\left(s_{m}\right)\right)$. The copied vertex $i^{\left|H^{k}\left(s_{m}\right)\right|}$ at Step B also has an index $\operatorname{Ind}\left(i^{\left|H^{k}\left(s_{m}\right)\right|}\right) \leq\left|H^{k}\left(s_{m}\right)\right|$, and therefore the edges which end at $i^{\left|H^{k}\left(s_{m}\right)\right|}$ are not deleted from the partial network $\mathcal{N}^{\left|H^{k}\left(s_{m}\right)\right|}$ of $\mathcal{N}^{\star}$ at Step D. The same holds true for $i \in O_{p}^{k}\left(s_{n}\right)$. The edges which end at $s_{m+1}$ are not deleted either. The vertices on $\mathcal{N}^{\star}$ which corresponds to the inspection vertex $s_{m+1}$ and its next vertex in $p$ are connected by the edge drawn at Step C and the edge connects between $\mathcal{N}^{\left|H^{k}\left(s_{m}\right)\right|}$ and $\mathcal{N}^{\left|H^{k}\left(s_{m+1}\right)\right|}$. Therefore, the transformed sequence of vertices forms a $k^{\star}-D^{\star}$ path on $\mathcal{N}^{\star}$.

Recall here that $c_{p}^{k}$ in $\left(R S P_{\ell}\right)$, the cost of feasible path $p$ of rolling stock unit $k \in K$, is defined as the sum of the cost of the edges included in $p$. We let $-\lambda_{i \ell},-\mu_{\ell}^{k}$ be the cost of the corresponding vertices of $\mathcal{N}^{\star}$. We also let $-\nu_{t}^{b}$ be on inspection vertex $s$ in the following manner: $b=\operatorname{Sta}(s)$, and $t$ is the time span which has the minimum value of $-\nu_{t}^{b}$ satisfying $t \subseteq[\operatorname{Arr}$ _time (Prev_task $(s)$ ), Dep_time $(v)]$ where $v$ is a vertex such that $(s, v) \in E$. We can thus reduce $\left(R S P_{\ell}\right)$ to the shortest path problem from $k^{\left|H^{k}(k)\right|}$ to elements of $D^{j}$ where $j \in\left\{\left|H^{k}(k)\right|, \ldots,|I \cup \widehat{I} \cup D|\right\}$ on the extended network $\mathcal{N}^{\star}$. Note that inspections can be carried out twice or more on our extended network, which is required when the rescheduling period is long. Since the shortest path of one rolling stock unit is independent of that of another, we solve the shortest path problem concurrently for several of $K$.

For an acyclic graph with $\alpha$ vertices and $\beta$ edges, we can solve the shortest path problem in $O(\alpha+\beta)$ by Dijkstra's algorithm. Refer to Hillier and Lieberman (2014) as well as Nemhauser and Wolsey (1999) on the shortest path problem as well as Dijkstra's algorithm and Wolsey (1998) on those on a directed acyclic graph. For each $k \in K$, the order of vertices to be visited is, the rolling stock unit vertex $k^{\left|H^{k}(k)\right|}$, the train tasks in ascending order of Arr_time ( $i^{j}$ ), FinishIns_time ( $s^{j}$ ) and NextIns_time ( $d^{j}$ ) where $j \in$ $\left\{\left|H^{k}(k)\right|, \ldots,|I \cup \widehat{I} \cup D|\right\}$. The extended network $\mathcal{N}^{\star}$ has at most $|V|\left(|I \cup \widehat{I} \cup D|-\left|H^{k}(k)\right|+1\right)$ vertices and $|E|\left(|I \cup \widehat{I} \cup D|-\left|H^{k}(k)\right|+1\right)$ edges. Since $|K|=|D|,|S| \leq 1+|I|+|\widehat{I}|$ by the construction rule of the vertices and $H^{k}(v)$ for $v \in\{k\} \cup S$ takes at most $1+|S|$ different values among the $\left(|I \cup \widehat{I} \cup D|-\left|H^{k}(k)\right|+1\right)$ candidates, the shortest path can be found in $O((1+|I|+|\widehat{I}|+|D|+|S|+|E|)(|S|+1)=O((|K|+|I|+|\widehat{I}|+|E|)|S|)$. In a special case where $h \leq$ Ins_int ( $k$ ) holds, i.e., the rescheduling period is not longer than the inspection interval of rolling stock unit $k$, we can solve the shortest path problem in $O((|K|+|I|+|\widehat{I}|+|E|)|K|)$ for each $k$. That is since $H^{k}(s) \geq|I \cup \widehat{I}|$ holds for any $s \in S$ and there is no edge from one vertex of $\mathcal{N}^{\left|H^{k}(k)\right|}$ to another vertex of $\mathcal{N}^{j}$ for any $j \in\left\{\left(\left|H^{k}(k)\right|+1\right), \ldots,(|I \cup \widehat{I}|-1)\right\}$.

Let $r_{\ell}^{k}$ be feasible shortest path length for $k \in K$ (we set $r_{\ell}^{k}:=0$ when $P^{k}=\varnothing$ ). We add feasible paths with negative cost to set $Q_{\ell}^{k}$ if they exist for some $k$. The feasible paths other than the shortest one which are obtained by Dijkstra's algorithm can also be added.

### 4.5.4 Lower Bound Update and Restoring Constraints

The shortest feasible paths found at $\ell$ is equal to the optimal solution to the Lagrangian relaxation problem of ( $R R^{\mathrm{IP}}$ ) with the constraints (4.2), (4.3), (4.5) being relaxed, if we regard the dual prices $\lambda_{i \ell}, \nu_{t \ell}^{b}$ as Lagrangian multipliers (refer to Desrosiers and Lübbecke (2005), Nemhauser and Wolsey (1999) and Wolsey (1998) on Lagrangian relaxation and
duality). The formulation is as follows:

$$
\text { minimize } \quad \begin{aligned}
\sum_{k \in K} \sum_{p \in P^{k}} c_{p}^{k} x_{p}^{k} & +\sum_{i \in I \cup D} \lambda_{i \ell}\left(1-\sum_{k \in K} \sum_{p \in P^{k}} a_{i p}^{k} x_{p}^{k}\right) \\
& +\sum_{\hat{i} \in \hat{I}} \lambda_{\hat{i} \ell}\left(\overline{n_{\hat{i}}}-\sum_{k \in K} \sum_{p \in P^{k}} a_{i p}^{k} x_{p}^{k}\right) \\
& +\sum_{b \in B \forall t \in T} \nu_{t \ell}^{b}\left(u_{t}^{b}-\sum_{k \in K} \sum_{p \in P^{k}} a_{t p}^{b k} x_{p}^{k}\right)
\end{aligned}
$$

subject to

$$
\begin{aligned}
\sum_{p \in P^{k}} x_{p}^{k}=1 & \forall k \in K \\
x_{p}^{k} \in\{0,1\} & \forall k \in K \quad \forall p \in P^{k}
\end{aligned}
$$

Let $\widetilde{x}_{p}^{k}$ be one if it is the shortest feasible path $p$ of the rolling stock $k$ and be zero otherwise, which is equivalent to the optimal solution to the Lagrangian problem. By the duality theorem, $r_{\ell}^{k} \leq 0$ for every $k$ and the following holds:

$$
\begin{aligned}
& \sum_{k \in K} \sum_{p \in P^{k}} c_{p}^{k} \widetilde{x}_{p}^{k}+\sum_{i \in I \cup D} \lambda_{i \ell}\left(1-\sum_{k \in K} \sum_{p \in P^{k}} a_{i p}^{k} \widetilde{x}_{p}^{k}\right)+\sum_{\hat{i} \in \widehat{I}} \lambda_{\hat{i} \ell}\left(\overline{n_{\hat{i}}}-\sum_{k \in K} \sum_{p \in P^{k}} a_{\hat{i} p}^{k} \widetilde{x}_{p}^{k}\right) \\
& +\sum_{b \in B \forall t \in T} \nu_{t \ell}^{b}\left(u_{t}^{b}-\sum_{k \in K} \sum_{p \in P^{k}} a_{t p}^{b k} \widetilde{x}_{p}^{k}\right) \\
= & \sum_{k \in K} \sum_{p \in P^{k}} c_{p}^{k} \widetilde{x}_{p}^{k}+\sum_{i \in I \cup D} \lambda_{i \ell}+\sum_{\hat{i} \in \widehat{I}} \overline{n_{\hat{i}}} \lambda_{\hat{i} \ell}-\sum_{i \in I \cup \hat{I} \cup D} \sum_{k \in K} \sum_{p \in P^{k}} a_{i p}^{k} \lambda_{i \ell} \widetilde{x}_{p}^{k} \\
& +\sum_{k \in K} \mu_{\ell}^{k}-\sum_{k \in K} \mu_{\ell}^{k} \sum_{p \in P^{k}} \widetilde{x}_{p}^{k}+\sum_{b \in B \forall t \in T} \nu_{t \ell}^{b} u_{t}^{b}-\sum_{b \in B \forall t \in T} \sum_{k \in K} \sum_{p \in P^{k}} a_{t p}^{b k} \nu_{t \ell}^{b} \widetilde{x}_{p}^{k} \\
= & \sum_{i \in I \cup D} \lambda_{i \ell}+\sum_{\hat{i} \in \hat{I}} \overline{n_{\hat{i}}} \lambda_{\hat{i} \ell}+\sum_{k \in K} \mu_{\ell}^{k}+\sum_{b \in B \forall t \in T} \nu_{t \ell}^{b} u_{t}^{b} \\
& +\sum_{k \in K} \sum_{p \in P^{k}}\left(c_{p}^{k}-\sum_{i \in I \cup \hat{I} \cup D} a_{i p}^{k} \lambda_{i \ell}-\mu_{\ell}^{k}-\sum_{b \in B \forall t \in T} a_{t p}^{b k} \nu_{t \ell}^{b}\right) \widetilde{x}_{p}^{k} \\
& +\sum_{k \in K} r_{\ell}^{k} .
\end{aligned}
$$

That is, the optimal value of the Lagrangian relaxation problem is equal to the objective value of $\left(R R_{\ell}^{\mathrm{LP}}\right)$ plus the sum of the shortest path lengths. Since this value is a lower bound of $\left(R R^{\mathrm{IP}}\right)$, we can update $Z_{\mathrm{LB}}$ if $Z_{\mathrm{LB}}<Z_{\ell}^{\mathrm{LP}}+\sum_{k \in K} r_{\ell}^{k}$ at the beginning of Step 4.
We refer here to the value of restoring parameter $\gamma$ and enlarge the task sets $I_{\ell}$ and $\widehat{I}_{\ell}$ which are relevant to the constraints (4.9) and (4.11) if the following inequality is satisfied:

$$
\gamma \times\left(Z_{\ell}^{\mathrm{LP}}-Z_{\mathrm{LB}}\right) \geq-\sum_{k \in K} r_{\ell}^{k}
$$

Then we let the optimal solution to $\left(R R_{\ell}^{\mathrm{LP}}\right)$ obtained at Step 2 be $\check{x}_{p}^{k}, \check{y}$, and update the task sets at the next restricted master problem $\left(R R_{\ell+1}^{\mathrm{LP}}\right)$ in the following manner:

$$
\begin{aligned}
& I_{\ell+1}:=I_{\ell} \cup\left\{i \in I \cup D \mid \sum_{k \in K} \sum_{p \in P_{\ell}^{k}} a_{i p}^{k} \check{x}_{p}^{k}+\check{y}>1\right\}, \\
& \widehat{I}_{\ell+1}:=\widehat{I}_{\ell} \cup\left\{\hat{i} \in \widehat{I} \mid \sum_{k \in K} \sum_{p \in P_{\ell}^{k}} a_{\hat{i} p}^{k} \check{x}_{p}^{k}+\overline{n_{\hat{i}}} \check{y}>\overline{n_{\hat{i}}}\right\} .
\end{aligned}
$$

When the inequality involving parameter $\gamma$ is not satisfied, we let $I_{\ell+1}:=I_{\ell}$ and $\widehat{I}_{\ell+1}:=\widehat{I}_{\ell}$.
If $Z_{\mathrm{LB}}$ is updated at the begging of Step $4, Z_{\mathrm{LB}}=Z_{\ell}^{\mathrm{LP}}+\sum_{k \in K} r_{\ell}^{k}$. The above inequality on $\gamma$ can be rewritten as

$$
\gamma \times\left(-\sum_{k \in K} r_{\ell}^{k}-\epsilon\right) \geq-\sum_{k \in K} r_{\ell}^{k}
$$

where

$$
\epsilon= \begin{cases}0 & \text { if } Z_{\mathrm{LB}} \text { is updated at } \ell \\ Z_{\mathrm{LB}}-\left(Z_{\ell}^{\mathrm{LP}}+\sum_{k \in K} r_{\ell}^{k}\right) & \text { otherwise }\end{cases}
$$

Recall that $r_{\ell}^{k} \leq 0$ for every $k$ and note that $\epsilon \geq 0$. For $0 \leq \gamma<1$, the sets $I_{\ell+1}$ and $\widehat{I}_{\ell+1}$ are enlarged when $\sum_{k \in K} r_{\ell}^{k}=0$ and consequently $\epsilon=0$ since $Z_{\ell}^{\mathrm{LP}} \geq Z_{\mathrm{LB}}$. For $\gamma=1$, the constraints are changed when $\sum_{k \in K} r_{\ell}^{k}=0$ or the lower bound $Z_{\mathrm{LB}}$ is updated. If we set $\gamma>1$, then the sets are also enlarged when the optimal value of the Lagrangian relaxation problem of $\left(R R^{\mathrm{P}}\right)$ at $\ell$ is close to the current lower bound. From the viewpoint of the dual problem, the domain of the variable $\lambda_{i \ell} \geq 0$ for $i \in I \cup D$ is enlarged and becomes $\lambda_{i \ell}>-\infty$ by restoring the constraint for $i$. Hence our relaxation approach can be seen as a simple version of the BOXTEP method (refer to Lübbecke and Desrosiers (2005) on the BOXTEP method).

### 4.5.5 Termination of Column Generation

Consider a case where $Z_{\ell}^{\mathrm{LP}}>Z_{\mathrm{LB}}$ at Step 5. In this case, a feasible path with negative cost is found for some $k$. Otherwise, $Z_{\mathrm{LB}} \geq Z_{\ell}^{\mathrm{LP}}+\sum_{k \in K} r_{\ell}^{k} \geq Z_{\ell}^{\mathrm{LP}}$ when $Z_{\mathrm{LB}}$ is updated or not at Step 4. We add $Q_{\ell}^{k}$ to $P_{\ell+1}^{k}$ for all $k$, let $\ell:=\ell+1$, and go back to Step 2. In the cases where task sets $I_{\ell}$ and $\widehat{I}_{\ell}$ which are relevant to the constraints (4.9) and (4.11) are updated at Step 4, we also return to Step 2 since the dual solution space is changed.

Since the Lagrangian relaxation problem of $\left(R R^{\mathrm{IP}}\right)$ at $\ell$ is also the relaxation problem of $\left(R R_{\ell}^{\mathrm{LP}}\right)$, the other case is that $Z_{\ell}^{\mathrm{LP}}=Z_{\mathrm{LB}}$. This case indicates that the optimal solution
to $\left(R R_{\ell}^{\mathrm{LP}}\right)$ is obtained. We terminate the column generation in this case. If $Z_{\ell}^{\mathrm{LP}}=M$, then the optimal solution to $\left(R R_{\ell}^{\mathrm{LP}}\right)$, which is a relaxation problem of $\left(R R^{\mathrm{IP}}\right)$, is $y=1$ and $x_{p}^{k}=0$ for all $k \in K, p \in P^{k}$. Hence, $\left(R R^{\mathrm{IP}}\right)$ is infeasible. We output the message "Rolling stock rescheduling infeasible" and go to the rolling stock uncovered train task detection at Step 7.

### 4.5.6 Solving Restricted Rolling Stock Rescheduling Problem

At Step 6, we solve the following restricted rolling stock rescheduling problem $\left(R R_{\ell}^{\mathrm{P}}\right)$ by an optimization solver:
$\left(R R_{\ell}^{\mathrm{P}}\right)$

$$
\begin{array}{lll}
\operatorname{minimize} & \sum_{k \in K} \sum_{p \in P_{\ell}^{k}} c_{p}^{k} x_{p}^{k}+M y & \\
\text { subject to } & \sum_{k \in K} \sum_{p \in P_{\ell}^{k}} a_{i p}^{k} x_{p}^{k}+y=1 & \forall i \in I \cup D, \\
\sum_{k \in K} \sum_{p \in P_{\ell}^{k}} a_{\hat{i} p}^{k} x_{p}^{k}+\overline{n_{\hat{i}}} y \leq \overline{n_{\hat{\imath}}} & \forall \hat{i} \in \widehat{I}, \\
\sum_{p \in P_{\ell}^{k}} x_{p}^{k}+y=1 & \forall k \in K, \\
& \sum_{k \in K} \sum_{p \in P_{\ell}^{k}} a_{t p}^{b k} x_{p}^{k}+u_{t}^{b} y \leq u_{t}^{b} & \forall b \in B \forall t \in T, \\
y \geq 0, \quad x_{p}^{k} \in\{0,1\} & \forall k \in K \forall p \in P_{\ell}^{k} .
\end{array}
$$

Note that the optimal solution to this problem is not necessarily optimal for $\left(R R^{\mathrm{IP}}\right)$ since the sets of the feasible paths are different.

If the optimal value of $\left(R R_{\ell}^{\mathrm{P}}\right)$, denoted by $Z_{\ell}^{\mathrm{IP}}$, is less than $M$, we have the rolling stock rescheduling solution. We output it and stop the algorithm. If $Z_{\ell}^{\mathrm{PP}}=M$, we output the message "Rolling stock rescheduling solution not found" and go to Step 7.

There may be an optimal or feasible solution to $\left(R R^{\mathrm{IP}}\right)$ in $P^{k} \backslash P_{\ell}^{k}$. Though it can be found if we apply the branch-and-price method, we believe that it is very cumbersome for us to implement the method and that the implementation is not cost-effective in the rescheduling phase (refer to Barnhart et al. (1998) on branch-and-price).

### 4.5.7 Solving Rolling Stock Uncovered Train Task Detection Problem

At Step 7, we solve the rolling stock uncovered train task detection ( $R D^{\mathrm{IP}}$ ). We apply column generation to the problem in a similar way to Steps 2-5. Note that we do not


Fig. 4.7 Disruption scenario
relax the constraints on $I \cup D$ and $\widehat{I}$ here.

### 4.6 Example

We discuss one disruption scenario on freight locomotive on a freight railway network and show the results of freight locomotive rescheduling obtained by the proposed algorithm. Figure 4.7 is a situation in which the departures of six trains at Station D are delayed by about three and a half hours due to an accident. The current sequences of tasks of two Locomotives 2 and 3 are also depicted in the figure, and it indicates that they will miss their next train at Station A because of the delay.

We apply the algorithm to this updated timetable and the current locomotive schedule,


Fig. 4.8 Rolling stock rescheduling solution
and obtain the locomotive rescheduling solution displayed in Figure 4.8. This figure indicates the current sequences of tasks (before rescheduling) and the rescheduled one (after rescheduling) of four locomotives whose sequences are changed by the algorithm. Locomotive 2 is assigned to the train task that Locomotive 1 cannot haul at Station A due to the delay and its next task. The algorithm has exchanged the sequences of tasks of Locomotive 3 for that of Locomotive 4. Extra inspection of Locomotive 4 is carried out since the next inspection time in the current sequence of tasks of Locomotive 3 is later than that of Locomotive 4.

Table 4.4 Disruption cases

| No. | \# canceled <br> trains | \# delayed <br> trains | Average <br> delay (h) | \# locos. <br> to miss next trains |
| :--- | :--- | ---: | ---: | :--- |
| 1 |  | 0 | 12 | 3.1 |
|  |  |  |  |  |
| 2 |  | 0 | 16 | 2.2 |

### 4.7 Computational Results

### 4.7.1 Disruption Cases and Computational Environment

We presents computational results obtained by applying our algorithm to data on the freight locomotives on the freight railway network in Japan shown in Figure 4.9. This network corresponds the region with the heaviest freight train traffic in Japan, where more than 250 freight trains are operated daily. The distance between Kuroiso Station and Shimonoseki Freight Station is about $1,300 \mathrm{~km}$ and it takes almost one day for DC electric locomotives to haul the trains between the stations. The area includes the three biggest cities in Japan: Tokyo, Nagoya and Osaka.

We apply five major cases among the real disruption logs from July to November of 2006 which are reported by Japan Freight Railway Company (2006) to the real timetable and locomotive schedule published by Railway Freight Association (2006). They are summarized in Table 4.4. We set $|K|=144$, which is equal to the number of locomotives planned for the operations on the line, and assume that there is no available reserve locomotive. The locomotives are divided into seven types and their maximum intervals between two consecutive inspections are 72 or 96 hours. The columns of this table show the disruption case number, the number of canceled trains, the number of delayed trains, the average delay time of the delayed trains and the number of locomotives that miss their next trains to haul without rescheduling due to delays or cancellations. Three to 24 ( $17 \%$ of all) locomotives will miss their next trains to haul, and this provides a lower bound of the number of locomotives whose schedules needs to be changed.

We do not know the exact time when the train delay information is reported by Japan Freight Railway Company (2006) and therefore assume that the rescheduling start time of each instance is one hour after the time when the arrival or departure of the trains from the stations is delayed first. We do not pay attention to the rescheduling design deadline for planning a new schedule for any case since we expect that we have rescheduling solution
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Fig．4．9 Freight railway network（Geospatial Information Authority in Japan and Kamada（2009））
immediately．We also let the rescheduling period be $36,48,60$ and 72 hours since there is a task whose running time is over 20 hours．Table 4.5 shows the number of tasks that has to be exactly covered，the number of scheduled and unscheduled inspection vertices，the total number of vertices and edges of the network and the density of the network for each disruption case and each rescheduling period．The density of a network is defined as $|E| /\binom{|V|}{2} \times 100$ where $\binom{|V|}{2}=(|V||V-1|) / 2$ ．The value of $\overline{n_{i}}$ ，which is the maximum number of rolling stock units that can be assigned to the deadhead task $\hat{i}$ ，is two for all $\hat{i} \in \widehat{I}$ ．We let each time span of the inspections be twelve hours and

Table 4.5 Instance sizes ( $|K|=144$ for every case)

| No. | Rescheduling period (h) | $\|I \cup D\|$ | Scheduled | $\begin{aligned} & \|S\| \\ & \text { Unscheduled } \end{aligned}$ | $\|V\|$ | $\|E\|$ | Density <br> (\%) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 36 | 589 | 91 | 210 | 1,096 | 17,032 | 2.84 |
| 1 | 48 | 763 | 110 | 278 | 1,385 | 28,518 | 2.98 |
| 1 | 60 | 945 | 140 | 337 | 1,673 | 41,850 | 2.99 |
| 1 | 72 | 1,119 | 159 | 405 | 1,962 | 58,815 | 3.06 |
| 2 | 36 | 608 | 101 | 209 | 1,134 | 18,424 | 2.87 |
| 2 | 48 | 784 | 117 | 282 | 1,416 | 29,665 | 2.96 |
| 2 | 60 | 964 | 150 | 336 | 1,711 | 43,677 | 2.99 |
| 2 | 72 | 1,140 | 166 | 409 | 1,993 | 60,460 | 3.05 |
| 3 | 36 | 625 | 101 | 220 | 1,165 | 19,781 | 2.92 |
| 3 | 48 | 796 | 122 | 287 | 1,441 | 31,031 | 2.99 |
| 3 | 60 | 981 | 150 | 347 | 1,742 | 45,810 | 3.02 |
| 3 | 72 | 1,152 | 171 | 414 | 2,018 | 62,401 | 3.07 |
| 4 | 36 | 593 | 92 | 210 | 1,101 | 17,069 | 2.82 |
| 4 | 48 | 767 | 111 | 278 | 1,390 | 28,561 | 2.96 |
| 4 | 60 | 949 | 141 | 337 | 1,678 | 41,904 | 2.98 |
| 4 | 72 | 1,123 | 160 | 405 | 1,967 | 58,876 | 3.04 |
| 5 | 36 | 596 | 90 | 211 | 1,103 | 17,027 | 2.80 |
| 5 | 48 | 770 | 109 | 279 | 1,392 | 28,523 | 2.95 |
| 5 | 60 | 952 | 139 | 338 | 1,680 | 41,898 | 2.97 |
| 5 | 72 | 1,126 | 158 | 406 | 1,969 | 58,885 | 3.04 |

the capacity for each existing rolling stock depot and time span is one plus the number of scheduled inspections in the depot at that time span. The cost parameter values are, $\omega_{1}=100, \omega_{2}=160, \omega_{3}=400, \omega_{4}=180, \omega_{5}=300$ and $M=30,000$, based on the opinions of experienced workers in the freight locomotive dispatching processes. The importance of each task is given similarly. We set the restoring parameter $\gamma$ to $0.0,1.0,3.0$ and 5.0.
The upper limit on the number of feasible paths $\left|Q_{\ell}^{k}\right|$ added to $P_{\ell}^{k}$ for each $k$ at iteration $\ell$ is one for $\ell=1,66$ for $\ell=2$ and five otherwise. We impose such limitation since it would take more computation time to solve $\left(R R_{\ell}^{\mathrm{LP}}\right)$ and $\left(R R_{\ell}^{\mathrm{PP}}\right)$ for a larger number of $\left|P_{\ell}^{k}\right|$. On the other hand, we add relatively many paths when $\ell=2$. The set $P_{2}^{k}$ consists of only one feasible path selected at $\ell=1$. After solving ( $R R_{2}^{\mathrm{LP}}$ ), high dual prices would be set to tasks that were not included in $\bigcup_{k \in K} P_{2}^{k}$. We expect that each of such tasks would be included in $Q_{2}^{k}$ for some $k$ by enumerating 66 paths for each locomotive and that all the tasks would be covered for $\left(R R_{3}^{\mathrm{LP}}\right)$.

The program is implemented in Java SE 6, calling the Java API of IBM ILOG CPLEX 12.1 (2009) (the current version is offered by IBM (2016)) to solve the linear and integer programming problems. At Step 2 of the algorithm we solve $\left(R R_{\ell}^{\mathrm{LP}}\right)$ by an interior
point method, since Vanderbeck (2005) points out that fewer iterations are required for column generation to terminate if an analytic center of the optimal face is adopted as the dual solution (refer to Hillier and Lieberman (2014) on an interior point method). All the experiments are carried out on a 32-bit Windows XP PC having a Core i7-965 CPU (four cores, eight threads, $3.2-3.46 \mathrm{GHz}$ ) and 3.5 GB RAM. Four CPU threads are used by the CPLEX and the shortest path problem on eight locomotives is concurrently solved. The algorithm is run ten times for each disruption case and rescheduling period, since feasible paths are enumerated by $\left(R S P_{\breve{\ell}}\right)$ at some $\breve{\ell}$ in a different order for each trial due to the multi-threading and the dual optimal solution is not unique for $\left(R R_{\bar{\ell}+1}^{\mathrm{LP}}\right)$, which may cause the linear programming solver to return different values of $\lambda_{i \check{\ell}+1}, \mu_{\check{\ell}+1}^{k}, \nu_{t \check{\ell}+1}^{b}$. The number of column generation iterations and therefore the computation time is also expected to differ from trial to trial. We evaluate the maximum running time over the ten trials as well as the average time.

### 4.7.2 Rescheduling Results

Table 4.6 shows the number of column generation iterations, the total number of enumerated feasible paths and the CPU time required to solve the locomotive rescheduling problem for each restoring parameter value, each disruption case and each rescheduling period. All the results shown in the table are average values over ten trials. In almost all the cases, the numbers of iterations and enumerated paths differ from trial to trial and therefore their averages take fractional values. As we have discussed, it is caused by the multi-threading in solving $\left(R S P_{\breve{\ell}}\right)$ at some $\breve{\ell}$ and the existence of multiple dual optimal solutions to $\left(R R_{\overparen{\ell}+1}^{\mathrm{LP}}\right)$. Generally, the number of iterations, the number of paths and the CPU time are in proportion to each other. The results are not very different for cases Nos. 1, 2 and 3 or when the rescheduling period is within 48 hours. For cases Nos. 4 and 5 with the rescheduling period being 60 or 72 hours, we obtain a solution in shorter time when we set $\gamma=3.0$. When $\gamma=0.0$ or 1.0 , we observe that more iterations are required before updating the task sets $I_{\ell}$ and $\widehat{I}_{\ell}$. These sets are frequently updated when $\gamma=5.0$ while the lower bound is not. In the following experiments, we fix $\gamma=3.0$.

In Table 4.7, the number of locomotives with a modified sequence of tasks, the objective value of the output integral solution, the MIP gap defined by $\left(Z_{\ell}^{\mathrm{PP}}-Z_{\mathrm{LB}}\right) / Z_{\mathrm{LB}} \times 100$, the number of column generation iterations, the total number of enumerated feasible paths and the CPU time (the overall time, the time spent to solve $\left(R R_{\ell}^{\mathrm{LP}}\right),\left(R S P_{\ell}\right)$ and $\left(R R_{\ell}^{\mathrm{PP}}\right)$ and the maximum of the overall time) are displayed for each disruption case and each rescheduling period. All the results shown in the table are average values over the ten trials except for the maximum CPU time among the trials.

Table 4.6 Restoring parameters and CPU time (average over 10 trials)

| $\gamma$ | No. | Rescheduling period (h) |  | $\sum\left\|P_{\ell}^{k}\right\|$ | $\begin{aligned} & \begin{array}{l} \text { Time } \\ (\mathrm{s}) \end{array} \\ & \hline \hline \end{aligned}$ |  |  | Rescheduling period (h) | $\ell$ | $\sum\left\|P_{\ell}^{k}\right\|$ | $\begin{aligned} & \begin{array}{l} \text { Time } \\ (\mathrm{s}) \end{array} \\ & \hline \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.0 | 1 | 36 | 6.0 | 8,921.0 | 1.0 | 1.0 | 1 | 36 | 6.8 | 8,922.4 | 1.0 |
|  | 1 | 48 | 7.2 | 9,530.6 | 1.4 |  | 1 | 48 | 8.1 | 9,564.1 | 1.6 |
|  | 1 | 60 | 7.2 | 9,625.2 | 2.2 |  | 1 | 60 | 7.8 | 9,634.4 | 2.1 |
|  | 1 | 72 | 7.0 | 9,762.0 | 3.2 |  | 1 | 72 | 8.9 | 9,752.2 | 4.2 |
|  | 2 | 36 | 19.1 | 10,640.7 | 3.4 |  | 2 | 36 | 21.2 | 10,480.2 | 3.7 |
|  | 2 | 48 | 21.8 | 12,295.1 | 5.6 |  | 2 | 48 | 27.5 | 11,741.9 | 6.9 |
|  | 2 | 60 | 35.8 | 14,945.5 | 16.7 |  | 2 | 60 | 32.2 | 14,602.8 | 15.3 |
|  | 2 | 72 | 25.7 | 13,505.6 | 15.8 |  | 2 | 72 | 27.8 | 13,675.3 | 17.2 |
|  | 3 | 36 | 28.5 | 10,765.2 | 4.9 |  | 3 | 36 | 36.3 | 10,603.0 | 6.1 |
|  | 3 | 48 | 29.7 | 13,841.4 | 9.6 |  | 3 | 48 | 38.7 | 13,357.0 | 11.7 |
|  | 3 | 60 | 26.2 | 14,574.1 | 11.8 |  | 3 | 60 | 26.5 | 14,803.7 | 12.3 |
|  | 3 | 72 | 35.6 | 17,173.7 | 26.7 |  | 3 | 72 | 36.4 | 17,721.1 | 26.0 |
|  | 4 | 36 | 14.3 | 9,713.1 | 2.1 |  | 4 | 36 | 13.3 | 9,714.6 | 2.0 |
|  | 4 | 48 | 19.9 | 11,125.8 | 3.8 |  | 4 | 48 | 23.7 | 11,266.4 | 4.6 |
|  | 4 | 60 | 37.1 | 15,798.3 | 15.2 |  | 4 | 60 | 38.5 | 14,696.4 | 14.7 |
|  | 4 | 72 | 53.2 | 19,424.5 | 36.0 |  | 4 | 72 | 49.0 | 19,505.7 | 32.9 |
|  | 5 | 36 | 3.0 | 8,728.0 | 0.5 |  | 5 | 36 | 3.0 | 8,728.0 | 0.5 |
|  | 5 | 48 | 36.2 | 12,937.7 | 10.6 |  | 5 | 48 | 33.8 | 12,891.2 | 9.4 |
|  | 5 | 60 | 38.1 | 15,141.3 | 17.8 |  | 5 | 60 | 36.8 | 14,986.1 | 24.4 |
|  | 5 | 72 | 45.2 | 20,650.9 | 32.4 |  | 5 | 72 | 42.6 | 16,733.1 | 30.4 |
| 3.0 | 1 | 36 | 6.0 | 8,921.3 | 0.9 | 5.0 | 1 | 36 | 6.0 | 8,923.0 | 0.9 |
|  | 1 | 48 | 7.8 | 9,546.6 | 1.6 |  | 1 | 48 | 8.7 | 9,549.2 | 1.8 |
|  | 1 | 60 | 7.1 | 9,630.1 | 2.2 |  | 1 | 60 | 7.0 | 9,635.4 | 2.4 |
|  | 1 | 72 | 7.6 | 9,735.6 | 3.7 |  | 1 | 72 | 7.6 | 9,757.9 | 3.7 |
|  | 2 | 36 | 22.5 | 10,340.0 | 3.8 |  | 2 | 36 | 26.5 | 10,186.6 | 4.5 |
|  | 2 | 48 | 27.6 | 11,638.6 | 7.2 |  | 2 | 48 | 26.5 | 11,644.3 | 6.6 |
|  | 2 | 60 | 27.3 | 12,494.1 | 12.3 |  | 2 | 60 | 28.3 | 11,795.6 | 11.6 |
|  | 2 | 72 | 23.5 | 13,597.5 | 15.3 |  | 2 | 72 | 25.9 | 14,448.1 | 16.6 |
|  | 3 | 36 | 22.3 | 10,795.2 | 3.9 |  | 3 | 36 | 23.2 | 10,786.5 | 4.2 |
|  | 3 | 48 | 23.8 | 12,561.6 | 6.7 |  | 3 | 48 | 23.6 | 12,116.3 | 6.5 |
|  | 3 | 60 | 26.2 | 14,850.6 | 12.1 |  | 3 | 60 | 31.8 | 15,364.4 | 14.7 |
|  | 3 | 72 | 34.6 | 17,514.2 | 25.3 |  | 3 | 72 | 35.4 | 17,778.5 | 26.1 |
|  | 4 | 36 | 11.7 | 9,572.7 | 1.6 |  | 4 | 36 | 10.9 | 9,586.7 | 1.6 |
|  | 4 | 48 | 18.6 | 10,898.3 | 3.7 |  | 4 | 48 | 22.2 | 10,959.2 | 4.8 |
|  | 4 | 60 | 29.0 | 14,185.5 | 10.9 |  | 4 | 60 | 33.1 | 13,425.1 | 12.5 |
|  | 4 | 72 | 37.7 | 17,784.2 | 23.9 |  | 4 | 72 | 40.5 | 18,325.2 | 27.4 |
|  | 5 | 36 | 3.0 | 8,728.0 | 0.5 |  | 5 | 36 | 3.0 | 8,728.0 | 0.5 |
|  | 5 | 48 | 25.2 | 12,678.5 | 7.4 |  | 5 | 48 | 26.1 | 11,981.9 | 7.4 |
|  | 5 | 60 | 28.2 | 16,073.3 | 14.4 |  | 5 | 60 | 32.3 | 18,570.7 | 18.2 |
|  | 5 | 72 | 37.6 | 18,215.6 | 26.7 |  | 5 | 72 | 47.2 | 22,716.7 | 38.3 |

The instances are feasible except for cases Nos. 3, 4 and 5 with the rescheduling period set to 36 hours. The reason for the rescheduling to become feasible when we set a longer rescheduling period is, that some tasks cannot be covered unless the current sequences for locomotives with different types are exchanged, which has to be done prior to the completion time of the rescheduling. The freight train operator in this area imposes an operational constraint that the type of the locomotive assigned to a convergence task has to be the same as the type assigned to the task in the current locomotive schedule. There

Table 4.7 Rolling stock rescheduling results and CPU time when $\gamma=3.0$ (average over 10 trials)

|  | Rescheduling period (h) | \#locos. <br> with <br> modified <br> tasks | $Z_{\ell}^{\text {PP }}$ | $\begin{aligned} & \text { Gap } \\ & (\%) \end{aligned}$ | $\ell$ | $\sum\left\|P_{\ell}^{k}\right\|$ | Time <br> (s) | $\left(R R_{\ell}^{\text {LP }}\right)$ | $\left(R S P_{\ell}\right)$ | $\left(R R_{\ell}^{\text {P }}\right.$ ) | $\begin{aligned} & \text { Max. } \\ & \text { time } \\ & (\mathrm{s}) \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 36 | 6.0 | 1,200.0 | 0.00 | 6.0 | 8,921.3 | 0.9 | 0.4 | 0.5 | 0.0 | 1.0 |
| 1 | 48 | 6.0 | 1,200.0 | 0.00 | 7.8 | 9,546.6 | 1.6 | 0.6 | 0.9 | 0.0 | 1.9 |
| 1 | 60 | 6.0 | 1,200.0 | 0.00 | 7.1 | 9,630.1 | 2.2 | 0.6 | 1.5 | 0.0 | 2.4 |
| 1 | 72 | 6.0 | 1,200.0 | 0.00 | 7.6 | 9,735.6 | 3.7 | 0.9 | 2.9 | 0.0 | 4.3 |
| 2 | 36 | 16.0 | 5,335.0 | 0.00 | 22.5 | 10,340.0 | 3.8 | 2.6 | 1.2 | 0.0 | 4.2 |
| 2 | 48 | 14.0 | 5,235.0 | 0.00 | 27.6 | 11,638.6 | 7.2 | 4.1 | 3.1 | 0.0 | 8.6 |
| 2 | 60 | 14.0 | 5,120.0 | 1.23 | 27.3 | 12,494.1 | 12.3 | 5.0 | 6.2 | 1.2 | 17.0 |
| 2 | 72 | 14.0 | 4,840.0 | 0.46 | 23.5 | 13,597.5 | 15.3 | 4.8 | 9.2 | 1.3 | 18.6 |
| 3 | 36 | infeasible | - | - | 22.3 | 10,795.2 | 3.9 | 2.6 | 1.3 | 0.0 | 4.9 |
| 3 | 48 | 18.0 | 8,430.0 | 0.00 | 23.8 | 12,561.6 | 6.7 | 3.7 | 3.1 | 0.0 | 7.7 |
| 3 | 60 | 16.0 | 7,850.0 | 0.00 | 26.2 | 14,850.6 | 12.1 | 5.4 | 6.7 | 0.0 | 13.4 |
| 3 | 72 | 17.0 | 7,710.0 | 0.00 | 34.6 | 17,514.2 | 25.3 | 10.7 | 14.6 | 0.0 | 28.0 |
| 4 | 36 | infeasible | - | - | 11.7 | 9,572.7 | 1.6 | 1.0 | 0.6 | 0.0 | 1.9 |
| 4 | 48 | 20.4 | 5,560.0 | 0.00 | 18.6 | 10,898.3 | 3.7 | 1.8 | 1.8 | 0.0 | 5.8 |
| 4 | 60 | 20.8 | 5,560.0 | 0.00 | 29.0 | 14,185.5 | 10.9 | 5.4 | 5.5 | 0.0 | 13.2 |
| 4 | 72 | 20.4 | 5,240.0 | 0.00 | 37.7 | 17,784.2 | 23.9 | 10.9 | 13.0 | 0.0 | 27.8 |
| 5 | 36 | infeasible | - | - | 3.0 | 8,728.0 | 0.5 | 0.1 | 0.4 | 0.0 | 0.5 |
| 5 | 48 | 45.0 | 16,160.0 | 0.25 | 25.2 | 12,678.5 | 7.4 | 3.8 | 2.4 | 1.2 | 9.0 |
| 5 | 60 | 43.5 | 15,632.0 | 1.77 | 28.2 | 16,073.3 | 14.4 | 6.8 | 5.2 | 2.3 | 16.5 |
| 5 | 72 | 44.6 | 14,356.0 | 0.48 | 37.6 | 18,215.6 | 26.7 | 11.8 | 12.4 | 2.5 | 29.9 |

is no time and place for any reexchange in the short rescheduling period while there is a chance for it after 36 hours. Different solutions are obtained from trial to trial for some instances of case No. 4 (when the rescheduling period is 48,60 or 72 hours) and case No. 5 ( 60 or 72 hours). The difference of dual solutions returned by the linear programming solver for a particular $\left(R R_{\ell}^{\mathrm{LP}}\right)$ affects the feasible paths enumerated in $\left(R S P_{\ell}\right)$ and finally the solutions. The number of locomotives with a modified sequence of tasks does not decrease for cases Nos. 3, 4 and 5 though we take a longer rescheduling period. This outcome is possible since we do not directly minimize the number of such locomotives but the sum of rescheduling penalties (divided into the five types). For cases Nos. 1, 4 and 5, there are about twice as many rescheduled locomotives as locomotives that miss their next trains to haul due to the disruption (see Table 4.4), while that does not hold for case No. 2 or 3. Generally, dispatchers in charge of the locomotive rescheduling try to exchange the current sequence of a disrupted locomotive involved in a disruption with an undisrupted one, and our results seem to be comparable to them in this sense. We can examine the relatively small disruption case No. 1, and in fact, our solution is favorably evaluated by experienced workers in the freight locomotive dispatching processes. We observe decrease in of the objective function value when we take a longer rescheduling period for cases Nos. 2, 3, 4 and 5. For case No. 1 with the various rescheduling periods, the same solution

Table 4.8 Rolling stock uncovered train task detection results (average over 10 trials)

|  | Rescheduling period (h) | \# uncovered tasks | Gap <br> (\%) |  | $\sum\left\|P_{\ell_{D}}^{k}\right\|$ | Time <br> (s) |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 3 | 36 | 3.0 | 0.01 | 3.6 | 411.9 | 7.0 | 1.1 | 0.5 | 5.4 |
| 4 | 36 | 1.0 | 0.00 | 5.5 | 705.3 | 3.0 | 1.2 | 0.5 | 1.3 |
| 5 | 36 | 12.3 | 0.01 | 8.3 | 2,044.4 | 4.7 | 2.8 | 0.6 | 1.3 |

is obtained, in which the locomotive scheduling can be completely recovered in 33 hours.
The MIP gaps shown in Table 4.7 indicate that optimal solutions to the original rescheduling problem $\left(R R^{\mathrm{IP}}\right)$ are obtained for cases Nos. 1, 3 and 4 regardless of the rescheduling period. We have the optimal solution for case No. 2 with the rescheduling period being 36 and 48 hours. For these cases, the linear programming problem $\left(R R_{\ell}^{\mathrm{LP}}\right)$ has provided the integral solutions at the last iterations of Steps $2-5$. The solutions are very close to optimal for the other cases (the gaps are less than $2 \%$ ). It should also be noted that the algorithm have stopped at Step 5 for all the cases where the solution is not found. Hence the instances are truly infeasible.
For the cases where the rescheduling is identified as infeasible, the rolling stock uncovered train task detection problem $\left(R D^{\mathrm{IP}}\right)$ is solved. Table 4.8 shows the number of uncovered tasks, the MIP gap defined in a similar way to the rescheduling problem, the number of column generation iterations (denoted by $\ell_{D}$ ), the number of enumerated feasible paths and the CPU time. The linear programming problem in the column generation is denoted by $\left(R D_{\ell_{D}}^{\mathrm{LP}}\right)$, the longest path problem (since the uncovered train task detection is a maximization problem) by ( $R L P_{\ell_{D}}$ ) and the integer programming problem after the column generation terminates by $\left(R D_{\ell_{D}}^{\mathrm{P}}\right)$. We observe that there exist feasible paths of all the locomotives in every case. Optimal or almost optimal solutions in terms of the objective value of ( $R D^{\mathrm{IP}}$ ) are obtained. The number of uncovered tasks are small for cases Nos. 3 and 4. For case No. 5, there are more uncovered tasks and four different solutions are obtained among the ten trials, which is not large compared to $|I \cup D|$, the number of the tasks which has to be covered.

We present in Table 4.9 the number of locomotives with a modified sequence of tasks, the number of rescheduled locomotives whose sequence of tasks includes a task originally hauled by a different locomotive type (the cost $\omega_{3}$ of the all cost in the objective value of $\left(R R_{\ell}^{\mathrm{P}}\right)$ is relevant to this), the number of unscheduled inspections (the value times cost $\omega_{4}$ is included in $\left(R R_{\ell}^{\mathrm{IP}}\right)$ ) and the number of locomotives assigned to a different convergence task from the current one (the value times $\omega_{5}$ is also in $\left(R R_{\ell}^{\mathrm{P}}\right)$ ) in the feasible rescheduling solutions to case No. 3. As we take a longer rescheduling period, there are no large changes in the number of rescheduled locomotives assigned to a task originally hauled by a different

Table 4.9 Summary of rescheduling solution to case No. 3
$\left.\begin{array}{llllll}\hline \text { No. } & \begin{array}{l}\text { Rescheduling } \\ \text { period (h) }\end{array} & \begin{array}{l}\text { \# locos. } \\ \text { with } \\ \text { modified }\end{array} & \begin{array}{l}\text { \# locos. } \\ \text { assigned to } \\ \text { tasks }\end{array} & \begin{array}{l}\text { \# unscheduled } \\ \text { inspections }\end{array} & \begin{array}{l}\text { \# locos. } \\ \text { whose }\end{array} \\ & & & \text { tasks } & \begin{array}{l}\text { with } \\ \text { different type }\end{array} & \\ \text { current task } \\ \text { not assigned } \\ \text { at end of } \\ \text { rescheduling }\end{array}\right]$
type or the number of unscheduled inspections. On the other hand, more locomotives are assigned to their current convergence task at the end of the rescheduling period since there are more opportunities for that and we let $\omega_{5}$ be relatively large.

### 4.7.3 Computation Time

From Table 4.7, the number of iterations, the number of paths and the CPU time are generally in proportion to each other. They are also related to the magnitude of disruptions. All the solutions are obtained in ten seconds when we let the rescheduling period 48 hours and within 30 seconds when 72 hours overall, which is acceptable. It takes almost the same time to solve the restricted master problem as the time to solve the column generation subproblem. The integral solutions are found very quickly after the column generation for the cases where ( $R R_{\ell}^{\mathrm{LP}}$ ) provides a fractional solution at the last iteration. The computation time to solve ( $R R_{\ell}^{\mathrm{LP}}$ ) depends on the size of the network and $P_{\ell}^{k}$ while ( $R S P_{\ell}$ ) on the network size only. The CPU time would not be balanced if our algorithm required more iterations. The difference of the overall computation time among the trials is very small and can be ignored. It should be noted that the short computation time cannot be achieved without our set-covering relaxation; Table 4.10 shows the MIP gap, the number of column generation iterations, the total number of enumerated feasible paths and the overall CPU time for cases Nos. 3,4 and 5 where $I_{0}:=I \cup D, \widehat{I_{0}}:=\widehat{I}$, i.e., the instances are solved without the set-covering relaxation. The MIP gap is scarcely improved for case No. 5. The values of $Z_{\ell}^{\mathrm{LP}}$ decrease slowly and require more iterations, which cause the enumeration of many feasible paths. Our relaxation approach enhances the computation by a factor of eight at a maximum.

For the cases where the rescheduling is identified as infeasible, Table 4.8 shows that it takes more computation time to solve $\left(R D^{\mathrm{IP}}\right)$ than to solve $\left(R R^{\mathrm{P}}\right)$. Note that the comparison is unfair since there are approximately 10,000 feasible paths enumerated in

Table 4.10 CPU time without set-covering relaxation (average over 10 trials)

| No. | Rescheduling period (h) | Gap (\%) | $\ell$ | $\sum\left\|P_{\ell}^{k}\right\|$ | Time (s) |
| :---: | ---: | ---: | ---: | ---: | ---: |
| 3 | 36 | - | 18.9 | $11,542.6$ | 4.4 |
| 3 | 48 | 0.00 | 30.3 | $19,295.2$ | 14.6 |
| 3 | 60 | 0.00 | 52.1 | $31,618.7$ | 52.8 |
| 3 | 72 | 0.00 | 91.4 | $52,240.9$ | 213.2 |
| 4 | 36 | - | 9.7 | $10,182.5$ | 1.8 |
| 4 | 48 | 0.00 | 26.2 | $16,761.0$ | 9.2 |
| 4 | 60 | 0.00 | 49.4 | $30,262.0$ | 42.3 |
| 4 | 72 | 0.00 | 82.0 | $48,383.0$ | 161.7 |
| 5 | 36 | - | 3.0 | $8,728.0$ | 0.5 |
| 5 | 48 | 0.28 | 27.5 | $16,263.9$ | 10.5 |
| 5 | 60 | 1.76 | 45.6 | $25,857.5$ | 33.8 |
| 5 | 72 | 0.51 | 68.5 | $35,357.2$ | 84.2 |

advance to solve the restricted master problem of ( $R D^{\mathrm{IP}}$ ) and it leads to more computation time. For each of the cases, the restricted master problem provides a fractional solution at the last iteration. The computation time to solve the integer programming problem after the column generation terminates accounts for about 28 to 77 percent of the overall time. This observation indicates the possibility of computational hardness of $\left(R D^{\mathrm{IP}}\right)$ for large-scale instances.

### 4.8 Conclusions

We have dealt with the rolling stock rescheduling of passenger or freight trains in this chapter while railway operations on a line or a network are disrupted by disturbance. We have defined the rolling stock rescheduling as to reassign the rolling stock units the train tasks so that the scale of the actions to be rescheduled should be as small as possible and that unscheduled inspections should be as few as possible. Two consecutive inspections of each of the units must not violate the maximum inspection interval permitted. Each train is assumed to consist of one unit. The rolling stock assignment to the tasks involved in the rescheduling period has to be prepared before the rescheduling design deadline comes. We have also defined the detection problem of less important unassigned train tasks called the rolling stock uncovered train task detection if the rolling stock rescheduling has failed.

In the rolling stock rescheduling algorithm, we have constructed the rolling stock rescheduling network from the rescheduling situation. We have then formulated the rolling stock rescheduling as an integer programming problem which can be considered as a variant of the set partitioning problem, and have solved it by column generation. The columns
generated in the algorithm have not been enough for us to find an optimal solution to the original integer programming problem. Hence our approach provides optimal or nearoptimal solutions depending on problem instances. If no solution has been found, we have formulated the rolling stock uncovered train task detection which can be seen as a variant of the set packing problem. We have introduced set-covering relaxation to enhance the computation. The column generation subproblems with the periodic rolling stock unit inspection constraint have been reduced to the shortest path problems which can be solved in polynomial time. Inspections are carried out once or more in a rescheduled sequence of train tasks for each rolling stock unit if necessary.

We have applied the algorithm to the real disruption cases on the freight railway network with the heaviest freight train traffic in Japan. The optimal or near-optimal solutions have been obtained, depending on the instances. The algorithm has truly decided the infeasible cases when the rescheduling period does not have due length. The number of locomotives whose sequence of tasks modified has been kept small in the solutions. The experienced workers in the freight rolling stock dispatching processes have assessed the solution for the small disruption case and evaluated favorably. The solutions have been obtained in less than 30 seconds for all the cases, which is acceptable in the dispatching processes. Our relaxation approach has enhanced the computation by a factor of eight at a maximum, compared to solving the original problem by column generation without the relaxation.

## Chapter 5

## Crew Rescheduling

### 5.1 Introduction

### 5.1.1 Background

In this chapter, we discuss crew rescheduling of passenger or freight trains while railway operations on a line or a network are disrupted by disturbance, based on (K.) Sato and Fukumura (2011a). Every train, except for automatically operated ones, is operated by a train crew, which is composed of mostly one driver and one or a few conductors. Each crew member has been, on his/her working day, assigned to his/her planned sequence of trains whose operation section and time are specified, which ordinarily begins and ends at the crew base to which he/she belongs. The crew rescheduling is carried out, at a certain point of time, when the railway operations in accordance with the current crew schedule are being, or those to be implemented from the time to the following hours will be, delayed to some extent or unable to be carried out, owing to the disturbance.

Disruption to the crew schedule is caused by disturbance which primarily affect the crew schedule, injury of a crew member on his/her at work for instance, and the rescheduled timetable and/or rolling stock. Examples of the last cases are as follows. If a train is intentionally delayed, to wait for another train on a different line for a connection, or canceled in the timetable rescheduling, the driver of the train may or will be unable to catch his/her next train to operate. If a different type of a rolling stock unit is assigned to a train in the rolling stock rescheduling, there will be a possibility that the driver will have never been trained to operate that type of rolling stock unit and will not be permitted to drive it.

The crew rescheduling plan has to be designed and implemented in real-time, since there is a case where any crew member has not yet been assigned to trains which will depart after the following minutes. Another case is that the disrupted situation might change while
we are considering a rescheduling plan and that the plan might not be applicable in the latest situation. The dispatchers in charge of the crew rescheduling have to communicate the modified pieces from the current schedule in the new schedule to the crews via a station or crew base staff, by radio, by phone or by any information technology. This task is cumbersome, hence the scale of the actions to be rescheduled should be as small as possible. Meanwhile, some crew members are obliged to work overtime by their new schedule, which is not desirable. We have to make the rescheduled plan operator-oriented by taking these requests into consideration.

### 5.1.2 Terminology

On the basis of the disruption management context described above, we define terminology of the crew rescheduling as follows. We deal with the driver rescheduling or the conductor rescheduling at a time on a railway line or a railway network. We call a certain point of time at which we have noticed necessity for the rescheduling the current time. A disrupted situation is train, rolling stock and crew operations at the current time which is being or will be disrupted by disturbance. A certain amount of time is required to plan a new schedule and communicate necessary orders to the crews. If part of the crew operations is managed by a certain system (when a driver assistance system has been installed in a train and a server sends the data for instance), the schedule is input to it. We let a rescheduling design deadline be a deadline for planning the new schedule. The time when the communication and the input is completed and we can implement the schedule is called rescheduling start time. We also set the rescheduling period, which is hours from the rescheduling start time.

A timetable and a rolling stock schedule on the line or the network, originally planned in their scheduling phase or rescheduled once or more before the current time in any manner, are given. We call them the current timetable and the current rolling stock schedule. The current crew schedule on the line or the network is also given, which is originally planned or rescheduled once or more before the current time. An updated timetable and an updated rolling stock schedule are obtained at the current time, which can be equivalent to the current ones, be further disrupted by the disturbance or be rescheduled in timetable and rolling stock rescheduling. We consider a crew member to be involved in the rescheduling if he/she is or will be on duty in the rescheduling period in the current crew schedule. A reserve crew member is also a crew member if he/she is available. Each of them belongs to a crew base.

In any crew schedule, he/she is assigned to his/her sequence of trains whose operation section and time are specified, which ordinarily begins and ends at the crew base to which
he/she belongs. The sequence is called a duty and a duty in the current crew schedule is called the current duty. Each crew member will be ready for the rescheduling at a certain time and place after the rescheduling start time. If he/she is due to go to work during the rescheduling period, he/she will be ready at the time he/she goes to work and at the crew base to which he/she belongs. The trains in each crew member's current duty can be reassigned after the time for him/her be ready for the rescheduling. We call each of them a train task. Trains in the rescheduling period to which any crew member has not yet been assigned to are included in the train tasks (they may be divided into several tasks at certain stations) and canceled trains are excluded. If the train of a train task is an out-of-service train, it is called a deadhead train task. He/she needs preparation time from the end of each train task to the beginning of the next one operated by him/her. $\mathrm{He} /$ she has to returns to the crew base at the end of his/her duty. An importance value is assigned to each train task, e.g., the importance of deadhead train tasks is zero and that of the rest of tasks depends on the priority of the train.

### 5.1.3 Approach

We let an updated timetable, an updated rolling stock schedule, the current crew schedule, the disrupted situation, the rescheduling design deadline and the rescheduling start time be given on a railway line or a railway network of passenger or freight trains. The crew rescheduling in this chapter is then to reassign the crew members the train tasks so that the scale of the actions to be rescheduled should be as small as possible and that overtime should be as short as possible. In the rescheduling, we have to let each of the members return to the crew base to which he/she belongs to. The number of crew members essential to each train task depends on the characteristics of the train. Ordinarily, the deadhead train tasks require one driver and no conductor, whereas the other tasks require one driver and one or more conductors. A crew member is not permitted to operate a train task if he/she has never been trained to work in the railway section where the train task runs or to operate the rolling stock unit assigned to the train task. The preparation time is necessary between two consecutive train operations by the same crew member. We have to reschedule the crew assignment to the tasks involved in the rescheduling period before the rescheduling design deadline comes.

If the crew rescheduling has failed, i.e., we cannot reassign all the train tasks to the required number of the crew members, timetable and rolling stock rescheduling (which are not restricted to the methods discussed in our timetable rescheduling and rolling stock rescheduling) have to be carried out so that the situation should be resolved. Before that, it is useful to clarify which tasks are unassigned. If we can choose unassigned tasks in
the overall train task set, it is desirable that they are of less importance since they will be delayed or canceled in the timetable rescheduling. We call the detection of unassigned train tasks which are less important the crew uncovered train task detection.
Firstly we construct the crew rescheduling network from the rescheduling situation. We then formulate the crew rescheduling as an integer programming problem which can be considered as a variant of the set covering problem. We solve it by column generation since the all possible duties of the crew members are not known in advance and it will take large amount of time to enumerate them. The columns generated in the algorithm is not enough for us to find an optimal solution to the original integer programming problem. Hence our approach provides near-optimal solutions in general. If no solution is found, we formulate the crew uncovered train task detection as another integer programming problem which can be seen as a variant of the set packing problem. We also solve the problem by column generation. The column generation subproblems are reduced to the shortest path problems. The readers are recommended referring to Hillier and Lieberman (2014) as well as Nemhauser and Wolsey (1999) on a network, Hillier and Lieberman (2014), Nemhauser and Wolsey (1999), Williams (2013) and Wolsey (1998) on integer programming, Nemhauser and Wolsey (1999) on the set covering problem as well as the set packing problem and Desrosiers and Lübbecke (2005) as well as Wolsey (1998) on column generation. Umetani and Yagiura (2007) discusses advanced topics on the set covering problem and Barnhart et al. (1998) on column generation. Other topics on operations research and mathematical optimization are also expounded by Hillier and Lieberman (2014), Nemhauser and Wolsey (1999) and Wolsey (1998).

### 5.2 Literature Review

There has been a smaller number of crew rescheduling studies than that of timetable rescheduling studies in the rail transport literature. Huisman (2007) deals with crew rescheduling owing to track maintenance in a short-term planning. The problem is formulated as an integer programming formulation of the set covering problem and is solved by column generation. The number of available crews is unfixed and computation time of several hours is acceptable, both of which are not acceptable in our crew rescheduling. Walker et al. (2005) discusses timetable and crew rescheduling simultaneously and minimizes the sum of weighted train idle time and a deviation from target working hours of crew members. The problem is formulated as a mixed integer programming problem, in which crew duties are formulated as the set partitioning problem. A small instance of the problem is solved by row and column generation.

Fujimori et al. (2004) views crew rescheduling as a combinatorial auction problem and solves it by simulated annealing. Kojima et al. (2008) presents a field trial of a crew rescheduling support system, which is based on a tabu search approach by Takahashi et al. (2008). Abbink et al. (2010) presents a method based on multi-agent techniques. In these algorithms, a case where there exists no rescheduling solution is not clearly discussed. An integer multicommodity network flow model which can be applied to rolling stock rescheduling or crew rescheduling is provided by (T.) Sato et al. (2009), and it is solved by partial path exchange heuristics and a local search. Almost the same problem is discussed by (T.) Sato et al. (2012) and it is solved by Lagrangian relaxation. Computational results of the two algorithms are presented on the rolling stock rescheduling only. Flier et al. (2007) discusses a crew duty swap.

Crew rescheduling has been vigorously discussed in the airline industry. Clausen et al. (2010) provides an extensive review of disruption management in the industry. Most of the rescheduling model are based on an integer programming formulation of the set-covering or the set partitioning which is solved by column generation, or an integer multicommodity network flow problem. Clausen (2007) points out the similarity of the disruption management process as well as crew rescheduling models and algorithms between the railway and airline industry. On the other hand, it also indicates the difference in the problem scale and the computation time limit. In the maritime industry, crew rescheduling is not important since crew members always follow a vessel and do not have work rules, according to Brouer et al. (2013). Huisman and Wagelmans (2006) presents dynamic and simultaneous scheduling of vehicles and crew on a road network. Bus crew rescheduling is reviewed and studied by Shibghatullah (2008). It should be noted that, in general, crew members can move between any two points on a road network, which does not hold true on a railway networks.

In our crew rescheduling, the fixed current timetable is given, since the simultaneous optimization is intractable in practical cases in Japan or the timetable rescheduling may be done a different entity. In the railway industry, our crew rescheduling is one of the first approaches that formulate the rescheduling as an integer programming problem which can be considered as a variant of the set covering or the set partitioning problem. The other, independent approaches are by Potthoff et al. (2010) and Rezanova and Ryan (2010). The former is based on the set covering problem and the latter the set partitioning problem. All of the three models are solved by column generation. Recall that our algorithm does not necessarily provide an optimal solution to every instance due to a limited number of columns to be generated. It provides an optimal solution or decides the infeasibility of the instance correctly, however, when the column generation terminates with an integral solution.

### 5.3 Problem Description

### 5.3.1 Rescheduling Network

We construct the crew rescheduling network $\mathcal{N}:=(V, E, c, f)$ from the rescheduling situation on a railway line or a railway network on which we focus on. The notation is summarized in Table 5.1. Then rescheduling start time is $h_{0}$ and the rescheduling period is $h$. The set of vertices $V$ is defined as $V:=K \cup I \cup \widehat{I} \cup B$. A set of the crew members is denoted by $K$, and crew member $k$ is in $K$ if

$$
\text { Start_time }(k) \leq h_{0} \text { and End_time }(k) \geq h_{0}, \text { or } h_{0} \leq \operatorname{Start} \text { _time }(k) \leq h_{0}+h
$$

where Start_time ( $k$ ) and End_time ( $k$ ) are the current start and the end time of $k$ 's duty, respectively. For each $k \in K$, Base ( $k$ ) is the crew base to which $k$ belongs to, the time ready for the rescheduling is Ready_time ( $k$ ), and the station where $k$ is at Ready_time ( $k$ ) is Ready_sta ( $k$ ). We let $I$ be the set of trains tasks and $\widehat{I}$ be deadhead train tasks. It consists of the train tasks in the current duty of each $k \in K$ which have not yet been operated at Ready_time ( $k$ ) or canceled. Train tasks in the rescheduling period to which any crew member has not yet been assigned are also included in $I$ (they may be divided into several tasks at certain stations). An element $i$ of $I$ or $\widehat{I}$ has its departure time Dep_time ( $i$ ), its departure station Dep_sta( $i$ ), its arrival time Arr_time ( $i$ ) and its arrival station Arr_sta $(i)$. The number of required crew members of $i \in I \cup \widehat{I}$ is denoted by $\underline{n_{i}}$. Ordinarily, $\underline{n_{i}}=1$ for all $i \in I \cup \widehat{I}$ in the driver rescheduling, whereas $\underline{n_{i}} \geq 1$ for $\bar{i} \in I$ and $\underline{n_{\hat{i}}}=\overline{0}$ for $\widehat{i} \in \widehat{I}$ in the conductor rescheduling. Preparation time Prep_time ( $i_{1}, i_{2}$ ) are required between pairs of train tasks (which include deadhead train tasks) $\left(i_{1}, i_{2}\right) \in(I \cup \widehat{I}) \times(I \cup \widehat{I})$. We call $B$ the set of crew bases. Let $S_{b}$ consists of the set of adjacent stations to $b \in B$ and the crew base $b$ itself.

We next define the directed edge set $E$. The first type of the edges is drawn from a crew member to a train task. For $(k, i) \in K \times(I \cup \widehat{I})$, the pair is an element of $E$ if the following condition is satisfied:

$$
\text { Ready_sta }(k)=\text { Dep_sta }(i) \text { and Ready_time }(k) \leq \operatorname{Dep} \text { _time }(i) .
$$

For pair $(k, b) \in K \times B$, if

$$
\text { Ready_sta }(k) \in S_{b}
$$

Table 5.1 Notation for crew rescheduling network

| $\mathbb{R}_{+}$ | set of nonnegative real numbers |
| :---: | :---: |
| $h_{0}$ | rescheduling start time |
| $h$ | rescheduling period |
| $\mathcal{N}:=(V, E, c, f)$ | crew rescheduling network |
| $V:=K \cup I \cup \widehat{I} \cup B$ | set of vertices |
| K | set of crew members |
| Start_time( $k$ ) | current start time of duty of $k \in K$ |
| End_time ( $k$ ) | current end time of duty of $k \in K$ |
| Base ( $k$ ) | crew base to which $k \in K$ belongs |
| Ready_time( $k$ ) | time ready for rescheduling for $k \in K$ |
| Ready_sta (k) | station or base where $k \in K$ is at Ready_time ( $k$ ) |
| I | set of train tasks |
| $\widehat{I}$ | set of deadhead train tasks |
| Dep_time (i) | departure time of $i \in I \cup \widehat{I}$ |
| Dep_sta (i) | departure station of $i \in I \cup \widehat{I}$ |
| Arr_time (i) | arrival time of $i \in I \cup \widehat{I}$ |
| Arr_sta (i) | arrival station of $i \in I \cup \widehat{I}$ |
| $\frac{n_{i}}{\text { Prep_time }\left(i_{1}, i_{2}\right)}$ | min. number of crew members necessary for $i \in I \cup \widehat{I}$ preparation time required between |
|  | $\left(i_{1}, i_{2}\right) \in(I \cup \widehat{I}) \times(I \cup \widehat{I})$ |
| $B$ | set of crew bases |
| $S_{b}$ | set of adjacent stations to $b \in B$ and $b$ |
| $E$ | set of directed edges |
| $c: K \times E \rightarrow \mathbb{R}_{+}$ | rescheduling cost of $e \in E$ for $k \in K$ |
| $\omega_{1}$ | positive cost value of assignment of different crew member's duty who belongs to same crew base |
| $\omega_{2}$ | positive cost value of assignment of different crew member's duty who belongs to different crew base |
| Overtime (*) | overtime cost function on time |
| $\omega_{3}$ | positive coefficient of overtime cost |
| $f: I \cup \widehat{I} \rightarrow \mathbb{R}_{+}$ | importance value of $i \in I \cup \widehat{I}$ |
| $P^{k}$ | set of feasible paths for $k \in K$ on $\mathcal{N}$ |
| $c_{p}^{k}$ | rescheduling cost of $p \in P^{k}$ for $k \in K$, defined as |
| $f_{p}^{k}$ | importance value of $p \in P^{k}$ for $k \in K$, defined as $f_{p}^{k}:=\cup_{i \in p \cap(I \cup \widehat{I})} f_{i}$ |

is satisfied, $(k, b)$ is included in $E$. Let us consider pair of train task vertex pair (including
deadhead train tasks) $\left(i_{1}, i_{2}\right) \in(I \cup \widehat{I}) \times(I \cup \widehat{I})$. We let $\left(i_{1}, i_{2}\right) \in E$ if

$$
\begin{gathered}
\operatorname{Arr} \text { _sta }\left(i_{1}\right)=\operatorname{Dep} \text { _sta }\left(i_{2}\right) \\
\text { and } \operatorname{Arr} \text { _time }\left(i_{1}\right)+\operatorname{Prep} \text { _time }\left(i_{1}, i_{2}\right) \leq \operatorname{Dep} \text { _time }\left(i_{2}\right)
\end{gathered}
$$

holds. When

$$
\text { Arr_sta }(i) \in S_{b}
$$

is satisfied for $(i, b) \in(I \cup \widehat{I}) \times B$, we let $(i, b) \in E$.
Figure 5.1 is an example of a time-space diagram of the current timetable of Trains 1M6 M and 8 M and duties of Drivers 1 and 2 on a railway line. The circles shown in the figure indicate the beginning of the drivers' duties, and the triangles show the end of the duties. Driver 1 is at Station B and Driver 2 is at Station C at the current time. Suppose here that the departure of Train 2 M at Station C is updated and delayed for minutes, to wait for passengers from another railway line for instance. Figure 5.2 shows this situation, which will cause Driver 2 to miss Train 4M unless the driver duty is changed. In this case, no extra train delay will occur if Driver 1 is instructed to operate 4 M and the following train tasks and Driver 2 is instructed to operate 1 M and the following. Note that their duties must be changed again after the arrival of Train 3M at Station C or Train 8M at Station B, since they belong to different crew bases. Figure 5.3 is the crew rescheduling network constructed from Figure 5.2. The vertices of this network consist of the crew members ( $k_{1}$ and $k_{2}$ ), the tasks to be covered (from $i_{1}$ to $i_{6}$ as well as $i_{8}^{\mathrm{A}}, i_{8}^{\mathrm{B}}$ where the superscripts A and B mean the arrival stations), and the crew bases ( $b_{\mathrm{A}}$ and $b_{C}$ ). The directed edges are drawn between the vertices if the constraint on the time and the station is satisfied.

Let $\mathbb{R}_{+}$be a set of nonnegative real numbers, and the cost function $c: K \times E \rightarrow \mathbb{R}_{+}$ returns a nonnegative value when a crew members and an edge are input. For simplicity, we substitute $c_{e}^{k}$ for $c(k, e)$, and it means the cost for crew member $k$ to traverse edge $e$. We set $c_{e}^{k}:=0$ for edge $e \in E \cap((K \cup I \cup \widehat{I}) \times(I \cup \widehat{I}))$ when its endpoint tasks coincide with a crew members and his/her next task or two consecutive train tasks in the current duty of any crew member. Some positive cost is set otherwise, since it indicates a change of crew member assignment. We prepare two cost values $\omega_{1}$ and $\omega_{2}$ with $\omega_{1}<\omega_{2}$. When the edge connects the train tasks of two crew members who belong to the same crew base, we select $\omega_{1}$. Otherwise, we do $\omega_{2}$. A different positive value is added to edge $\left(v_{1}, v_{2}\right) \in E \cap((K \cup I \cup \widehat{I}) \times(I \cup \widehat{I}))$ for crew member $k$ when the connection causes


Fig. 5.1 Time-space diagram of current timetable and crew duties


Fig. 5.2 Updated timetable
overtime. Specifically, we set
$c_{\left(v_{1}, v_{2}\right)}^{k}:=c_{\left(v_{1}, v_{2}\right)}^{k}+ \begin{cases}\text { Overtime }\left(\operatorname{Arr} \_\operatorname{time}\left(v_{2}\right)\right) & \text { if } v_{1} \in K, \\ \text { Overtime }\left(\operatorname{Arr} \_\operatorname{time}\left(v_{2}\right)\right)-\text { Overtime }\left(\operatorname{Arr} \_t i m e\left(v_{1}\right)\right) & \text { otherwise }\end{cases}$ according to the following overtime cost function:

$$
\text { Overtime }(\alpha):= \begin{cases}0 & \text { if } \alpha \leq \text { End_time }(k) \\ \omega_{3} \times\left(\frac{\left(\alpha-\operatorname{End\_ time}(k)\right)(\mathrm{m})}{60}\right)^{2} & \text { otherwise }\end{cases}
$$

where $\omega_{3}$ is a positive parameter (refer also to Figure 5.4). For $(v, i) \in E \cap((K \cup I \cup \widehat{I}) \times$


Fig. 5.3 Crew rescheduling network


Fig. 5.4 Overtime cost function
$(I \cup \widehat{I})$ ), if driver $k$ is not permitted to operate $i$, we let $c_{e}^{k}:=\infty$. Let $f: I \cup \widehat{I} \rightarrow \mathbb{R}_{+}$be importance value of $i \in I \cup \widehat{I}$.

### 5.3.2 Feasible Paths

The cost of path $p$ of driver $k \in K$ is denoted by $c_{p}^{k}$ and it is defined as $c_{p}^{k}:=\cup_{e \in p \cap E} c_{e}^{k}$. Then $p$ with $c_{p}^{k}=0$ is equivalent to the current duty of $k$ without overtime. A bigger value of $c_{p}^{k}$ means that degree of the modification and/or overtime is large. Similarly, the importance of path $p$ of driver $k \in K$ is denoted by $f_{p}^{k}$ and it is defined as $f_{p}^{k}:=$ $\cup_{i \in p \cap(I \cup \widehat{I})} f_{i}$.

Path $p$ of driver $k \in K$ is called a feasible path if $p$ starts at $k, c_{p}^{k}<\infty$ and ends at the crew base to which $k$ belongs to. We let $P^{k}$ as the set of feasible paths for $k \in K$.

### 5.3.3 Problem Definitions

The rescheduling network $\mathcal{N}$ is given, and we define the crew rescheduling as to assign each crew member $k \in K$ one feasible path $p \in P^{k}$ and to cover each of the all train tasks $i \in I \cup \widehat{I}$ by the required number $\underline{n_{i}}$ of feasible paths so that the sum of the cost of the assigned path $c_{p}^{k}$ for all $k$ is minimized. If it is not possible, we solve the crew uncovered train tasks detection. It is defined as to maximize the sum of the importance of tasks $f_{p}^{k}$ covered by $p$ of all $k$, whose necessary conditions are that each $k$ is assigned to one feasible path or no path and that each $i$ is not covered by more than $n_{i}$ of feasible paths. The former constraint is to make the problem feasible in a case where the set of feasible paths is empty for a certain crew member. The latter prevents an important task to be covered by many paths.

### 5.4 Integer Programming Formulations

### 5.4.1 Crew Rescheduling

We formulate the crew rescheduling as an integer programming problem. The notation is summarized in Table 5.2. We let constant $a_{i p}^{k}$ be
$a_{i p}^{k}:= \begin{cases}1 & \text { if train task } i \in I \cup \widehat{I} \text { is included in feasible path } p \in P^{k} \text { of crew } \\ & \text { member } k \in K, \\ 0 & \text { otherwise. }\end{cases}$

Table 5.2 Notation for crew rescheduling formulations and algorithm

| Constants |  |
| :---: | :---: |
| $c_{p}^{k}$ | refer to Table 5.1 |
| $f_{p}^{k}$ | refer to Table 5.1 |
| $a_{i p}^{k}$ | 1 if $i \in I \cup \widehat{I}$ is included in $p \in P^{k}$ for $k \in K, 0$ otherwise |
| $\underline{n_{i}}$ | refer to Table 5.1 |
| $\bar{M}$ | arbitrary large number |
| Decision Variables |  |
| $x_{p}^{k}$ | 1 if $k \in K$ is assigned to $p \in P^{k}, 0$ otherwise |
| $y$ | dummy variable |
| Temporary Sets and Values |  |
| $\ell$ | iteration counter of column generation |
| $P_{\ell}^{k}$ | set of feasible paths for $k \in K$ on $\mathcal{N}$ at $\ell$ |
| $\lambda_{i \ell}$ | dual price of $i \in I \cup \widehat{I}$ at $\ell$ |
| $\mu_{\ell}^{k}$ | dual price of $k \in K$ at $\ell$ |
| $Q_{\ell}^{k}$ | set of feasible paths to be added for $k \in K$ on $\mathcal{N}$ at $\ell$ |
| $r_{\ell}^{k}$ | feasible shortest path length for $k \in K$ at $\ell$ |
| Formulations and Objective Values |  |
| ( $C R^{\text {IP }}$ ) | crew rescheduling problem |
| $Z_{\text {LB }}$ | lower bound value of ( $C R^{\mathrm{IP}}$ ) |
| $\left(C D^{\text {IP }}\right.$ ) | crew uncovered train task detection problem |
| ( $C R_{\ell}^{\text {LP }}$ ) | restricted master problem of ( $\left.C R^{\mathrm{IP}}\right)$ at $\ell$ |
| $Z_{\ell}^{\mathrm{LP}}$ | objective value of ( $C R_{\ell}^{\mathrm{LP}}$ ) at $\ell$ |
| $\left(C S P_{\ell}\right)$ | column generation subproblem of ( $\left.C R^{\mathrm{IP}}\right)$ at $\ell$ |
| ( $C R_{\ell}{ }^{\mathrm{PP}}$ ) | restricted crew rescheduling problem at $\ell$ |
| $Z_{\ell}^{\text {IP }}$ | objective value of ( $C R_{\ell}^{\text {IP }}$ ) |

We then let $x_{p}^{k}$ a decision variable defined as

$$
x_{p}^{k}:= \begin{cases}1 & \text { if crew member } k \in K \text { is assigned to feasible path } p \in P^{k} \\ 0 & \text { otherwise }\end{cases}
$$

The notation is given, and we formulate the crew rescheduling as an integer programming problem which can be considered as a variant of the set covering problem with a set-partitioning side constraint. The formulation is shown below and we call it $\left(C R^{\mathrm{IP}}\right)$ :

$$
\begin{array}{rll}
\operatorname{minimize} & \sum_{k \in K} \sum_{p \in P^{k}} c_{p}^{k} x_{p}^{k} & \\
\text { subject to } & \sum_{k \in K} \sum_{p \in P^{k}} a_{i p}^{k} x_{p}^{k} \geq \underline{n_{i}} & \forall i \in I \cup \widehat{I}, \\
\sum_{p \in P^{k}} x_{p}^{k}=1 & \forall k \in K, \\
x_{p}^{k} \in\{0,1\} & \forall k \in K \quad \forall p \in P^{k} . \tag{5.4}
\end{array}
$$

The objective function (5.1) is the total cost of feasible paths to which the crew members are assigned, and we try to minimize it. The constraint (5.2) means that all the train tasks, including the deadhead train tasks, have to be covered by $\underline{n_{i}}$ or more feasible paths of the crew members. When $\underline{n_{i}}=1$, it is the set covering constraint. Each crew member is assigned to one feasible path in his/her feasible path set, which is stated in the constraint (5.3). The constraint can be seen as set-partitioning of $K$. The constraint (5.4) restrict the value of the decision variables to either zero or one. We let $Z^{\mathrm{IP}}$ be the objective value of $\left(C R^{\mathrm{IP}}\right)$.

### 5.4.2 Crew Uncovered Train Task Detection

We call the integer programming formulation of the crew uncovered train task detection problem $\left(C D^{\mathrm{IP}}\right)$. It is shown below:
$\left(C D^{\mathrm{IP}}\right)$

$$
\begin{array}{lll}
\operatorname{maximize} & \sum_{k \in K} \sum_{p \in P^{k}} f_{p}^{k} x_{p}^{k} & \\
\text { subject to } & \sum_{k \in K} \sum_{p \in P^{k}} a_{i p}^{k} x_{p}^{k} \leq \underline{n_{i}} & \forall i \in I \cup \widehat{I}, \\
& \sum_{p \in P^{k}} x_{p}^{k} \leq 1 & \forall k \in K, \\
x_{p}^{k} \in\{0,1\} & \forall k \in K \quad \forall p \in P^{k} .
\end{array}
$$

The constraint on $I \cup \widehat{I}$ is called the set-packing constraint. Note that this problem is always feasible since $x_{p}^{k}=0$ for all $k \in K$ and $p \in P^{k}$ satisfies the constraints, provided that we define the sum of $x_{p}^{k}$ is zero when $P^{k}:=\varnothing$. Any train task $i \in I \cup \widehat{I}$ that is covered by less than $\underline{n_{i}}$ paths in a solution means that the task cannot be operated due to the lack of crew members. The solution to $\left(C D^{\mathrm{IP}}\right)$ thus helps us decide which train should be delayed or canceled in timetable rescheduling.

```
Step 1: Initialization.
    Set }\ell:=1,\mp@subsup{Z}{\textrm{LB}}{}:=0,\mp@subsup{P}{\ell}{k}:=\varnothing\forallk\inK
```

Step 2: Solving Restricted Master Problem.
Solve ( $C R_{\ell}^{\mathrm{LP}}$ ).
Let $Z_{\ell}^{\mathrm{LP}}$ be objective value, $\lambda_{i \ell}, \mu_{\ell}^{k}$ be dual prices.
Step 3: Solving Column Generation Subproblem.
Let $-\lambda_{i \ell},-\mu_{\ell}^{k}$ be cost on corresponding vertices of $\mathcal{N}$.
Parallel for $k \in K$,
Solve shortest path problem on $\mathcal{N}$.
Let $r_{\ell}^{k}$ be feasible shortest path length.
Let $Q_{\ell}^{k}$ be set of feasible paths with negative cost.
Step 4: Lower Bound Update.
Set $Z_{\mathrm{LB}}:=\max \left\{Z_{\mathrm{LB}}, Z_{\ell}^{\mathrm{LP}}+\sum_{k \in K} r_{\ell}^{k}\right\}$.
Step 5: Termination of Column Generation.
If $Z_{\ell}^{\mathrm{LP}}>Z_{\mathrm{LB}}$, then
Set $P_{\ell+1}^{k}:=P_{\ell}^{k} \cup Q_{\ell}^{k} \forall k \in K, \ell:=\ell+1$ and Go to Step 2.
Else if $Z_{\ell}^{\mathrm{LP}}=M$, then
Output "Crew rescheduling infeasible." and Go to Step 7.
Step 6: Solving Restricted Crew Rescheduling Problem.
Solve ( $C R_{\ell}^{\mathrm{IP}}$ ).
Let $Z_{\ell}^{\mathrm{IP}}$ be objective value.
If $Z_{\ell}^{\mathrm{IP}}<M$, then
Apply deadheading selection.
Output crew rescheduling solution and Stop.
Else,
Output "Crew rescheduling solution not found."
Step 7: Solving Crew Uncovered Train Task Detection Problem.
Solve ( $C D^{\mathrm{IP}}$ ) by column generation.
Output crew uncovered train task detection solution and Stop.

Fig. 5.5 Crew rescheduling algorithm

### 5.5 Algorithm

### 5.5.1 Overall Algorithm and Initialization

We apply column generation to $\left(C R^{\mathrm{P}}\right)$ since all the elements of the feasible path set $P^{k}$ for each $k \in K$ are not known in advance, and it will take large amount of time to enumerate them. The overall algorithm is displayed in Figure 5.5.

At Step 1 of the algorithm, we let $\ell$ be an iteration counter of the column generation and set $\ell:=1$. We also let $Z_{\mathrm{LB}}$ be a lower bound value of $\left(C R^{\mathrm{P}}\right)$ and set $Z_{\mathrm{LB}}:=0$. A
subset of $P^{k}$ for each $k \in K$ at $\ell$ is denoted by $P_{\ell}^{k}$ and we set $P_{1}^{k}:=\varnothing$.

### 5.5.2 Solving Restricted Master Problem

Let $M$ be arbitrary large number and $y$ be a nonnegative dummy variable. We also let $x_{p}^{k}$ be a nonnegative continuous variable. We define the restricted master problem $\left(C R_{\ell}^{\mathrm{LP}}\right)$ of $\left(C R^{\mathrm{IP}}\right)$ as

$$
\left(C R_{\ell}^{\mathrm{LP}}\right)
$$

$$
\begin{array}{ll}
\operatorname{minimize} & \sum_{k \in K} \sum_{p \in P_{\ell}^{k}} c_{p}^{k} x_{p}^{k}+M y \\
\text { subject to } & \sum_{k \in K} \sum_{p \in P_{\ell}^{k}} a_{i p}^{k} x_{p}^{k}+\underline{n_{i}} y \geq \underline{n_{i}} \quad \forall i \in I \cup \widehat{I}, \\
& \sum_{p \in P_{\ell}^{k}} x_{p}^{k}+y=1 \quad \forall k \in K \\
y \geq 0, \quad x_{p}^{k} \geq 0 \quad & \forall k \in K \quad \forall p \in P_{\ell}^{k} \tag{5.8}
\end{array}
$$

This is a linear programming problem (refer to Hillier and Lieberman (2014), Nemhauser and Wolsey (1999) and Williams (2013) on linear programming), and is always feasible if we let $y=1$ and $x_{p}^{k}=0$ for all $k \in K, p \in P^{k}$.

At Step 2, we solve ( $C R_{\ell}^{\mathrm{LP}}$ ) by using an optimization solver. We let $Z_{\ell}^{\mathrm{LP}}$ be the objective value of $\left(C R_{\ell}^{\mathrm{LP}}\right), \lambda_{i \ell}$ be the dual price corresponding to train task $i$ of the constraint set (5.6) and $\mu_{\ell}^{k}$ be that corresponding to the crew member $k$ of the constraint set (5.7).

### 5.5.3 Solving Column Generation Subproblem

After ( $C R_{\ell}^{\mathrm{LP}}$ ) is solved to optimality, we decide whether the objective value $Z_{\ell}^{\mathrm{LP}}$ can further be improved by adding new feasible paths to the set $P_{\ell}^{k}$ for any crew member at Step 3. We search for such a feasible path by modeling the column generation subproblem ( $C S P_{\ell}$ ) shown below, which is derived from the dual of $\left(C R_{\ell}^{\mathrm{LP}}\right)$ and the linear relaxation of $\left(C R^{\mathrm{PP}}\right)$ :

$$
\begin{array}{ll}
\text { find } & k \in K p \in P^{k} \\
\text { such that } & c_{p}^{k}-\sum_{i \in I \cup \widehat{I}} a_{i p}^{k} \lambda_{i \ell}-\mu_{\ell}^{k}<0
\end{array}
$$

We can reduce the search problem to the shortest path problem from $k \in K$ to Base ( $k$ ) since $c_{p}^{k}$ is defined as the sum of the cost of the edges included in $p$ and the dual prices $\lambda_{i \ell}, \mu_{\ell}^{k}$ relate to the vertices of the network $\mathcal{N}$. Moreover, the shortest path of one crew
member is independent of that of another. We therefore let $-\lambda_{i \ell},-\mu_{\ell}^{k}$ the cost of the corresponding vertices of $\mathcal{N}$ and solve the shortest path problems concurrently for several of $K$ on the network.

The shortest path problem for any crew member $k$ is solved in $O(|I|+|\widehat{I}|+|E|)$ by Dijkstra's algorithm on an acyclic graph. The order of vertices to be visited is, the crew member vertex $k$, the train tasks in ascending order of Arr_time( $i$ ), and the base to which $k$ belongs. Refer to Hillier and Lieberman (2014) as well as Nemhauser and Wolsey (1999) on the shortest path problem as well as Dijkstra's algorithm and Wolsey (1998) on those on a directed acyclic graph.

Let $r_{\ell}^{k}$ be feasible shortest path length for $k$ (we set $r_{\ell}^{k}:=0$ when $P^{k}=\varnothing$ ). We add feasible paths with negative cost to set $Q_{\ell}^{k}$ if they exist for some $k$. The feasible paths other than the shortest one which are obtained by Dijkstra's algorithm can also be added.

### 5.5.4 Lower Bound Update

The shortest feasible paths found at $\ell$ is equal to the optimal solution to the Lagrangian relaxation problem of $\left(C R^{\mathrm{P}}\right)$ with the constraint (5.2) being relaxed, if we regard the dual price $\lambda_{i \ell}$ as a Lagrangian multiplier (refer to Desrosiers and Lübbecke (2005), Nemhauser and Wolsey (1999) and Wolsey (1998) on Lagrangian relaxation and duality). The formulation is as follows:

$$
\begin{aligned}
\operatorname{minimize} & \sum_{k \in K} \sum_{p \in P^{k}} c_{p}^{k} x_{p}^{k}+\sum_{i \in I \cup \widehat{I}} \lambda_{i \ell}\left(\underline{n_{i}}-\sum_{k \in K} \sum_{p \in P^{k}} a_{i p}^{k} x_{p}^{k}\right) \\
\text { subject to } & \sum_{p \in P^{k}} x_{p}^{k}=1 \\
x_{p}^{k} \in\{0,1\} & \forall k \in K, \\
& \forall p \in P^{k} .
\end{aligned}
$$

Let $\widetilde{x}_{p}^{k}$ be one if it is the shortest feasible path $p$ of the crew $k$, and be zero otherwise, which is equivalent to the optimal solution to the Lagrangian problem. By the duality
theorem, $r_{\ell}^{k} \leq 0$ for every $k$ and the following holds:

$$
\begin{aligned}
& \sum_{k \in K} \sum_{p \in P^{k}} c_{p}^{k} \widetilde{x}_{p}^{k}+\sum_{i \in I \cup \widehat{I}} \lambda_{i \ell}\left(\underline{n_{i}}-\sum_{k \in K} \sum_{p \in P^{k}} a_{i p}^{k} \widetilde{x}_{p}^{k}\right) \\
= & \sum_{k \in K} \sum_{p \in P^{k}} c_{p}^{k} \widetilde{x}_{p}^{k}+\sum_{i \in I \cup \widehat{I}} \underline{n_{i}} \lambda_{i \ell}-\sum_{k \in K} \sum_{p \in P^{k}} \sum_{i \in I \cup \widehat{I}} a_{i p}^{k} \lambda_{i \ell} \widetilde{x}_{p}^{k}+\sum_{k \in K} \mu_{\ell}^{k}-\sum_{k \in K} \mu_{\ell}^{k} \sum_{p \in P^{k}} \widetilde{x}_{p}^{k} \\
= & \sum_{i \in I \cup \widehat{I}} \underline{n_{i}} \lambda_{i \ell}+\sum_{k \in K} \mu_{\ell}^{k}+\sum_{k \in K} \sum_{p \in P^{k}}\left(c_{p}^{k}-\sum_{i \in I \cup \widehat{I}} a_{i p}^{k} \lambda_{i \ell}-\mu_{\ell}^{k}\right) \widetilde{x}_{p}^{k} \\
= & Z_{\ell}^{\mathrm{LP}}+\sum_{k \in K} r_{\ell}^{k} .
\end{aligned}
$$

That is, the optimal value of the Lagrangian relaxation problem is equal to the objective value of $\left(C R_{\ell}^{\mathrm{LP}}\right)$ plus the sum of the shortest path lengths. Since this value is a lower bound of $\left(C R^{\mathrm{IP}}\right)$, we can update $Z_{\mathrm{LB}}$ if $Z_{\mathrm{LB}}<Z_{\ell}^{\mathrm{LP}}+\sum_{k \in K} r_{\ell}^{k}$ at Step 4 .

### 5.5.5 Termination of Column Generation

Consider a case where $Z_{\ell}^{\mathrm{LP}}>Z_{\mathrm{LB}}$ at Step 5 . In this case, a feasible path with negative cost is found for some $k$. Otherwise, $Z_{\mathrm{LB}} \geq Z_{\ell}^{\mathrm{LP}}+\sum_{k \in K} r_{\ell}^{k} \geq Z_{\ell}^{\mathrm{LP}}$ when $Z_{\mathrm{LB}}$ is updated or not at Step 4. We add $Q_{\ell}^{k}$ to $P_{\ell+1}^{k}$ for all $k$, let $\ell:=\ell+1$, and go back to Step 2.

Since the Lagrangian relaxation problem of $\left(C R^{\mathrm{IP}}\right)$ at $\ell$ is also the relaxation problem of $\left(C R_{\ell}^{\mathrm{LP}}\right)$, the other case is that $Z_{\ell}^{\mathrm{LP}}=Z_{\mathrm{LB}}$. This case indicates that the optimal solution to $\left(C R_{\ell}^{\mathrm{LP}}\right)$ is obtained. We terminate the column generation in this case. If $Z_{\ell}^{\mathrm{LP}}=M$, then the optimal solution to $\left(C R_{\ell}^{\mathrm{LP}}\right)$, which is a relaxation problem of $\left(C R^{\mathrm{IP}}\right)$, is $y=1$ and $x_{p}^{k}=0$ for all $k \in K, p \in P^{k}$. Hence, $\left(C R^{\mathrm{P}}\right)$ is infeasible. We output the message "Crew rescheduling infeasible" and go to the crew uncovered train task detection at Step 7.

### 5.5.6 Solving Restricted Crew Rescheduling Problem

At Step 6, we solve the following restricted crew rescheduling problem $\left(C R_{\ell}^{\mathrm{PP}}\right)$ by an optimization solver:

$$
\begin{array}{lll}
\operatorname{minimize} & \sum_{k \in K} \sum_{p \in P_{\ell}^{k}} c_{p}^{k} x_{p}^{k}+M y & \\
\text { subject to } & \sum_{k \in K} \sum_{p \in P_{\ell}^{k}} a_{i p}^{k} x_{p}^{k}+\underline{n_{i}} y \geq \underline{n_{i}} & \forall i \in I \cup \widehat{I}, \\
& \sum_{p \in P_{\ell}^{k}} x_{p}^{k}+y=1 & \forall k \in K, \\
y \geq 0, \quad x_{p}^{k} \in\{0,1\} & \forall k \in K \quad \forall p \in P_{\ell}^{k} .
\end{array}
$$

Note that the optimal solution to this problem is not necessarily optimal for $\left(C R^{\mathrm{IP}}\right)$ since the sets of the feasible paths are different.

If the optimal value of $\left(C R_{\ell}^{\mathrm{PP}}\right)$, denoted by $Z_{\ell}^{\mathrm{IP}}$, is less than $M$, we have the crew rescheduling solution. When more than $\underline{n_{i}}$ crew members are assigned to $i \in I \cup \widehat{I}$, we impose a rule that members which are not assigned to $i$ in their current duty and have early End_time ( $k$ ) will deadhead. After this deadhead selection is done, if necessary, we output it and stop the algorithm. If $Z_{\ell}^{\mathrm{P}}=M$, we output the message "Crew rescheduling solution not found" and go to Step 7 .

There may be an optimal or feasible solution to $\left(C R^{\mathrm{IP}}\right)$ in $P^{k} \backslash P_{\ell}^{k}$. Though it can be found if we apply the branch-and-price method, we believe that it is very cumbersome for us to implement the method and that the implementation is not cost-effective in the rescheduling phase (refer to Barnhart et al. (1998) on branch-and-price).

### 5.5.7 Solving Crew Uncovered Train Task Detection Problem

At Step 7, we solve the crew uncovered train task detection ( $C D^{\mathrm{IP}}$ ). We apply column generation to the problem in a similar way to Steps 2-5.

### 5.6 Example

We discuss one disruption scenario on drivers on a freight railway network and show the results of driver rescheduling obtained by the proposed algorithm. Figure 5.6 is a situation in which one train is canceled and the departures of three trains at Station $U$ are delayed by about three and a half hours due to an accident. The current duty of Driver 3 is also depicted in the figure, and it indicates that he/she will miss his/her next train at Station X because of the delay.

We apply the algorithm to this updated timetable and the current driver duty, and obtain the driver rescheduling solution displayed in Figure 5.7. This figure indicates the current duties (before rescheduling) and the rescheduled duties (after rescheduling) of four


Fig. 5.6 Disruption scenario
drivers whose duties are changed by the algorithm. Driver 1 is assigned to the train tasks that Driver 3 is due to drive at Station X, and Driver 2 is assigned to the two tasks due to be operated by Driver 1. Driver 4 moves to Station X by deadheading because of the cancellation of the train that he/she was due to drive, while he/she operates the rest of the trains to which he/she is assigned in his/her current duty.

### 5.7 Computational Results

### 5.7.1 Disruption Cases and Computational Environment

We present computational results obtained by applying our algorithm to data on the drivers on the freight railway network in Japan shown in Figure 5.8. This network corre-


Fig. 5.7 Driver rescheduling solution
sponds to the main area of the region with the heaviest freight train traffic in Japan and more than 200 freight trains are operated daily.
We apply three major cases among the real disruption logs from July to November of 2006 which are reported by Japan Freight Railway Company (2006) as well as two arbitrary disruptions, to the real timetable published by Railway Freight Association (2006) and the driver duties. They are summarized in Table 5.3. The arbitrary disruption cases are A4 and A5 in the table. We do not know the exact time when the train delay information is reported by Japan Freight Railway Company (2006) and therefore assume that the rescheduling start time of each instance is one hour after the time when the arrival or departure of the trains from the stations is delayed first. We do not pay attention to the
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（C）Geospatial Information Authority in Japan and Teruo Kamada．
Fig．5．8 Freight railway network（Geospatial Information Authority in Japan and Kamada（2009））

Table 5．3 Disruption cases

| No． | \＃canceled <br> trains | \＃delayed <br> trains | Average <br> delay（h） | \＃duties <br> to miss next trains |
| :--- | ---: | ---: | ---: | :--- |
| 1 | 0 | 11 | 2.0 | 4 |
| 2 | 7 | 25 | 4.0 | 5 |
| 3 | 1 | 29 | 4.5 | 7 |
| 4 A | 6 | 13 | 4.0 | 15 |
| 5 A | 11 | 35 | 6.0 | 34 |

rescheduling design deadline for planning a new schedule for any case since we expect that we have rescheduling solution immediately．We let the rescheduling period be 24 hours． We assume here that no reserve driver is available．Then the number of drivers involved in the rescheduling is $165(=|K|)$ to which belong to four different crew bases in the largest case．The columns of Table 5.3 show the disruption case number，the number of canceled trains，the number of delayed trains，the average delay time of the delayed trains and the number of driver duties that miss their next trains to operate without rescheduling due to delays or cancellations．Four to 34 drivers will miss their next trains，and this provides a lower bound of the number of drivers whose schedule needs to be changed．This provides a lower bound of the number of drivers whose schedule need to be changed．

Table 5.4 Crew rescheduling results and CPU time

| No. | \# changed duties | \# duties with overwork | Total overtime (h) | Time (s) |
| :--- | ---: | ---: | ---: | ---: |
| 1 | 8 | 13 | 12.1 | 13.0 |
| 2 | 12 | 10 | 13.8 | 15.7 |
| 3 | 12 | 7 | 14.2 | 12.3 |
| 4 A | 23 | 7 | 19.0 | 23.0 |
| 5 A | 54 | 24 | 14.2 | 22.0 |

The number of train tasks involved in the rescheduling is $727(=|I|+|\widehat{I}|)$ in the largest case. The trains are operated by one driver, hence $\underline{n_{i}}=1$ for all $i \in I \cup \widehat{I}$ and the constraint (5.2) is the set-covering constraint. There are 23 Dep_sta (*) and Arr_sta (*) stations of the train tasks. The cost parameter values are, $\omega_{1}=100, \omega_{2}=140, \omega_{3}=40$ and $M=100,000$, based on the opinions of experienced workers in the freight driver dispatching processes.
The upper limit on the number of feasible paths $\left|Q_{\ell}^{k}\right|$ added to $P_{\ell}^{k}$ for each $k$ at iteration $\ell$ is one for $\ell=1,66$ for $\ell=2$ and five otherwise. We impose such limitation since it would take more computation time to solve $\left(C R_{\ell}^{\mathrm{LP}}\right)$ and $\left(C R_{\ell}^{\mathrm{IP}}\right)$ for a larger number of $\left|P_{\ell}^{k}\right|$. On the other hand, we add relatively many paths when $\ell=2$. The set $P_{2}^{k}$ consists of only one feasible path selected at $\ell=1$. After solving $\left(C R_{2}^{\mathrm{LP}}\right)$, high dual prices would be set to tasks that were not included in $\bigcup_{k \in K} P_{2}^{k}$. We expect that each of such tasks would be included in $Q_{2}^{k}$ for some $k$ by enumerating 66 paths for each driver and that all the tasks would be covered for $\left(C R_{3}^{\mathrm{LP}}\right)$.

The program is implemented in Java SE 5, calling the Java API of ILOG CPLEX 10.1 (2006) (the current version is offered by IBM (2016)) to solve the linear and integer programming problems. The linear programming problems are solved by the primal simplex method (refer to Hillier and Lieberman (2014) as well as Nemhauser and Wolsey (1999) on the primal simplex method). All the experiments are carried out on a 32-bit Windows XP PC having a Core 2 Duo E7300 CPU (two cores, two threads, 2.66 GHz ) and 3.5 GB RAM. One CPU thread is used by the CPLEX and the shortest path problem on two drivers is concurrently solved.

### 5.7.2 Rescheduling Results

Table 5.4 the summary of the rescheduling solutions. The driver rescheduling solutions are found for all the cases even though we assume that no reserve driver is available. For each disruption case, the number of changed duties, the number of duties with overtime and the sum of overtime are displayed.

The number of duties to miss next trains shown in Table 5.3 is the minimum number of drivers whose duty has to be changed. The number of changed duties in the solutions is close to twice as many as the minimum value for all the cases. Generally, dispatchers in charge of the driver rescheduling try to exchange a duty involved in a disruption with an undisrupted one, and our results seem to be comparable or even preferable to them in this sense. In fact, our solutions for cases Nos. 1, 2 and 3 are favorably evaluated by experienced workers in the freight driver dispatching processes. The number of duties with overtime is small in contrast to the number of delayed trains. Long overtime to one particular driver is avoided by the overtime cost function.

For cases Nos. 1, 2 and 3, the solutions to $\left(C R_{\ell}^{\mathrm{LP}}\right)$ when the algorithm terminates are integral solutions. Although the objective value $Z_{\ell}^{\mathrm{LP}}$ when the algorithm terminates is fractional for case No. 4 A , the objective value of $\left(C R_{\ell}^{\mathrm{PP}}\right)$ is the ceiling of $Z_{\ell}^{\mathrm{LP}}$. Since we let the cost of all the edges of the network be an integer (the overtime cost function value is rounded), the truly optimal solution is obtained also for this case. For case No. 5A, a fractional optimal solution is obtained when the algorithm terminates, and the integral solution with the same objective value is obtained.

### 5.7.3 Computation Time

The solutions are obtained in less than 25 seconds for all the cases. The computation time is acceptable in the dispatching processes. We analyze why the solutions are obtained in such short time. According to Umetani and Yagiura (2007), the set covering problem can be solved in shorter time when the range of the coefficients of the variables in the objective function is large. This holds true for our crew rescheduling problem. The primal simplex method to solve the restricted master problem works very well; the optimal solution to $\left(C R_{\ell+1}^{\mathrm{LP}}\right)$ is obtained after a small number of iterations from the optimal solution to $\left(C R_{\ell}^{\mathrm{LP}}\right)$. Furthermore, as we have described above, the solutions to $\left(C R_{\ell}^{\mathrm{LP}}\right)$ when the algorithm terminates are integral solutions for cases Nos. 1, 2 and 3. For the other cases, the gap between the optimal values of $\left(C R_{\ell}^{\mathrm{IP}}\right)$ and $\left(C R_{\ell}^{\mathrm{LP}}\right)$ is small or even zero. It should be noted, however, that there is no theoretical property on the integral optimality of the linear relaxation problems of the crew rescheduling problem.

### 5.8 Conclusions

This chapter has provided the crew rescheduling of passenger or freight trains while railway operations on a line or a network are disrupted by disturbance. We have dealt with the driver or conductor rescheduling at a time. The crew rescheduling in this chapter has
been defined as to reassign the crew members the train tasks so that the scale of the actions to be rescheduled should be as small as possible and that overtime should be as short as possible. In the rescheduling, we have to let each of the members return to the crew base to which he/she belongs to. Each train task requires a minimum number of crew members. The crew assignment to the tasks involved in the rescheduling period has to be prepared before the rescheduling design deadline comes. We have also defined the detection problem of less important unassigned train tasks called the crew uncovered train task detection if the rolling stock rescheduling has failed.

In the crew rescheduling algorithm, we have constructed the crew rescheduling network from the rescheduling situation. We have then formulated the crew rescheduling as an integer programming problem which can be considered as a variant of the set covering problem, and have solved it by column generation. The columns generated in the algorithm have not been enough for us to find an optimal solution to the original integer programming problem. Hence our approach provides optimal or near-optimal solutions depending on problem instances. If no solution has been found, we have formulated the crew uncovered train task detection which can be seen as a variant of the set packing problem. The column generation subproblems have been reduced to the shortest path problems.

We have applied the algorithm to the real disruption cases as well as the arbitrary ones on the freight railway network with heavy freight train traffic in Japan. The optimal solutions have been obtained for all the cases, though it does not necessarily holds due to the limited number of columns to be generated. The number of changed duties and the overtime have been small in the solutions. For the real cases, they have been favorably evaluated by the experienced workers in the freight driver dispatching processes. The solutions have been obtained in less than 25 seconds for all the cases, which is acceptable in the dispatching processes.

## Chapter 6

## Concluding Remarks

### 6.1 Conclusions

Rail transport systems in the greater part of Japan and the world at the present day, which are considerably large and highly complex, are operated in accordance with a set of predetermined schedules. The rail transport scheduling consists mainly of the timetable scheduling, the rolling stock scheduling, the crew scheduling and the shunting scheduling. When railway operations planned in any manner are disrupted to a certain extent by disturbance, the dispatchers inevitably reschedule the plans to manage the situation. The rail transport rescheduling is a real-time process, and that makes the task more strenuous. In this thesis, we have discussed optimization approaches to the timetable rescheduling, the rolling stock rescheduling and the crew rescheduling in the rail transport rescheduling, to assist the dispatchers in their disruption management. We have providing integer programming formulations and algorithms for them.

In the timetable rescheduling, the train operations and the passengers' behavior are simultaneously modeled. We have first modeled and solved the arrival delay minimization problem. We have next introduced some flexibility in the delay-minimized timetable and solved the passenger inconvenience minimization problem. Numerical results based on the medium-sized railway line and delay contracted from the actual line with heavy train traffic have indicated the trade-off between the total amount of delay and the total amount of increased inconvenience. We have obtained a better solution in terms of the inconvenience at the expense of a minimum delay timetable by introducing flexibility in the delay-minimized timetable. The results have also indicated the other trade-off between obtaining a better solution by enlarging the solution space and the computation time. The computation could last until the rescheduling design deadline comes.
In the rolling stock rescheduling algorithm, we have introduced set-covering relaxation to enhance the computation. The column generation subproblems with the periodic rolling
stock unit inspection constraint have been reduced to the shortest path problems which can be solved in polynomial time. Inspections are carried out once or more in a rescheduled sequence of train tasks for each rolling stock unit if necessary. We have applied the algorithm to the real disruption cases on the freight railway network with the heaviest freight train traffic in Japan. The optimal or near-optimal solutions have been obtained, depending on the instances. The algorithm has truly decided the infeasible cases when the rescheduling period does not have due length. The number of locomotives whose sequence of tasks modified has been kept small in the solutions. The experienced workers in the freight rolling stock dispatching processes have assessed the solution for the small disruption case and evaluated favorably. The solutions have been obtained in less than 30 seconds for all the cases, which is acceptable in the dispatching processes. Our relaxation approach has enhanced the computation by a factor of eight at a maximum, compared to solving the original problem by column generation without the relaxation.

In the crew rescheduling algorithm, we have formulated the crew rescheduling as an integer programming problem which can be considered as a variant of the set covering problem, and have solved it by column generation. We have applied the algorithm to the real disruption cases as well as the arbitrary ones on the freight railway network with heavy freight train traffic in Japan. The optimal solutions have been obtained for all the cases, though it does not necessarily holds due to the limited number of columns to be generated. The number of changed duties and the overtime have been small in the solutions. For the real cases, they have been favorably evaluated by the experienced workers in the freight driver dispatching processes. The solutions have been obtained in less than 25 seconds for all the cases, which is acceptable in the dispatching processes.

These results indicate applicability of mathematical optimization to the practical rescheduling situations. By the passenger-oriented approach, compared to the train-punctuality-oriented approach, the deterioration of the service level to the passengers will be smaller. The heavy burden of the dispatchers will is relieved by the operator-oriented rolling stock and crew rescheduling approaches.

### 6.2 Future Work

### 6.2.1 Timetable Rescheduling

The applicability of our model to railway lines with higher frequency of train operations has to be discussed. The lower bound of the linear programming relaxation of the formulation is not sufficiently strong, and this makes the optimization difficult and time consuming. An iterative approach is promising which simulates the passengers' behavior
in a tentative rescheduled timetable and changes the timetable based on the simulated passengers' behavior, though it might not provide an optimal or even near-optimal solution. Another idea would be to apply row generation, since only a small part of the constraints is ordinarily active at an optimal solution.

In our rescheduling model, we have omitted the capacity issue of a train. At stations in and around Tokyo, the passengers, particularly in the morning on weekdays and during large disruption, cannot board a train and are obliged to wait for the next train due to the congestion. We have to take the situation into account if we try to solve such instances.

We have optimized the sum of further inconvenience to the passengers. This is equivalent to minimize the mean of the increased inconvenience distribution (or the histogram) of the passengers. Train operations as public services have to reduce railway users who suffer much inconvenience, even though it increases the inconvenience to the other users. Optimization of the inconvenience distribution is what is to be discussed.
We also have to deal with the situations where various trains are operated. There are trains which are irrelevant to the passengers and have a certain priority, such as freight trains and out-of-service trains. This indicates that different optimization criteria have to be coordinated.

### 6.2.2 Rolling Stock Rescheduling

We have assumed in the rolling stock rescheduling that only one rolling stock unit is assigned to a train and distinguished the coupling and uncoupling of units as well as the routing inside the depots and the stations from the rescheduling. A flow model of rolling stock units will be easier to be handled, as it is done in several studies that we have reviewed. On the other hand, the current path model connects each unit with its sequence of tasks and is hence suitable for modeling the periodic inspection. The combination of the two models will be one of future approaches.

### 6.2.3 Crew Rescheduling

Although we have included overtime of a train crew member in the objective function, his/her workload in his/her working hours is not discussed. Recall that his/her duty is generated in the column generation subproblem and that the subproblem is reduced to the simple shortest path problem. We would have to add constraints for a rest, a meal, etc., to the shortest path problem and solve the constrained path problem. The inspection in the rolling stock scheduling can be viewed as the rest or meal break in the crew rescheduling, then the network extension approach performed in the rolling stock rescheduling will be effective.

### 6.2.4 Shunting Rescheduling

We have not yet proposed any integer programming or other model to deal with the shunting rescheduling. In the timetable rescheduling, we have modeled arrival and departure orders of the trains. In other words, we have formulated the ordering problem between the trains that run on or stop at the same track segment. We have also modeled the local rerouting, which can be seen as the track assignment to the trains. These decisions corresponds to occupation of a track by a rolling stock unit and its shunting movement. As we have just stated, an integer multicommodity flow model is promising for us to handle coupling and uncoupling. The combination of these formulations will be the whole shunting model.

Some of the existing studies in the literature that we have reviewed will also be applicable. If the shunting is not feasible in accordance with the rescheduled timetable, rolling stock circulation and crew duties, the preceding rescheduling has to be designed again. An algorithm to give a hint for the whole rescheduling to be made feasible will be required which is similar to the rolling stock and the crew uncovered train task detection,

### 6.3 Prospects for Practical Real-time Rescheduling

Since the instances that the rescheduling algorithms presented in this thesis have been applied to are limited, thorough field trials will have to be performed if a rescheduling support system in which the algorithms are installed is to be introduced to an actual railway line or an actual railway network. At its first step, for safety reasons, it should not be connected to the existing systems, the train traffic control system for instance, in a train traffic control center. A standalone computer will be installed instead and the dispatchers will see a proposed schedule as reference.

The dispatchers will first have the information of an initial delay and they will also play the sole role to input the delay. The other input data, mainly the originally planned schedules, have to be in the rescheduling system. Even through the originally planned schedules are saved as electric data nowadays, it should be noted that some data have not yet been available in an electrical format. There is a possibility that the last inspection date and time of a rolling stock unit is recorded on a paper list. Another case is that the sections of a railway network in which a driver can operate trains are not recorded at all. We must identify these data and save them. In the timetable rescheduling, the predicted amount of the initial delay and passenger OD data are necessary. As we have reviewed, the studies on these topics exist. We have to continue to pay attention to the latest
results. Although all this data collection is independent of the cores of the rescheduling algorithms, we have to overcome the difficulty to perform comprehensive assessment of the algorithms and to pave the way for their practical use.
Suppose that the field trials successfully ends and that the rescheduling support system is put into practical use. The system would provide the rescheduling which is passengeroriented with light dispatchers' burdens if operated in conjunction with other systems such as the train traffic control system and a state-of-the-art communication system to tell the relevant staff the changes in the schedules. On the other hand, the introduction of such new systems would require more or less change in the current workflow of the rescheduling process, and the train operator might not accept this. Therefore, the rescheduling system has also to be ready to be installed in the current context of rescheduling process. Whichever the case may be, we have to put as much effort as we have done to study the rescheduling algorithms into the realization of their practical use.
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