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Fractionally quantized Berry phase, adiabatic continuation, and edge states
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Symmetry protected quantization of the Berry phase is discussed in relation to edge states. Assuming the
existence of an adiabatic process that protects the quantization of the Berry phase, a nontrivial Berry phase
γ ∝ 2πρ (ρ is the local filling of particles) for the bulk suggests appearance of edge states with boundaries. We
have applied this generic consideration for the Bloch states of a two-dimensional model with massless Dirac
fermions where γ = ±π/2 implies the edge states. The entanglement entropy is evaluated for the models and its
relation to the bulk-edge correspondence of Dirac fermions is discussed as well.
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I. INTRODUCTION

The characterization of phases is one of the main targets of
condensed matter physics. As for the description of physical
states, the role of boundary conditions has been assumed to
be of secondary importance. This is true when one considers
classical order using an order parameter in the thermodynamic
limit, since the dimensions of boundaries are less than the bulk
dimension. In topological phases characterized by absence
of local order parameters [1], the situation is different. In
contrast to the symmetry broken phases with low-energy
excitations as the Nambu-Goldstone boson, the ground state
of the topological phase is mostly gapped as a bulk. With
boundaries or impurities, however, low-energy excitations
exist only near such a geometrical disturbance [2–8]. These
edge (boundary) states characterize topological phases such
as the quantum Hall systems and Z2 topological insulators
[9,10]. The relation between edge states and bulk topological
properties is known as the bulk-edge correspondence [11,12].

In order to analyze the topological origin of edge states, an
adiabatic continuation is useful. Assuming a modification of
the gapped ground state of the bulk to a simple state without
gap closing, one may reduce the topological properties of the
physical system to those of the simple one. If that reduced
system has a clear reason to have edge states, it establishes
the bulk-edge correspondence. For instance, when the reduced
system is composed of independent clusters and the given
boundary breaks a cluster at the edge, there will be edge
states interpreted as dangling states from a broken cluster
at the edge [7,13]. On the other hand, if the boundary does
not break a cluster, i.e., the boundary is in between two
adjoined clusters, there is no obvious reason to have edge
states. The adiabatic continuation is more powerful when it
is combined with topological quantities defined by the Berry
connection [14–17] using gauge twists as parameters. The
Berry phase (and its generalizations) is not quantized by
definition, but it can be quantized and becomes a topological
quantity with the help of some symmetries [13,18,19]. When
such symmetries are present, the Berry phase based argument
(which will be explained later in detail) is robust against
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adiabatic continuation, as far as the symmetry is kept during
the adiabatic continuation.

In this paper, we first give general arguments for the
topological characterization of a gapped and short-range
entangled state using an adiabatic continuation and the Berry
phase (Sec. II). A natural interpretation of the bulk-edge
correspondence in this general framework is also given. We
further discuss the bulk-edge correspondence in terms of the
entanglement entropy [20–24], as a complement to the Berry
phase based arguments. Then, in order to demonstrate the
general idea, we introduce a specific four-band model having
Dirac cones in its bulk energy dispersion in Sec. III. There,
we find an unusual type of the quantization of the Berry
phase, a quantization into ±π/2, or fractional quantization,
in addition to the usual quantization into 0/π . It is shown
that such an unusual ±π/2 quantization brings a difference in
the bulk-edge correspondence from the case of the usual 0/π

quantization.

II. ADIABATIC CONTINUATION AND BULK-EDGE
CORRESPONDENCE

A. Berry phase and adiabatic continuation

Let us start our discussion from a generic lattice model
of spinless fermions by a Hamiltonian with an adiabatic
parameter λ [extension with spins or for systems with U(1)
gauge invariance is straightforward],

H (λ) = HE,E + HL,L + λHL,E,

Hαβ =
∑

i∈α,j∈β

(c†i tij cj + H.c. + Vijninj ), α,β = L, E,

where ni = c
†
i ci and the system is divided into two parts L

and E. The parameter λ is the coupling between them (Fig. 1).
It is invariant for a U (1) gauge transformation H → H ′ =
H , where ci → c′

i = �ici and tij → t ′ij = �itij�
−1
j , (|�i | =

1). We assume the many-body ground state |G(λ)〉 of H (λ)
is always gapped for 0 � λ � 1. The physical ground state
|G(1)〉 is adiabatically connected to the decoupled ground state
|G(0)〉 written as

|G(0)〉 =
∑

i1i2···∈ L

ψL
i1i2···c

†
i1
c
†
i2

· · ·
∑

j1j2···∈E

ψE
j1j2···c

†
j1
c
†
j2

· · · |0〉.

(1)
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FIG. 1. General idea of the Berry phases and edge states. The
hopping of the thick dotted lines is modified. When the local object
L is decoupled (only the hopping on the thick lines is nonzero), these
gauge twists are gauged away.

It implies that the ground state |G(1)〉 is short-range entangled,
that is, the ground state is composed of local quantum
objects. Typical such examples are the Haldane phase of the
spin 1 chain and the valence bond solid states [17,25,26].
To characterize this short-range entanglement, let us define
a Berry phase γ by introducing a gauge twist ω� = eiθ ,
(0 � θ � 2π ) at some sites �’s inside the local object L. (�’s
can be multiple sites, for instance, �s stand for the sites in
LA in Fig. 1.) This twist dependence is given by the local
Hamiltonian HL,L(ω�) where the hopping ti� connecting the
sites �’s and the remained sites i’s inside the local object L are
replaced by ti�ω�. Note that this gauge twist does not affect
any coupling in HL,E . Then the Berry phase defined below
characterizes the locality of the gapped phase

iγ =
∫

〈G|dG〉 =
∫ 2π

0
dθ 〈Gθ |∂θGθ 〉 mod 2π. (2)

As for the decoupled case (λ = 0), this γ is evaluated as

γ = −2πρ̄ mod 2π, (3)

where

ρ̄ =
∑

�

〈Gθ=0(0)|n�|Gθ=0(0)〉 (4)

is the sum of an averaged filling of the fermion at the site � since
the gauge twist ω� is gauged out by the gauge transformation
[27] (see Appendix A). If there exists some symmetry (such as
the chiral symmetry, reflection, time reversal) to guarantee
the quantization of the Berry phase γ , this Berry phase
is an adiabatic invariant and it is used for a topological
order parameter at the physical point λ = 1. We have many
successful examples for such situations [17,28–30]. Even
if such a symmetry is absent, we may still expect that a
substantially large value of γ implies the existence of the
short-range entanglement. That is, the Berry phase γ can be a
good topological order parameter.

For a gapped phase that can be well described by a
collection of local objects L, a finite γ suggests appearance
of edge states when the boundary is on the gauge twisted
bonds. In the decoupled limit, such a boundary breaks a local
object and broken pieces appear as edge states [31]. Even
for a finite coupling, the edge states can be still localized
with the symmetry protection, since the Berry phase γ is
an adiabatic invariant and the locality of the ground state
retains as well. This general idea can be applied to several
systems. Application is not limited to one-dimensional systems
and it is applicable to higher dimensions. When the system
is free of many-body interactions, the momenta parallel

to a given edge (or surface) are regarded as parameters
determining an effective one-dimensional model. One of such
important examples is a zero-mode edge state at the zigzag
boundary of graphene, which is characterized by the Berry
phase in the effective one-dimensional model [13,32,33]. The
quantization of the Berry phase γ /π ∈ Z is well known today
but here in this paper, we demonstrate γ = ±π/2, i.e., a
fractional quantization of γ is also useful for the bulk-edge
correspondence of the Dirac fermions.

Our arguments so far are developed to interpret the
connection between bulk topological characters and edge
states assuming that a proper adiabatic continuation to the
simple model is known. To predict the existence of edge states
for a given boundary without the knowledge of adiabatic
continuation, we should apply a gauge twist on the bonds
that cross that given boundary. Then, as far as there exist
an adiabatic continuation to the model with decoupled local
objects (we do not have to know the explicit way to achieve
it), the Berry phase criterion for the existence of edge states is
still valid.

B. Entanglement entropy and adiabatic continuation

The locality of the gapped ground state is also reflected
in the entanglement entropy for spatial bipartition by a given
boundary. Namely, the entanglement entropy can detect how
the local object is broken by a given boundary as the Berry
phase. Since the entanglement entropy is a bulk quantity,
it provides another view of the bulk-edge correspondence.
Especially, the behavior of the entanglement entropy against
the adiabatic continuation to the λ = 0 limit is important [23].
If the entanglement entropy is continuously reduced to 0 as λ

goes to 0, it implies there is no obvious reason to have edge
states, while if it remains finite in the λ = 0 limit, there are
dangling states that are observed as edge states. Then, the
entanglement entropy and the Berry phase are directly related
through edge states [20].

For the noninteracting case with one fermion in L, we can
demonstrate this explicitly. In the λ = 0 limit, there is no need
to consider the entanglement between L and E. Then, the
entanglement entropy for the bipartition of L into two parts,
LA and LB , is obtained as

S = −[ρ̄ ln ρ̄ + (1 − ρ̄) ln(1 − ρ̄)], (5)

where ρ̄ is the fermion filling in LA (see Appendix B). Just as
in the case of the Berry phase, it is determined from ρ̄ only. S

in Eq. (5) takes maximum when ρ̄ = 0.5, which corresponds
to γ = π .

III. EXAMPLE IN A FERMIONIC MODEL

A. Model and methods

As an example to describe the general ideas explained
above, we introduce a spinless fermionic tight-binding model
having four sublattices in a unit cell [see Fig. 2(a)]. We define
three kinds of transfer integrals, t0, t1, and t2 as in Fig. 2(a),
and set t0 = 1.0, t1 = 0.5, and t2 = 1.5 throughout this paper.
The properties of a very similar model have been addressed in
Ref. [34] very recently, and thus, we concentrate on the Berry
phase and its fractional quantization in this paper. For the edge
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FIG. 2. (Color online) (a) Definitions of transfer integrals. Labels of sublattices are also shown. (b) and (c) Definitions of type 1 and type
2 edges. Shaded regions are the corresponding unit cells. Examples of ribbons for edge spectrum calculations are shown in the lower panels.

state characterization, we consider two kinds of edge shapes
named as type 1 and type 2 [see Figs. 2(b) and 2(c)]. In order to
treat a two-dimensional model, we introduce momenta parallel
(k‖) and perpendicular (k⊥) to the edge whose directions are
shown in Fig. 2(b), with k‖ acting as a parameter determining
an effective one-dimensional model. In the present case, the
gauge twist ω� = eiθ can be regarded as a twisted boundary
condition, and the integration over θ is essentially equivalent
to the integration over k⊥. Then, the Berry phase (2) is given
by the Zak phase [35]

iγ (k‖) =
∑

n∈filled

∫ π

−π

dk⊥〈unk⊥k‖ |∂k⊥|unk⊥k‖ 〉, (6)

and we use this expression for computational convenience.
Here, k⊥ is properly scaled so that the Bloch wave function
|unk⊥k‖ 〉 has periodicity 2π in k⊥. Note that a unit cell
convention is directly related to γ (k‖). For each boundary
shape, we set a unit cell so that the given boundary lies in
between two neighboring unit cells [19] to use the Berry
phase γ (k‖) to discuss the edge states. [See shaded regions
in Figs. 2(b) and 2(c).] We employ the technique in Refs. [36]
and [27] for the Berry phase calculations. The edge spectrum is
calculated with a ribbon geometry like those in the lower panels
of Fig. 2, though the actual calculations are performed on much
wider ribbons. In order to discuss the fractional quantization,
we focus on the quarter filling case, the case of one fermion
per unit cell, throughout this paper.

B. Fractional quantization of the Berry phase and the
bulk-edge correspondence

Figure 3 shows the edge spectra (upper panels) and the
Berry phases (lower panels) for the type-1 (a) and type-2
(b) edges. As we handle the quarter filling case, we should
focus on the lowest band and the gap just above it. For
the given parameter set, Dirac cones appear between the
lowest and second lowest bands in the bulk energy dispersion.

Consequently, the bulk continuum, the region filled with bands
with bulk nature, touches at two points, which are projected
Dirac cones. For the type-1 edge, the Berry phase is quantized
into 0 and π . On the other hand, for the type-2 edge, the Berry
phase is quantized into ±π/2, i.e., fractional quantization is
really achieved. As we have noted, the Berry phase is related
to the site-resolved filling ρ̄. [Eq. (3) for λ = 0.] Here, for the
two-dimensional case, the sublattice and k‖-resolved filling
ρa(k‖) play the role of ρ̄. For the present model, the symmetries
impose restrictions and force ρa(k‖) to take a fixed value. This
is essential for observing the fractional quantization. More
specifically, the time reversal symmetry gives

ρa(−k‖) = ρa(k‖), (7)

the inversion symmetry gives

ρ1(−k‖) = ρ3(k‖), ρ2(−k‖) = ρ4(k‖), (8)

and the mirror symmetry gives

ρ1(−k‖) = ρ2(k‖), ρ3(−k‖) = ρ4(k‖). (9)

FIG. 3. (Color online) Energy spectra and Berry phases for quar-
ter filling for type-1 (a) and type-2 (b) edges.
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In addition,
∑

a ρa(k‖) = 1 for the quarter filling. Combining
these relations, we finally obtain the relation ρa(k‖) = 1/4,
which leads to the fractional quantization of the Berry phase
into ±π/2. As this derivation shows, the ±π/2 quantization
is a kind of symmetry protection by crystal symmetries. Here,
we have demonstrated the fractional quantization in a specific
model. However, the idea is generally applicable to any model
in which the sublattice-resolved particle filling ρ̄ [or, ρa(k‖)]
is fixed by some symmetry.

The fractional quantization into ±π/2 brings a difference
in the bulk-edge correspondence from the case of 0/π

quantization. For the type-1 edge where 0/π quantization
is observed, an edge state distinct from the bulk continuum
exists as they connect two projected Dirac cones. In the
region with the edge states, γ (k‖) takes the value of π (−π is
equivalent to π ). The existence or absence of the edge state
are switched at the gap closing point, which is consistent
with a π jump in γ (k‖) [19]. In this case, the edge states
are doubly degenerate and they are localized at the left and
right boundaries, respectively. As is well known, the Berry
phase is related to bulk polarization [36]. Then, the degeneracy
between the left and right edge states is due to the equivalence
between γ = π and γ = −π , which implies that there is
left/right symmetry and no favored direction of polarization.
On the other hand, edge states appearing for the type-2 edge,
for which ±π/2 quantization takes place, do not have such
symmetry. There appears only one nondegenerate edge state
through the entire edge Brillouin zone. In this case, the spatial
position of the edge states is switched at the projected Dirac
cone. Namely, the edge state near k‖ = 0 lives on the edge at
the one side of the ribbon, say the left edge, while the one near
k‖ = π lives on the edge at the other side. This difference in
the spatial position is a consequence of the fractional Berry
phase ±π/2, that is, γ = π/2 and γ = −π/2 correspond to
the polarizations in opposite direction.

C. Interpretation with adiabatic continuation

Here, we apply adiabatic continuation focusing on the
effective one-dimensional model for k‖ = 0 and π . Schemat-
ically, this one-dimensional model is illustrated in Fig. 4(a),
in which a plus (minus) sign should be taken for the transfer
integral denoted as ±t0 for k‖ = 0 (k‖ = π ). The type-1 and
type-2 edges and the corresponding unit cell conventions in
the effective one-dimensional model are indicated as doubled
lines and shaded regions in Fig. 4. For k‖ = 0, the model
can be adiabatically connected, i.e., smoothly transformed
without closing the gap between the lowest and second lowest
bands, to the model in Fig. 4(b) by replacing t1 by λt1 and
reducing λ from 1 to 0 gradually. Note that the model in λ → 0
limit is composed of decoupled clusters, or local objects, and
this operation maintains the symmetry of the model and the
Berry phase quantization. For k‖ = π , a different adiabatic
continuation must be applied to keep the gap, namely, we
should replace t0 by λt0 and take λ → 0 limit. This operation
results in a model in Fig. 4(d).

Next, we explicitly show that edge states are induced by
breaking local objects. For k‖ = 0, the energy levels in the
λ → 0 limit are t2 + t0, t2 − t0, −t2 + t0, and −t2 − t0. Then,
if the type 2 edge is introduced here, it breaks the local object at

FIG. 4. (Color online) (a) One-dimensional model for a fixed k‖.
For the transfer integral indicated as ±t0, take +t0 (−t0) for k‖ = 0
(π ). (b) and (d) Models obtained after the adiabatic continuation.
(c) and (e) Models obtained after the adiabatic continuation with the
edge. (b) and (c) are for k‖ = 0, while (d) and (e) are for k‖ = π ,
respectively. (g) and (h) Entanglement entropy for k‖ = 0 (g) and
k‖ = π (h). A function f (x) is defined as f (x) = −2[x ln x + (1 −
x) ln(1 − x)].

the edge as Fig. 4(c), and modifies the energy levels to ±(t2
2 +

t2
0 )1/2 and 0 (doubly degenerate). Since −t2 − t0 < −(t2

2 +
t2
0 )1/2 < −t2 + t0, the state with energy −(t2

2 + t2
0 )1/2 appears

as an ingap edge state in Fig. 4(b) near k‖ = 0. The wave
function for this ingap state has its weight only in the upper
side of the doubled line in Fig. 4(c). In exactly the same way,
the origin of the edge state near k‖ = π in Fig. 3(b) can be
identified, but due to the difference in the adapted adiabatic
continuation, the wave function for the ingap state has its
weight only in the lower side of the doubled line in Fig. 4(e),
which is opposite from the case of k‖ = 0.

Figure 4 also shows the entanglement entropy for k‖ = 0
and π . In practice, the entanglement entropy is numerically
calculated using the formula based on the correlation function
〈c†i cj 〉 [37] (see Appendix B), and arranging the effective one-
dimensional model in a closed circle shape and inserting two
cuts to perform bipartition. Here, two cuts are required to
divide a closed circle into two parts, and two local objects (in
the decoupled limit) are broken in this procedure. We consider
two kinds of cutting shapes corresponding to the type-1 and
type-2 boundaries. We plot λ dependence of the entanglement
entropy for k‖ = 0 [Fig. 4(g)] and π [Fig. 4(h)], because the
way the entanglement entropy behaves under the adiabatic
continuation is important for the bulk-edge correspondence as
we have noted. For k‖ = 0, the entanglement entropy is finite
in the λ → 0 limit for both of the type-1 and type-2 edges,
which nicely fits the observation of the edge states for k‖ = 0
for both types of edges in Fig. 3. On the other hand, for k‖ = π ,
the entanglement entropy in the λ → 0 limit is finite only for
the type-2 edge, and zero for the type-1 edge. Again, this result
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fits the appearance (absence) of the edge state for k‖ = π for
the type-1 (type-2) edge in Fig. 3. Figures 4(g) and 4(h) also
indicate that the entanglement entropy in the λ → 0 limit is
really derived by Eq. (5) with an extra factor of two coming
from our procedure to make a bipartition in which two local
objects are broken.

IV. SUMMARY

To summarize, we develop a general theory to characterize
a gapped and short-range entangled state on the basis of
adiabatic continuation and the Berry phase. We give a natural
interpretation of the bulk-edge correspondence with the idea
of a broken local object. The relation between the Berry phase
and the entanglement entropy in a specific limit is also pointed
out. In the latter half, these general ideas are tested in a model
with Dirac cones. We find a new type of the Berry phase
quantization, the quantization into ±π/2 in the introduced
model. It is also shown that the new type of quantization
modifies the way an edge state emerges from the case of usual
0/π quantization.
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APPENDIX A: DERIVATION OF EQ. (3)

Let us consider a case in which we divide L into LA

and LB , and apply a gauge twist by choosing sites in LA

as �s (in Sec. II A). With this gauge twist, the ti� (� ∈ LA,
i ∈ LB) appearing in HL,L is modified as ti� → ti�ω� = ti�eiθ .
For λ = 0, the transformation by this gauge twist is written
as a unitary transformation [27] HL,L → UθHL,LU

†
θ with

Uθ = exp(−iθ
∑

i∈LA
ni), where ni = c

†
i ci . (Note that if λ is

finite, Uθ also causes an unwilling transformation of HL,E ,
since HL,E may contain hopping terms involving sites in LA,
which means that the following argument cannot be applied
for finite λ.) This means that the ground-state wave function
for finite θ , |Gθ (0)〉, can be written as |Gθ (0)〉 = Uθ |Gθ=0(0)〉.
Substituting this wave function to Eq. (2), we have

iγ =
∫ 2π

0
dθ〈Gθ=0(0)|(U †

θ ∂θUθ )|Gθ=0(0)〉

= −2π i〈Gθ=0(0)|
∑
i∈LA

ni |Gθ=0(0)〉,
(A1)

with ambiguity of integer multiples of 2π , which proves Eq. (3)
for λ = 0.

APPENDIX B: DERIVATION OF EQ. (5)

Here, we consider the entanglement entropy in a noninter-
acting fermion system on an N -site lattice. Now, we divide
the N -site system into two parts, A and B containing NA and
NB sites, respectively. Then, the entanglement entropy for this
bipartition is obtained as [37]

S = −
∑

α

[ξα ln ξα + (1 − ξα) ln(1 − ξα)], (B1)

where ξα is eigenvalues of NA × NA matrix Ĉ, whose elements
are defined as Cij = 〈c†j ci〉 (i,j ∈ A). In practice, Cij is
calculated as

Cij =
∑

Eα<EF

ψ
(α)
i ψ

(α)∗
j (i,j ∈ A), (B2)

where ψ
(α)
i is the wave function with energy Eα . Here, we

define a vector �ψα whose dimension is NA and the elements
are ψ

(α)
i (i ∈ A). Then, Ĉ is written as

Ĉ =
∑

Eα<EF

�ψα
�ψ†

α. (B3)

Now, we apply these results to the situation in Sec. II,
especially focusing on the λ = 0 limit and the noninteracting
case. For λ = 0, there is no need to consider the entanglement
between L and E, which means that what we have to calculate
is the entanglement entropy for the bipartition of L into LA

and LB . In this case, the wave function of HL,L, ϕ
(α)
i , can be

used in Eq. (B2) instead of ψ
(α)
i , the wave function of the full

Hamiltonian. Then, if we further assume that there is only one
fermion in L, we have

Ĉ = �ϕ0 �ϕ†
0, (B4)

because there is only one state below EF in L under the
constraints of one fermion in L. Here, as �ψα , �ϕ0 is a vector
with its components being ϕ

(0)
i (i ∈ LA), where ϕ

(0)
i is the

ground-state wave function for HL,L. The eigenvalues of Ĉ in
Eq. (B4) can be easily obtained, namely, �ϕ0 is an eigenvector
with eigenvalue | �ϕ0|2, and any other vectors orthogonal to �ϕ0,
which can be constructed by Schmidt orthogonalization, for
instance, the eigenvector with eigenvalue 0. As a consequence,
we have

S = −|�ϕ0|2 ln | �ϕ0|2 − (1 − |�ϕ0|2) ln(1 − |�ϕ0|2). (B5)

However, | �ϕ0|2 is nothing more than the total
weight of the wave function in LA, and this proves
Eq. (5).
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