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Abstract

This dissertation presented research results regatdchniques that improve interference
compensation and performance evaluation in digi#alio systems. As mobile Internet access
becomes more widely used and the ubiquity of readimmunication devices increases, interference
issues will becomes more serious in light of theklaf unused frequency bands. Interference
compensation techniques must be established irr twdevoid interference in the same system and
the interference between different systems, or kpaed the coverage area. Interference
compensation techniques should be provided withloeitneed to change standard specifications,
because interference may not always occur. Howexamyentional interference compensation
schemes have four main problems that must be axie® achieve high performance in digital
radio systems. (1) The problem of adjacent chaimtelference (ACI) in the wireless local area
network (LAN) system is caused by nonlinear digboricharacteristics of high power amplifiers at
the transmitter. (2) The problem of co-channelriiei@nce (CCI) occurs between base stations (BSs)
in Personal Handy-phone System (PHS) when themautsal overlapping in a zone in a mixed cell
architecture. (3) The problem of the same pathrfetence (SPI) between two routes in a fixed
microwave communication system occurs when theresignal level is degraded by fading. (4)
The problem of intersymbol interference (ISI) betwanultiple radio repeaters in a wireless LAN
occurs due to the delay difference between theréweived waves.

In this study, in order to resolve these problethg following four techniques were
established. (1) A novel technique to suppress AICA transmitter is proposed, which is named
Linearized Constant Peak-power Coded OFDM (LCP-CMJDRransmission and compensates
nonlinear distortion in broadband wireless OFDMtsgss such as wireless LAN, WIMAX, and LTE.
The proposed technique abates ACI by suppressiagotit-of-band emission due to nonlinear
distortion. (2) A technique to avoid interferencgng specific antenna patterns is proposed. Where
both microcells and macrocells co-exist in the saggegraphical urban area, the BS antennas
mounted on the rooftops of buildings to cover wiiteular radio zones suffer severe CCI from the
surrounding low BSs. The combination of the bedhatid horizontal polarization reduces the CCI.
(3) As a technique to cancel SPI from received agnthe Extraction and Reinjection-type
Interference Canceller (ERIC) is recommended. Tiisrference canceller is more advantageous
than other cancellers because it can be appliedrwatious severe interference conditions. (4) A
non-regenerative repeating technique comprisingtiphelradio repeaters was established without
generating ISI. A new radio repeater, the CE, wap@sed that targets 5-GHz broadband wireless
access systems to improve the coverage probalwittyout the need to set up a new AP. The
following summarizes the results obtained this aese

In Chapter 3, LCP-COFDM is proposed, which combities CP-OFDM technique with
baseband predistortion. The proposed techniquefisaymtly reduces out-of-band power emission



and ACI by more than 10 dB, respectively. In thase;, given the propagation distance characteristic
expressed as a power decay of 2.9 , LCP-COFDM allihve distance between the desired station
and adjacent interfering station to be reduced/3ctlat when not using LCP-COFDM. As a result,
multiple APs can coexist without interfering withah other in a small area.

In Chapter 4, an antenna technique to avoid C@raeposed, which is the combination of
beam tilt and horizontal polarization. The proposathnique significantly reduces the CCI level by
approximately 23 dB, which is equivalent to a raaucto 1/200 of the interference level that the BS
receives. The distance between the interferen@wag BS and the interfering BS can be shortened
to approximately 1/6.

In Chapter 5, a theoretical evaluation is perfornmsthg the ERIC, and the degree of
improvement in the interference cancellation isingsted using this canceller in a fading
environment. The results clarify that this caneabehe most valid when the average received signa
power rate, D/U, is 20 dB, and the maximum improgetrusing this canceller is 7.5 times better
than without using this canceller. The quality-getation time due to the interference can be
shortened from 28 seconds to 3.7 seconds per 5pekmmonth for the 16-QAM system in a fixed
microwave communication system.

In Chapter 6, a new radio repeater, the CE, is gueg that targets 5-GHz broadband
wireless access systems to improve the coveradpabitity without the need to set up a new AP. It is
clarified that multiple CEs can use the same sedoemliency and provide better coverage with
useful macro diversity gain in 5-GHz indoor envimmnts, because when the delay difference
between the two received waves is less than 30the@dSI can be removed using the guard interval
in an OFDM system.

The above research results show fundamental dgsadieg interference compensation for
the exiting digital radio systems.
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Chapter 1
Introduction



1. Introduction
1.1Background

Triggered by the diffusion of the Internet, the ren of users who use mobile Internet
access has continued to increase over the pasielemad the demand for higher-speed applications
has become ubiquitous. There is a definite ladkhénumber of radio frequency bands for wireless
communications, and this fact influences frequemegllocation in various fields of industry.
Frequency reallocation has been repeatedly impleadeas digitization has progressed in radio
systems for telecommunications, broadcast, busuessand disaster prevention.

Table 1.1 shows the history of cellular systemse Dhiginal purpose for digitization in
cellular systems was to enhance the accommodaditenfor each frequency channel in order to
increase the number of telephone users. Howewvece sihe 2000s, the transmission speed has
increased rapidly to more than 100 fold [1.1], [1@n the other hand, wireless local area networks
(LANs) were developed for data communications friti@ beginning. As shown in Table 1.2, the
transmission speed of wireless LAN has not impraeethe point of cellular systems, reaching only
approximately 10 fold during the same period [1[B}].

Figure 1.1 shows the change and forecast for timebeu of smartphone subscribers [1.5].
Smartphones have spread among the population irhaat geriod after the iPhone was
commercialized in 2008. They currently exceed bélihe cellular phone market and it is predicted
that the smartphones will exceed 70% by March 20¥@ny smartphone users use Social
Networking Services (SNSs) such as LINE, TwitterFacebook. Services for watching videos or
animations, such as YouTube, are accessible mrawith a smartphone. The demand for high-speed
data communications will increase further with thereasing number of people using smartphones
in mobile environments.

Various high-speed transmission techniques have beelied to mobile communication
systems and wireless LAN systems such as Orthodenegluency Division Multiplexing (OFDM)
[1.6], Multiple Input Multiple Output (MIMO) [1.7]]1.8], Multi User MIMO (MU-MIMO) [1.9],
[1.10] and Carrier Aggregation (CA). In particulddFDM is an epoch making transmission
technique and is employed by many transmissioresystincluding cellular, wireless LAN, digital
terrestrial broadcasting, and disaster radio. Ehisecause it provides superior frequency utilarati
efficiency with multicarrier modulation to overcommultipath fading. However, OFDM signals may
suffer from intermodulation distortion among subigas caused by the nonlinearity of the
high-power amplifier (HPA). This nonlinear distami degrades the own transmission quality and
since it causes the spectrum to expand signifigariiese out-of-band emissions result in
interference to adjacent frequency channels. SOEBM is a very important modulation technique
that will most likely be used in the future, thentinear distortion technique is being studied with
increasing intensity.



Table 1.1 History of mobile communication systems.

Release|Standard Frequency band Transmisgibfain service
year speed
1G (1980 HIiCAP (Analog) 800 MHz \oice
2G 1993 PDC 800 MHz and 1.5 GHiz 10 kbps Voice, Email
1995 PHS 1.9 GHz 64 kbps \oice, Low-speed data
3G |2001 W-CDMA 2 GHz 384 kbps Voice, Picture,
CDMA2000 Low-speed data
2009 WIMAX 2.5 GHz 40 Mbps Middle-speed data
3.9G| 2010 LTE 800 MHz, 1.5 GHz, |100 Mbps Video, High-speed data
1.7 GHz, and 2 GHz
4G |(2016 LTE-Advanced | 3.4 GHz —3.6 GHz 1 Gbps High-suized
5G |2020 Planning stage 10 Gbps High-definition vidgo
HICAP : High Capacity
PDC : Personal Digital Cellular
PHS : Personal Handyphone System
CDMAZ2000 : Code Division Multiple Access 2000
W-CDMA : Wideband Code Division Multiple Access
WIMAX : Worldwide Interoperability for Microwave Agess
LTE : Long Term Evolution
Table 1.2 History of wireless LAN systems.
802.11 |Release|Frequency band Maximum PHYModulation | MIMO streamg
protocol |year layer rate
802.11 | 1997 2.4 GHz 2 Mbps DSSS, FHSS N/A
802.11a | 1999 5 GHz 54 Mbps OFDM N/A
802.11b | 1999 2.4 GHz 11 Mbps DSSS N/A
802.11g | 2003 2.4 GHz 54 Mbps OFDM N/A
802.11n | 2007 2.4 GHz and 5 GHz 600 Mbps OFDM 4
802.11ac| 2013 5 GHz 1,300 Mbps OFDM 8

DSSS : Direct Sequence Spread Spectrum

FHSS : Frequency Hopping Spread Spectrum
OFDM : Orthogonal Frequency Division Multiplexing
MIMO : Multiple Input Multiple Output
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1.2 Aims and objectives

Although high-speed transmission techniques imprthes channel capacity or the user
capacity in wireless communication systems, if themand for high-speed mobile Internet
connections exceeds the capacity, more radio frexyudands will be required. Consequently,
unexpected interference locally or temporarily wikcur.

Figure 1.2 shows three examples of interferencélenas facing various wireless systems.
In the case of wireless LAN systems, as showngn E2(a), they operate using radio frequencies in
the unlicensed 2.4 GHz band and 5 GHz band. Ansaqoeint (AP) generally searches for and uses
an unused frequency channel. If an unused chaan@itiavailable, the wireless LAN devices that
use the same channel can avoid interfering witth estber by autonomously using carrier sense
multiple access (CSMA) operation. However, wirelegdN devices suffer from adjacent channel
interference (ACI) from other devices caused by-aftbtand emissions generated from nonlinear
distortion [1.11].

Next, in the case of the personal handy-phone sy$RHS) in Fig. 1.2(b), autonomous
distribution control is adopted to assign frequeobgannels. When receiving a connection request
from a terminal station, the base station (BS) muatiically selects an idle frequency channel from
among all frequency bands assigned to PHS and gmphat channel. Autonomous distribution
control makes it easy for PHS system designersstabksh more BSs without full cell design in
which all frequency channels are allocated. Howewecrowded telecommunication traffic areas,
when the number of BSs exceeds the number of frexyuehannels, autonomous distribution control
finally fails and co-channel interference (CCI) ocbetween overlapping BSs [1.12], [1.13]. CCl is
likely to occur when users crowd into locationsts@&s train stations or busy shopping streets in
urban areas.

In the third case, as shown in Fig. 1.2(c), a fixattrowave communication system
transmits a variety of information such as teleghdalevision, and data using super high frequency
(SHF) radio, which constitutes a long-distance ¢tguwide radio route that hops through multiple
radio relay stations [1.14]. In 1990, the 4/5/6@W5system using 16-QAM and 4/5/6G-300M
system using 256-QAM were put into practical userresponding to international standard
Synchronous Digital Hierarchy (SDH). Some fadingmpensation techniques such as digital
transversal equalization, Forward Error Correc{ieBC) [1.15], and Cross Polarization Interference
Cancelation (XPIC) were applied to the systems rtevent quality degradation of multilevel
quadrature amplitude modulation [1.16]. Because rddio routes are concentrated into large
metropolitan areas, it is necessary to design realibes with careful attention to the interference
between the routes. However, when the desired Isipvel is degraded by fading without
suppressing the interference level, the qualityhef desired signal is degraded from the interfering
signal in that moment. The source of fading in dixeicrowave communications is a momentary
drop in the signal strength due to fluctuationghie propagation parameters such as atmospheric



refraction or sea surface reflection due to changése weather.

For the 16-QAM system in the fixed microwave comioation system, the route outage
probability that the bit error rate (BER) can exatdd=-4 is limited to less than approximately 28
seconds per 50 km in any month [1.14]. When thare$o-undesired (D/U) signal ratio is
approximately 20 dB, the BER is 1E-4. Although thenk route is designed so that the static D/U
ratio exceeds 45 dB, the D/U ratio may sometimegedse significantly under the influence of
fading. An interference compensation techniqueeggiired that will improve the D/U ratio to more
than 20 dB under fading conditions.

In the fourth case, an example of a public wirele&hl service provided in an underground
shopping mall is shown in Fig. 1.2(d). When the fi®terminal (MT) in this figure cannot receive
radio waves from the AP directly, a radio repeasar connect the devices as a gap filler. Although
this blind zone can also be covered using the bridgde of an AP, additional APs are costly and the
throughput is reduced to half because the datarresion requires double the time. Thus, it is more
desirable to employ several simple radio repeatershat throughput is not degraded. However,
interference occurs if the radio waves of the sah@nel coming from multiple radio repeaters are
received at one MT. The interference in this casilts in intersymbol interference (ISI) [1.17],
[1.18]. On the other hand, OFDM transmission isvikndo possess the ability to suppress some ISl
through the use of a guard interval. Utilizing tlability, the coverage area of the AP can be
expanded without incurring ISI.

In this dissertation, an interference compensadireme is proposed and the performance
of the scheme is evaluated. As described abovee sotarference problems occur in the current
systems when traffic temporarily exceeds the systapacity or when the propagation environment
changes briefly. It is desirable to address theriatence problems by means of adding small
functions within the specifications without redesitg the system architecture. It is very important
to estimate from an appropriate viewpoint to whegrée the proposed interference compensation
technique can improve the performance for eaclesyst
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1.3 Dissertation structure

The flow of the dissertation is shown in Fig. 1This dissertation consists of seven
chapters.

Chapter 2 gives an overview of technologies andeissegarding advanced interference
compensation techniques. Interference is classbeskd on various perspectives and fundamental
technologies for interference compensation aresvesd.

Chapter 3 describes a technique to suppress irgade at a transmitter, and proposes
Linearized Constant Peak-power Coded OFDM (LCP-CRJFBansmission as a novel technique
for compensating nonlinear distortion in broadbametless OFDM systems such as wireless LAN,
WIMAX [1.19], and LTE [1.20], [1.21]. The proposéechnique abates adjacent channel interference
(ACI) by suppressing the out-of-band emission auadnlinear distortion. This chapter verifies the
validity of using the proposed linearizer in teraisncreased system capacity.

Chapter 4 describes a technique to avoid interéerarsing specific antenna patterns, and
addresses the problem of CCI generated in a migkcuchitecture in PHS. Where both microcells
and macrocells co-exist in the same geographidadrurarea, the BS antennas mounted on the
rooftops of buildings to cover wide circular radiones suffer severe CCI from the surrounding low
BSs. The combination of the beam tilt and horizbptdarization reduces the CCI.

Chapter 5 describes a technique to cancel interderefrom received signals, and
recommends an Extraction and Reinjection-type fatence Canceller (ERIC). This interference
canceller is more advantageous than other cansdirause it can be applied under various severe
interference conditions. It is particularly effegiin the case of the same path interference (8PI),
which the propagation path of the desired signdhéssame as that for the interfering signal. The
degree of improvement in interference cancellaigsoestimated when using this device under fading
conditions.

Chapter 6 describes a technique to synthesizdenteice to desired signals, and proposes a
radio repeater for broadband wireless access (B88fems, which is called a cell enhancer (CE), to
expand the coverage area without the need to esdtabl new AP. This repeater adopts a
non-regenerative repeating scheme to transfer Isigrang relatively simple circuits [1.22]. The
repeater actualizes double frequency networks (DRMsng two different frequency channels
synchronized to the AP [1.23]. The repeater aclsiesygnchronization by demodulating the control
signals broadcast from the AP. Simulation evaluegtiof the CE performance are discussed and as
one consequence it is apparent that using mul@ifde yields a useful macro diversity gain with dittl
ISI in indoor environments.

Chapter 7 describes the conclusions on the work amdmarizes the performance of
techniques proposed in this dissertation.
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2. Technologies and Issues Facing Interference Compeai®n
2.1 Classification of interference issues

In this section, interference issues facing digi@ilio systems are classified from the
standpoint of interference compensation technigtsein, interference is defined briefly as a
receiving antenna receiving an undesired interfewave in addition to a desired wave. This occurs
when both radio waves are used in the same raglijuéncy band and are received at the same time
and under the same spatial conditions. In othedsyanterference issues do not occur if even one of
three conditions, i.e., the radio frequency baimde or space can be separated between the desired
signal and interference signal. These three dimessare shown in Fig. 2.1. Interference becomes
problematic when the removal of the interferenceadifficult that the interfering signal is ham t
distinguish from the desired signal because therfetence is very similar to the desired signal. In
other cases, the removal of the interference iScdif when the interference source cannot be
identified because the interference occurs suddemig unexpectedlyln the case where the
interference signal can be separated based omadne frequency band, the interference is classified
according to the interference caused between tine sgerators or the interference caused between
different operators. In the case of the same operdéte interference problems can be resolved
through system control, that is, channel separdbi®comes possible by properly reallocating the
radio frequency channels, assigning timing slotsemly, or effectively adjusting the transmission
power. Conversely, in the case of different opestdecause the system control solution is
impossible, regulation is required to limit the imdrequency spacing, separation distance,
transmission power, antenna pattern, or devicetcoun

Next, in a case where the interference signal easelparated in the time domain, a wireless
LAN system can prevent interference by utilizingriea sensing before packets are transmitted.
Another example is if a device connected to a w8®ILAN detects a radar signal, it should stop
using the radio frequency channel immediately dradikl employ the Dynamic Frequency Selection
(DFS) function which changes the other radio freqyechannel.

Finally, when an interfering signal is receivedtfe same frequency band and at the same
time as the desired signal, it is extremely diffica separate the interference signal by usindiapa
parameters as the last method in the three dimem&oFig.2.1. Phase components and amplitude
components of the received signals are includebdrspatial parameters. Strictly speaking, sinee th
transmitter antenna of the interference wave igeiht from that of the desired wave, the spatial
parameters of both signals are different. Despit it is not guaranteed that the two signals lwan
distinguished using the spatial parameters, uMikbk radio frequency and time domain cases. For
example, in the case that an interfering wave teived by the receiving antenna in the same
direction and in the same propagation distanceeasgthe desired wave, both spatial parameters of
the two radio waves are similar. Then the interfeeecanceller must remove the interfering wave in
the received signal with high accuracy. There @ineromethods that decrease the occurrence rate of

14



(3) Spatial parameter

*~
S~~~
~ -
S~
~U

A

(2) Time slot

> 1
(1) Frequency channel D ih U i

J—
1
ID\EU

——

v

Fig. 2.1 Three methods for separating interference signal.

the desired and interfering waves arriving under same conditions. These methods use antenna
radiation patterns such as beam tilt or use orthalgpolarization. Chapter 4 describes a technique t
avoid interference using the combination of bedhatid orthogonal polarization. If available, ireth
case of interference between known systems, tleetoudvoid interference is decided based on which
system has priority. An example based on radioifaxelving a fixed communication system and a
satellite system, is that the elevation angle obatenna used in the fixed communication system
should be inclined below the direction of the daéel

2.2 Fundamental technologies for interference compensain

In Section 1.2, ACI is described to be caused hyobdband emissions due to nonlinear
distortion of the HPA. There are two types of mehby which nonlinear distortion is reduced. One
method is the feedforward technique, and the aghtdre predistortion technique. Figure 2.2 shows a
configuration for the feedforward amplifier at thensmitter [2.1]. The transmission signal is
divided before amplification. One part of the sigissamplified by the HPA and is added by Adder 1
to the other signal without amplification after astjng the signals to the same amplitude and revers
phase. As a result, the nonlinear distortion corepbican be extracted. Subsequently, amplified by
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an auxiliary amplifier, the extracted nonlineartditon is added by Adder 2 to the output signal of
the HPA after adjusting the signals to the samelitide and reverse phase. Consequently, the
nonlinear distortion in the HPA output signal candancelled.

On the other hand, in the predistortion technigseslaown in Fig. 2.3, the transmission
signal is multiplied by inverse characterisfi¢ of the nonlinear distortion characteristi, at the
predistortion circuit in front of the HPA [2.2], [&]. By multiplying the predistortion characteristi
beforehand and providing nonlinear distortion witile HPA later, the final characteristic can be
linearized. Consequently, the nonlinear distorttam be reduced. The predistortion technique has
come into common use recently because it can genamgerse characteristics with baseband
processing unlike the feedforward technique whieljuires the auxiliary amplifier. Chapter 3
describes the baseband predistortion techniqueopeapfor OFDM systems.
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Typical examples of an interference canceller teatoves the CCI are shown in Fig. 2.4,
where they are classified based on the method émemating the replica signal. The principle
operation of an interference canceller is to predaiceplica signal of the interference signal, &nd
cancel the actual interference signal involvedhie teceived signal using this replica signal. The
performance of an interference canceller is vensisi@e to errors in the replica signal. In thedstu
of interference cancellers, attention has beensedwn how the replica signal can be produced
accurately at the receiver. Fig. 2.5 shows theigardtion of an FM interference canceller (FMIC)
for the fixed digital microwave communication systewhich suffers interference from FM signals
[2.4]. Although a phase locked loop (PLL) has bemsed to generate a replica FM signal, this
method has not been sufficiently improved as aeriatence canceller, because of the fundamental
difference between FM signals and continuous waMest, as an interference canceller with very
high performance, the Interference Cancelling Eqaa(ICE) was suggested for the PDC system, as
shown in Fig. 2.6 [2.5]. It generates both a repBgnal of the desired signal and a replica sighal
the interference signal, which can cancel bothal® CCI, respectively, with Maximum Likelihood
Sequence Estimation (MLSE). The FMIC and ICE camegate a replica signal through the use of
the fact that the interference signal is of a knawodulation scheme. In contrast, an interference
canceller that does not depend on the modulatitverse of the interference signal has been
proposed, and it obtains a replica signal using@ple of antennas. Figure 2.7 shows the Vector
Correlation Detection type Interference Cancelé€DIC) [2.6]. The VCDIC can obtain a replica
signal with an auxiliary antenna receiving the iifgeence wave with the main antenna receiving the
desired wave. Furthermore, the Extraction and Reiign-type Interference Canceller (ERIC) was
proposed as an interference canceller that carratene replica signal even when a clear interfexenc
wave cannot be received using an auxiliary ant¢dnd. As shown in Fig. 2.8, the signals received
at two antennas, the main antenna and sub antareapntrolled to adjust the amplitude and phase
of the desired signal in one received signal to game amplitude but reverse phase of the other
desired signal. By adding both signals, the dessigthal can be suppressed and the remaining
interference signal can be obtained as a repligaaki Chapter 5 describes the performance
estimation of the ERIC under fading conditions.

Apart from interference cancellers, modulation teghes that have an inherent interference
compensation function are noted here. Spread-gpect6S) techniques are methods by which a
signal generated with a particular bandwidth iseagrin the frequency domain, resulting in a signal
with a wider bandwidth [2.8]. An interference sigimavolved in the received signal is weakened in
the inverse spread process at the demodulatorng@tizod called direct sequence (DS) is employed
in wireless LANs, IEEE802.11b. Another method ahlfeequency hopping (FH) is employed in
Bluetooth. Either communication system is operatedn unlicensed band in the 2.4 GHz band,
which is called the industrial, scientific and medi (ISM) radio band. Communication devices
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Fig. 2.4 CCI canceller classification.

operating in the ISM band must overcome any interfee generated by ISM equipment. On the
other hand, interleaving technigques are methodstighna signal is spread in the time domain. An
interleaver combined with high-performance FEC s&edi for fixed microwave communication
devices in order to recover the periodic degradation damgseadar interference [2.9].
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2.3 Operating principle of OFDM transmission

This section describes the OFDM modulation schesed un broadband wireless access
systems [2.10]. In particular, the basic transmissiechnique necessary for the interference
problems is discussed. The problem in broadbandessetransmission is that frequency selective
fading due to multipaths deteriorates the transomnsguality. As shown in Fig. 2.9, since many
reflected waves are received, complicated frequency clieaistics appear at the received signal. The
received power spectra of a single carrier are shiowig. 2.10, and they have some valleys within
the signal bandwidth. This deterioration is called fregyeselective fading. The delay time profile is
shown in Fig. 2.11. Each of the two measured locatiers relatively large indoor space in an
exhibition hall. The delay spreads are 92 nsecl&®nsec. Thus, in the case that a single carrier is
applied to broadband transmission, a waveform ezpralis necessary to compensate for the
deterioration in the transmission quality caused by tHamps#d spectrum waveform. In contrast, in a
multi-carrier case, because of a mere level deer@aseach subcarrier, every carrier can be
demodulated by individually increasing the carrier poleeel.

A basic block diagram of OFDM transmission whiclaig&ind of multi-carrier transmission
is shown in Fig. 2.12. The series of input data isiinpto theconvolutional encoder and frequency
interleaver, and they are mapped respectively atdyaping circuit on the signal constellation in.Fig
2.13. For example, for 16-QAM, every 4 bits of the e®f input data are mapped to the complex

numberdk = ak +bk (ak, bk =+1/4/10, 13/@) on the one point in the signal constellation. Next

these 48 points are input to the IFFT circuit, #ralinverse fast Fourier transformdafis performed
as the following equation,

X(NAT) = NZldk [exp(j Znnﬁk) (4.1).

This signal comprises 48 modulated signals of trassion datadk and frequencyfk = k/Ts. Each
modulated signal is called a subcarrier, and thquizacy spacing becomeslid/ Term Ts is the
length of an FFT block and sampling duratdhi is TN, where N ( > 48 ) is the size of the FFT.
Figure 2.14 shows the transmission spectrum wavefofnthe OFDM signal. The description
regarding the pilot subcarriers for phase trackingmitted. On the other hand, in the demodulation
process the Fourier transform is performed at the FEUitias the following equation,
d, :E‘fx(nAT) @xp(—jZn%k) 4.2).
n=0

In this way, the transmission data are provided dapadulating each subcarrier orthogonally not to
interfere with each other.

A guard interval is added to the output signalted tFFT circuit of the transmitter. The guard

interval of lengthrgis part of the FFT block and it is added to the fifrthe FFT block of lengtfis

22



with a cyclic nature. Then, the effect of the guargrval is shown in Fig. 2.15. Without the guard
interval shown in Fig. 2.15(a), the wave mixed muttipauffers from ISI between the symbols.
However, with the guard interval in Fig. 2.15(b), I1SInot included in the FFT block and the
receiver can demodulate the signal without ISI bytiled) the guard interval. The length of the guard
interval is decided based on the delay time of théipath in the assumed propagation environments.
Chapter 6 describes a cell enhancer (CE), a rageater which is applied to achieve robustness in
OFDM against ISI.

The fundamental OFDM transmission system combingld REC is called coded OFDM
(COFDM), and when it is combined with frequency itgaving it can well recover from frequency
selective fading. Figure 2.16 shows a simplified epl@nof frequency interleaving in the case of
Depth = 4 and Length = 3. Consecutive errors ocguorie notch on adjacent subcarriers due to
frequency selective fading. However, when interlegviransmitted data in the frequency domain
before IFFT processing at the transmitter and ddigdving demodulated data after FFT processing
at the receiver, these error data in successiobea@onsidered separately. Convolutional coding and
Viterbi decoding are used for FEC, and they havegh level of error correction ability to deal with
random errors compared to a sequence of errors.

Next, coherent detection of an OFDM signal is byiefescribed. Figure 2.17 shows a burst
format. There are two preset pattern signals abdggnning of each burst signal. One is a preamble
signal that is used for automatic gain control (AG&utomatic frequency control (AFC), and timing
synchronization, and the other is a training sighat is used for propagation channel estimation.
First, the starting part of the preamble is operfwedGC, and the received signal power is adjusted
to a fixed level. Second, AFC compensates for thesglshift during the repeated period of the
preamble. Third, the symbol timing is decided from fieak timing of the correlation detection with
the repeated pattern of the preamble. Fourth, thedfédessing divides the received training signal
into subcarriers. By comparing them with the preslgpudefined pattern, the distortion in the
amplitude and phase due to multipath fading in phepagation channel are detected for each
subcarrier. These quantitative evaluations of tilséodion are used to equalize the subsequent data.
Furthermore, tracking can be performed with noaaing signal but the detection signal in order to
continue equalizing the fluctuation in the propagatiovirenment.
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Fig. 2.9 Frequency selective fading induced deterioratiomansmission quality
due to multipaths.
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2.4 Multipath fading model and PER performance

Figure 2.18 shows an exponential delay profile rhadea multipath fading model, which is
employed under non-line-of-sight propagation coodg [2.11], [2.12]. Each path amplitude is
independently fluctuated with a Rayleigh distribuati and the interval time between the delay waves
is sampling timdl. The average power of the nth delay wave is espreas

Pn=(1-expFAT /o)) expnlAT /o) n=0,1,2;- (4.3),
wherecois a parameter of the delay spread. The summafitine average power is normalized to 1.
In this way, in the multipath fading model, the mage power iPn, the amplitude is Rayleigh
distributed, and the phase is changed from Ozat2andom.

Figure 2.19 shows another multipath fading modetnvthere is a stable direct wave. This
is a synthetic wave that combines the direct waith Wayleigh distributed multipath waves as
shown in Fig. 2.18. The amplitude distribution &led a Rician distribution. The power ratio of the
direct wave to the Rayleigh waves is referred tthask factor. The normalization factor k/¢1) is
multiplied by the direct wave and each delay wavehat the average power of the synthetic wave
becomes 1. The delay spread, which changes byvimgokhe direct wave, is expressed in the
equation below, and it becomes smaller than dglegesio without a direct wave.

Yok, (4.4)

Then, the transmission performance in multipathnigeknvironments is shown. Table 2.1
shows the main parameters for the simulation. Thdutation scheme is 16-QAM, the coding rate is
R = 3/4, and the transmission speed is 36 Mbps.pBcket error rates (PERS) for the packet length
of 54 bytes are analyzed. The PER performanceeitdise of multipath Rayleigh fading is shown in
Fig. 2.20, which is calculated using delay spreaas a parameter. The PER performance is the best
for o= 150 nsec. Figure 2.21 shows the relation ofdiéday spread for the PER performance when
C/N = 22 dB. In the case of a large delay sprdzaldelay waves whose delay times are longer than
the guard interval become ISI, and the PER perfoomas affected by the ISI. On the other hand,
the PER performance deteriorates even when they dgdeead is small. In this case, frequency
selective fading approaches flat fading, and theber of subcarriers in which the power drops at
the same time increases. The probability that thaler of successive errors exceeds the depth of
the frequency interleaving becomes higher, andusecthe errors cannot be scattered at random, the
error correction capability is weakened.

The PER performance in the case of multipath Ritaimg is shown in Fig. 2.22, which is
calculated with thek factor of 3, 6, and 10 dB and delay spreddof 75, 60, and 42 nsec
corresponding to delay spreawf 100 ns in Eq. (4.4). It is apparent that th&kRierformance in the
case of the Rician distribution improves beyond BieR performance in the case of a Rayleigh
distribution. As thek factor becomes large, the PER performance impramdsapproaches the PER
performance of an Additive White Gaussian Noise M) channel without multipath fading.
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Table 2.1 Main parameters.

Modulation scheme 16QAM-COFDM
Demodulation methoqd  Coherent detectign
Coding rate 3/4
Transmission speed 36 Mbps
Packet length 54 bytes
Number of subcarriers 48
Subcarrier interval 312.5 kHz
FFT block length 3.usec
Guard interval length 0.Bsec
FFT size 64 points
Symbol rate 20 MHz
Multipath fading mode| Rayleigh distributign
Rice distribution
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3. Linearized Constant Peak-Power Coded OFDM Transmisen for Broadband
Wireless Access Systems
3.1 Introduction

OFDM is a suitable modulation technique for broadbwireless access systems because of
its excellent robustness against frequency-sekedtiding [3.1], [3.2]. However, OFDM signals can
suffer from intermodulation distortion among thebsarriers caused by the nonlinearity of the
high-power amplifier (HPA) in the transmitter. Thisnlinear distortion degrades own transmission
quality, and since it causes the spectrum to exgagrdficantly, the resulting out-of-band emission
interferes with adjacent channels in the frequdrmmyd assigned to the specific system. In addition,
the out-of-band emission becomes interference herosystems that use adjacent radio frequency
bands. To illustrate this, in the 5-GHz band, if@ence to various radar systems and satellite
communication systems that use 5-GHz feeder linkstrne considered as discussed in the ongoing
standardization process [3.3]. As an example, vthemumber of subcarriers is 52 as standardized
in some 5-GHz band systems [3.4], a peak-to-avepageer ratio (PAPR) ranges up to 17.16 dB.
Thus, without any remedies, the power amplifier myserate with rather large backoff levels to
alleviate the interference at the cost of poweiciefficy; otherwise, an excessively wide frequency
guard-band must be placed between the systems.

To reduce the PAPR of OFDM signals, several tealeggghave been proposed such as
clipping [3.5], complementary coding [3.6], two-bdn combining [3.7]. On the other hand,
predistorters can be effective in compensating ineat distortion. Over the past few years,
experimental results of employing predistortion dth®n digital baseband processing have been
reported [3.8]-[3.10]. Specifically, these papargeal that a significant improvement is obtained by
using the adaptive predistortion method with thditgah of a feedback control loop. Furthermore,
some applications of the predistortion method td®IFsignals have been examined [3.11], [3.12].
These nonlinear distortion compensation techniqo@s enhance their capability if they are
combined with the PAPR reduction technique. Howeteedate, no feasible method for mobile radio
equipment has been reported in this respect, ththegbut-of-band spectrum suppression is of great
interest in practice.

Given the above facts, this paper proposes a reatlidistortion compensation technique for
OFDM signals. It incorporates a baseband predistortvith a constant peak-power OFDM
(CP-OFDM) [3.13], which can reduce the PAPR whilaimeaining the linearity of the IFFT outputs.
Its operating principle is described in Section. 3.Be out-of-band spectrum suppression offered by
the proposed technique is investigated by a simomatising the model of a typical class-AB
amplifier, and its performance is verified with exipnental results in Section 3.3. Section 3.4
confirms that the transmission characteristic of fproposed technique is enhanced with bit
interleaving, and verifies the validity of usingetlinearizer in terms of increased system capacity.
Finally Section 3.5 concludes this chapter.
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3.2 Operating Principle of the Proposed Nonlinear Distaion Compensation

Technique

3.2.1 Overall Configuration

A block diagram of the baseband-equivalent systemntHe proposed OFDM transmission
system is shown in Fig. 3.1. A constant peak-paireuit and baseband predistorter are added to an
ordinary OFDM configuration. The constant peak-powiecuit and the baseband predistorter are
described in detail in the following sections.

This chapter adopts the related system parametars 3-GHz-oriented specifications (for
example, see [3.4]) as a practical example. Thusyautional codes incorporated with interleaving
(see Fig. 3.1), are used for forward error coreectfFEC). As the first modulation scheme, 16
quadrature amplitude modulation (16-QAM) is applied

3.2.2 Constant Peak-Power Circuit

A block diagram of the constant peak-power circughown in Fig. 3.2. The envelope peak,
Upk, of the IFFT output is detected at the block-byell envelope peak detection circuit as follows:

Upk=Max [ u(k)],k=0,....Nrrr— 1], (3.2)
whereu(k) is the IFFT output anllirrr is the FFT size. Next, the envelope amplitudehef input
signals is reduced over the corresponding blockaamnplitude-reduced signalk), are yielded as

V(K) = u(k) Acp / Upk . (3.2)
After this envelope-peak reduction process, enelogakUpk, of v(K) is consequently changed to
constant valuecp. This technique maintains the linearity of the TRdutputs.

3.2.3 Baseband Predistorter

A block diagram of the baseband predistorter issghim Fig. 3.3. At first the amplitude of
the input baseband signalin(Qin), is calculated as r. Amplitude r correspondsricaddress of the
table, and the complex coefficienCi( Cq), is referred to from this table. Signdln,(Qin) goes
through complex multiplication withQ, Cq). As a result, signalldu, Qout) possesses the inverse
characteristics of the nonlinear distortion. If #igl-AM distortion and the AM-PM distortion of the
target HPA are represented As$), ¢r) respectively, the complex coefficienGi(Cy), is calculated
as follows:

Ci =AYr) cos[ —gA XN/ r (3.3a)

Cq =AYr) sin[ =AY )]/ r (3.3b)
whereA™X(r) is the inverse characteristic Afr).

Next, the operating principle of the proposed nogdir distortion compensation technique is
explained. Figure 3.4 shows the nonlinear charisties of the HPA, that isA(r), normalized by the
saturation point; the gain is 1. The predistorticmaracteristic can be expressed by a curve
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symmetrical to that of the nonlinear charactersstitverted around x =y, which is the same as the
inverse characteristicA™}(r). By multiplying the predistortion characteristizeforenhand and
providing the nonlinear distortion with the HPAdatthe final characteristic becomes linearized.
However, obviously from this figure, the input sigrinto the predistorter is limited to less than 1.
OFDM signals with large PAPR readily exceed thigperplimit. However, by integrating the
above-mentioned CP-OFDM, this problem can be sol¥éat is to say, the CP-OFDM holds the
peak of the signal amplitude £ap (< 1). Therefore, the input amplitude can be kephivithe input
range of the predistorter.

In this chapter, hereafter, the predistorter withstant peak-power circuit is simply referred
to as the linearizer, and the OFDM transmissiohri@gie using the linearizer is referred to as the
linearized constant peak-power (LCP)-COFDM. ltsf@enance is investigated and compared with
that of conventional Coded OFDM transmission (COFDM
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3.3Fundamental Verification of Nonlinear Distortion Compensation

3.3.1 Main parameters

The main parameters used in the simulation, listé@ble 3.1, are based on discussions and
decisions in standardization bodies such as ETSMBRVMMAC in Japan and IEEE 802.11 in the
USA. The number of subcarriers is 52 including létgubcarriers in addition to 48 data subcarriers.
The subcarrier frequency spacing is 0.3125 MHzc&ihe center subcarrier is set to a null to avoid
the influence of DC offset [3.4], the bandwidthadf 53 subcarriers (OFDM-bandwidth) is 16.5625
MHz. When a 64-point IFFT is used, the sampling r&ter the guard interval insertion is 20 MHz
(= 0.3125 MHz*64).

The simulation considers a model of an amplifiespmsed as a typical class-AB amplifier
in ETSI-BRAN [3.14]. This model is based on the swwaments of RF Micro Device amplifier
RF2146 and is expressed by the following equations,

Uout = M(Juin|) exp § arg [uin]} (3.4)
M(|uin|) = [c1|uin| + ca|uin|® + cs|uin|® + c7uin]” + coluin]

*[1 — k1 exp (k2|uin|)] for uin] < 1.4294
=0.9896 ~ —104.5387° forun| > 1.4294, (3.5)

whereci...co, ki, andkz are the model coefficients from Table 3.2. Fumtanre, the predistortion
characteristic for this amplifier is obtained as fith polynomial approximation. Note that | assume
that only the HPA has nonlinear characteristics.

3.3.2 Simulation Results

First of all, the distribution of the envelope pelks, of the IFFT output is investigated. The
results are shown in Fig. 3.5 where the power ehesubcarrier is normalized as 1. It has been
already shown that the distribution in Fig. 3.5 @mpirically be fitted using the beta-distribution
written as the following function af and[3.13]:

B, = “’;ﬂ”)’(upk_p*“i" ]g[‘\“a*'“pk ]ﬂ, (3.6)

e A’nax = Avin A’nax = A,
where Amax IS the maximum peak amplitude, awéhin is the minimum peak amplitude. The
beta-distribution witha = 4 andf = 39 shows good agreement with the simulation ltesBy
applying the CP-OFDM technique, the signal poweanges according to parametey from Eq.
(3.2). The output power of the CP-OFDRtp can be expressed by the following equation,

Pep = 10 log Per? Nsc/ U], (3.7)
where Nsc denotes the number of subcarriers angf represents the averaged power. The
relationship betweeAcp, and the output power normalized at the saturgg@nt is shown in Fig. 3.6;
the saturation point is normalized to 0 dB. Thewation results well agree with the ones obtained
from Eq. (3.7).
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From the above results, the output poWey increases withAcp. On the other hand, it is
clear from Fig. 3.4 thatcp must be 1 or less for LCP-COFDM to ensure lingaWhenAcp, = 1.0,
LCP-COFDM yields an output power of -7.3 di{/ U’ =52/274).

Based on this result, the power spectrum of LCH~BR is compared to the case of the
output backoff (OBO) = 7.3 dB without employing timeearizer. The simulation results are depicted
in Fig. 3.7. | also confirmed by simulation thathem only the constant peak-power circuit is
employed is almost equal to that of COFDM with OBO7.3 dB. Conversely when only the
predistorter is applied without the constant peaksqr circuit, it is impossible to completely
eliminate the nonlinear distortion for the reasoentioned in subsection 3.2.3. If it is assumed that
the channel spacing (CSP) equals 20 MHz in Fig.tB& radiation power at the adjacent channel is
improved by approximately 12 dB when using the dimeer. In addition, the adjacent channel
interference (ACI) power ratio calculated by usthg OFDM-bandwidth is shown in Fig. 3.8. It is
obvious that LCP-COFDM significantly reduces the ofiband interference. As an example, at the
center of the adjacent channels, it improves AClapproximately 13 dB when compared with
COFDM with OBO = 7 dB. In order to suppress the-afdband emission that extends to the
adjacent channel, the broadband signal must bét iEsthe baseband predistorter with a sampling
rate four time or more that of the guard intervesertion, 20 MHz, to avoid the influence of aliagsin
noise. Note that it is not necessary to use folar F&-T; LCP-COFDM offers lower processing speed
requirements if a technique such as interpolatiterihg is used.

3.3.3 Experimental Results

This subsection describes the experimental regalised using a commercially available
HPA, a C-band power GaAs FET (NEZ4450-4DD). A blatéagram of the LCP-COFDM used in
the experiments is shown in Fig. 3.9. Note that baseband signals in LCP-COFDM were
calculated by computer. The RF center frequencytwasd to 5.2 GHz and a scale model operating
at a quarter of the specified sampling frequencyg used due to the limited processing speed of the
experimental equipment.

Figure 3.10 shows the power spectrum of COFDM &agd3:11 shows the power spectrum
of LCP-COFDM. Their output powers were set to eceath other. When the CSP is 5 MHz, the
radiation power in an adjacent channel is improbgdibout 10 dB when employing the linearizer;
improvement in terms of ACI is approximately 10-dBshould be mentioned that the noise floor of
LCP-COFDM increases due to imperfection in modeling amplifier. If necessary, this a smaller
value ofAcp can be used at the cost of the resulting OBO.
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Table 3.1 Main parameters.

Data rate 24 Mbps
Modulation 16-QAM-OFDM
Coding rate 1/2
Number of subcarriers 52 (including 4 pilots)
Subcarrier frequency spacing 0.3125 MHz
OFDM-bandwidth 16.5625 MHz
FFT size 64 points
Guard interval (Gl) 16 points
Sampling rate of Gl insertion 20 MHz
Packet length 64 bytes
Amplifier Class-AB model
Exponential decaying
Multipath fading Rayleigh fading
(f;ms = 150 nsec)

Table 3.2 Model coefficients for class-AB amplifier.

Coefficient Value
(o -0.00650 —j 1.0014
C; 0.5951 —j 0.1062
Cs -0.9624 +j 0.3565
(o 0.4304 —j 0.1390
Co -0.0561 +j 0.0141
K, 0.1
K, 9

45




=
o

(0]

Distribution density (%)

Normalized output power (dB)
\CTRN\C S VAN ,
6] o (6] o (6] o

o
S

Beta-distribution with
i a=4,$=39
(Amax: 52’Amin :12)
| O Simulation
0 5 10 15 20 25 30
Block peak amplitud&J
Fig. 3.5 Peak amplitude distribution density.
I — Eq. (3.7)
- O Simulation
0 0.5 1 15
Acp

Fig. 3.6 Normalized output power vy,

46

35



Normalized spectrum (dB)

Adjacent channel interference power ratio (dB)

co
S

-100

OFDM-bandwidth
«—>

COFDM
OBO =7.3dB

LCP-COFDM

-20 0 20 40
Frequency (MHz)

Fig. 3.7 Power spectrum with nonlinear distortion compesati

AN
o

(16-QAM, Class-AB model amplifier).

COFDM
OBO =4dB
5dB
6 dB
7 dB

LCP-COFDM
Linear amplifier

Fig

10 20 30 40
Detuning frequency (MHz)

. 3.8 Adjacent channel interference characteristics.

a7



1 GHz 5.2 GHz
D/A

1Q —~_ ’ Spectrun
N\ >
Computer MOD TxX— / analyzer

D/A
42GHz DRV

Fig. 3.9 Block diagram of LCP-COFDM.

ATTEN 18dB
RL —4.8dBm 18d B~
il
p ™
/!‘ '\\
\
R
CENTER 5. Z20008GHz SPAN 25. BBMHz
*¥REW 38k Hz *UBW 308Hz SWP 7.80sac

Fig. 3.10 Power spectrum of COFDM (OBO = 7.3 dB).

ATTEN 10@dB
RL -4. BdBm .I.B:E;
o
.l ™
P \
= ‘ 'h‘_""‘-u.

CENTER b5.Z20888GHz SPAN 25. BBMHz
¥RBW 30k Hz ¥UBW 380Hz SWP 7.BB8sac

Fig. 3.11 Power spectrum of LCP-COFDM (OBO = 7.3 dg, = 1).

48



3.4 Performance Evaluation

3.4.1 Fundamental PER Performance

This subsection clarifies the fundamental packebrerate (PER) performance of
LCP-COFDM under multipath fading channels. Thedaihg simulations assume Rayleigh fading
with an exponentially-decaying power profile [3.18le delay interval is the sampling duration Ts as
shown in Fig. 3.12, and the profile can be exprgsethe following equation,

Pn=Poexp(-NnTs/ tms),n=0,...,Np— 1, (3.8)
wherePo is a normalized constant amehs is a root-mean-square delay sprddgldenotes a number
of paths Np = 30 in my simulations). The probability densign€tion of the magnitude of each path
is given as Rayleigh distribution and the functi@me statistically independent. In the simulations,
Irms Of 150 nsec is used as a representative valuealypi large hall-like environments.

For comparison, PERs with no linearizer are alsanméred as a function of OBO. The
simulations consider coherent detection for 16-QAMI carrier recovery, symbol synchronization
and channel estimation are assumed to be ideaFEGy convolutional coding and Viterbi decoding
(Constraint length, K =7) with a coding rate of H applied together with bit interleaving. The
simulation results are shown in Fig. 3.13. For LCBFDM, although nonlinear distortion is almost
completely eliminated, there is some degradatiomfthe ideal PER performance. This is because
CP-OFDM incurs some transmission power penaltygesihreduces the signal amplitude according
to the peak amplitude of the corresponding blockaasbe seen in Eq. (3.2).

3.4.2 Improvement with Bit Interleaving

To enhance the ability of LCP-COFDM to alleviatee tipower penalty inherent to
CP-OFDM, the interleaving size can be increase@ tor more OFDM blocks. In general, the
interleaving size is set to one OFDM block length randomize the errors caused by the
frequency-selective fading that occur over seveoalsecutive subcarriers [3.15]. By employing the
interleaving size of several OFDM blocks, the bwsbr in a specific power-reduced CP-OFDM
block can be scattered over several blocks. Thalatron results shown in Fig. 3.14 verify the effec
of increasing bit interleaving size. The interle@ymatrixes examined, defined as (depth, leng#h) ar
(12, 16), (24, 16), and (36, 16), correspond toitierleaving size of 1, 2 and 3 OFDM blocks. As
shown in Fig. 3.14, the interleaving size of 3 OFDONbcks achieves almost the same PER
performance as that obtained with a linear ampjifieat is, 3-block-size interleaving is sufficient
As an example, 3-block-size interleaving achievds5adB improvement compared to 1-block-size
interleaving at a PER of 1 %.

Figure 3.15 summarizes the total degradation necuin achieving a PER of 1 %; note that
standardization bodies use 1-% PER as a criteranevin performance comparisons. The total
degradation values were calculated by adding th® @Bthe degradation in requir&d/No against
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that of the linear-amplifier at the maximum outgdwer level (i.e., OBO = 0 dB) [3.16]. For
example, in the case of COFDM of OBO =5 dB witBDM-block interleaving, the lowest value
becomes 6.1 dB. On the other hand, LCP-COFDM cargthice the OBO lower than 7.3 dB while
maintaining the linearity. However, if the nonlimedistortion can be allowed to some degree,
LCP-COFDM can increase the output power of the dimpby setting the parametégp over 1, and
obtain the lowest total degradation of 4.9 dB w80 = 3.8 dB Acp = 1.6).

3.4.3 ACI Examination

PER performance with ACI is evaluated by simulatidhe desired channel is assumed to
suffer from interference from the two adjacent ctels on the both sides. Note that the CSP of 20
MHz is used as in Section 3.3, and every transmigt@assumed to have the same condition. The
simulation results with 3-block interleaving areaim in Fig. 3.16, wher®/U represents the power
ratio of the desired channel to one of the adjag@etfering channels. Since LCP-COFDM causes
very small ACI (see Fig. 3.8), the PER performamcegerms of ACI substantially surpasses that of
COFDM. Figure 3.17 shows the requirBdJ required to achieve a PER of 1 % versus OBO. As
shown in Fig. 3.17, when OBO = 7.3 dB (i&p = 1), LCP-COFDM offers the requirdafU of -28
dB with 3-block interleaving. COFDM, on the otheand, needs an OBO of 20 dB or more to
achieve suclb/U values.

As a specific example, LCP-COFDM improves the respiD/U by 14 dB compared to
COFDM at OBO = 7 dB. In this case, given the pr@t@g distance characteristic expressed as d2.9
power decay [3.17], LCP-COFDM allows the distanetween the desired station and adjacent
interfering station to be reduced to one third timathe COFDM case. Thus, it can be said that
proposed technique is very effective in allowingyatem to accommodate a larger number of users
with more stations.
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3.5Conclusion

This chapter proposed LCP-COFDM as a novel teclnifju compensating nonlinear
distortion in broadband wireless OFDM systems. Tteshnique incorporates the baseband
predistortion with the CP-OFDM technique. The CPBM~technique can reduce the PAPR while
maintaining linearity of the IFFT outputs. By usitigis feature, the baseband predistorter fully
compensates the nonlinear distortion. This chaptesented simulation and experimental results that
validate the proposed method.

The OFDM has been used by mobile communicatioresystsuch as WIMAX and LTE as
well as wireless LAN. The linearizer combing PARRuction techniques with baseband predistorter
is always implemented at these devices, and itimmoes to being improved in terms of performance
and implementation [3.18]-[3.20].
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Chapter 4
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4. Co-channel Interference Reduction Effect at High Edvation Base Station
Using Beam Tilt and Orthogonal Polarization
4.1 Introduction

The number of subscribers to the personal handyglsystem (PHS) [4.1], which was
developed and successfully implemented in Japaa a&reless personal communication service
(PCS), has continued to increase beyond 80 mittiastly in middle South American, African, and
Asian countries especially China [4.2]. PHS supplmt only public wireless services but also
wireless local loop (WLL) and fixed wireless acc€B8VA) systems [4.3], and has recently been
applied to new services such as logistics [4.4]EBNE [4.5].

In a PHS system with a street microcell [4.6],balbe station (BS) antennas are installed at
locations lower than the surrounding buildings. Theldings form a radio zone called a street
microcell along the street. As a fundamental cphae PHS design, the street microcell does not
assume the occurrence of co-channel interferenCe) (@tween BSs. This is because the buildings
act as obstacles and as a result increase thegattigpa loss compared to that of elevated BSs
because of the low BS height. Attention should &iel po the fact that commercial PHS with a street
microcell basically uses vertically polarized amias; therefore, the polarization of the CCl wawes i
mainly vertical as reported in [4.7]. One of theatlvantages of the PHS street microcell is that
numerous BSs are needed to cover all service amdsnstalling many BSs is costly. When |
construct commercial systems, | frequently facather exceptional situation in conjunction with the
expansion of PHS service areas. PHS adopts archltecture called a mixed cell architecture [4.8]
in which both microcells and macrocells co-existhie same geographical area using high-elevation
BS antennas to form circular macrocells, even thar@nstructing high elevation BSs is contrary to
the original PHS design principle.

In a PHS system with a macrocell, BS antennas anttomni-directional radiation pattern
and high gain such as collinear antennas are ysmallinted at a high location such as the rooftop of
a building to cover a wide area with circular radanes as shown in Fig. 4.1. Such an elevated BS
antenna experiences severe CCl from other surrogn@S antennas. This is because the
propagation loss of the CCIl decreases and no déstagist at the level of the BS receiving the
interference (hereafter interference receiving bsisgion (IRBS)) to block the CCI when the
antennas of the IRBS are mounted at high locatsuth as a rooftop. As a consequence of these
situations, an IRBS in a PHS system set on a rpafemnot find an available time slot in the time
division multiple access/time-division duplex (TDMIHOD) scheme by employing autonomous
distributed control and they cannot transmit cdntt@mnnel (CCH) signals because all the time slots
are frequently occupied by the CCI with higher lewtban the carrier sense level of PHS.

It is well known that the easiest and most econahmuethod to suppress CCI is the beam
down-tilt technique [4.9]-[4.13]. This techniqughich generates nulls in the horizontal plane, is
often used to reduce the CCl and was adopted inyni® antennas in both cellular and
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microcellular wireless communication systems thtamg the world. Another method to reduce CCI
for high-elevated BSs in a macrocell is the automasndecentralized synchronization technique
[4.14], [4.15], which synchronizes time slots in MIB/TDD between BSs to lower the CCI and
increase the channel capacity. Unfortunately, eheghniques offer only limited success and a
more effective approach is still needed. As anrédittve method to suppress the CCI, adaptive array
antennas were newly proposed and shown to supime$3Cl for elevated PHS BSs [4.7]. However,
the adaptive array antennas used in this configuraare rather expensive compared to the
conventional BS antennas for commercial systems.

The adoption of horizontally polarized diversitytemmas with beam tilt is another method
to reduce the CCI further. This method provideshbblarization orthogonal to that of the CCI
waves and beam tilt effects. When horizontally paéd diversity antennas that have a high peak
gain comparable to that of collinear antennas ael dor such a high elevation BS, the following
items should be studied or clarified: the CCI raaurceffect, and the radio zone length (RZL) with
respect to the inclination angle of the mobile antebased on measurements. These two research
topics are of great significance to the design @exelopment of commercial microcell systems. To
the best knowledge of the authors, there is nortdpat shows the CCI reduction effect based on
empirical data when the three techniques, i.e.mb&#, use of orthogonal-polarization, and a
combined technique of beam tilt / orthogonal-paiation, are employed for BS antennas.

This chapter addresses the problem of the CCI g&tein a mixed cell architecture in PHS
that adopts the TDMA/TDD scheme by using horizdptpblarized omni-directional array antennas
in a height-diversity configuration that permits IS antennas established at high elevations to
form a macrocell and cover a wide area with cincukdio zones. In association with the CCI
reduction technique using horizontally polarizededsity antennas for IRBSs, the concept of a
polarization arrangement for the BS antennas imxaahcell architecture is introduced. | developed a
dielectric-loaded slotted-cylinder antenna (DSCAjg antenna that has a horizontally polarized
omni-directional radiation pattern with a high g#wat is comparable to that of a collinear antehna.
applied it to dual-polarized omni-directional disigy antennas to compensate for the deterioration i
the received signal due to a mismatch in the ma#on direction between the base station antenna
and mobile station antenna [4.16]. In this chaptee DSCA array is applied to horizontally
polarized omni-directional array antennas in a lhedjversity configuration to reduce the CCI. The
measurements conducted in a suburban area claefghange in the distribution of interfering BSs
(IBSs) and the reduction effect in the CCI for thitechniques: beam tilt, the use of horizontally
polarized antennas, and a combination of the betrand horizontally polarized antennas. The
impact of the inclination angle of the mobile amtaron the RZL of the DSCA array is shown based
on measurements on an urban street.
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Fig. 4.1 Co-channel interference between high base station
and low base station antennas in TDMA/TDD system.

Section 4.2 describes the CCI reduction technidw e&mploys horizontally polarized
antennas with beam tilt for the IRBS and a poldiaraarrangement of BS antennas in a mixed cell
architecture. It also describes a method for estmgahe RZL with respect to the inclination angle
of the mobile antenna. In Section 4.3, the measanemesults of the CCI reduction effect achieved
by the DSCA array antenna are shown for comparisotihat of a collinear antenna. Section 4.4
shows the RZL variations in the DSCA array andicelir antennas with respect to the inclination
angle of the mobile antenna. Section 4.5 discusseresults from this study and future work. Fipall
our conclusions are presented in Section 4.6.

4.2 CCIl Reduction Technique, Polarization Arrangement h Mixed Cell

Architecture, and RZL Estimation Method

4.2.1 CCl Reduction Techniqgue and Polarization Arrmagement in Mixed Cell
Architecture

The CCI reduction technique using polarization ogihnal to that of the CCl waves and a
high and low base station antenna arrangementgheertical and horizontal polarization are shown
in Fig. 4.2. In the mixed cell architecture consatkin this study, which is contrary to the current
architecture, an IRBS at a high elevation separatekes horizontally polarized omni-directional

60



antennas with/without beam tilt to cover a circukaio zone to form macrocells. It is expected that
horizontally polarized diversity antennas with betitnwill most effectively reduce the CCI level
due to the combined effect of both the horizontdhpzation and beam tilt.

Polarization diversity is the most effective sabatio compensate for the deterioration in the
received signal due to a mismatch in the polaoradirection between the BS antenna and mobile
station antenna, and dual-polarized antennas wemgoped to minimize the degradation in the
received signal strength for both PHS BS antenndsigh [4.16] and low elevation BSs [4.17]. It
should be emphasized that this chapter investigdiesIRBS set on a rooftop in propagation
environments in which the polarization diversitychieique cannot be applied because of the
following reasons: Severe CCI as described in {4€ékause the diversity branch of a vertically
polarized antenna of a dual-polarized diversityeana receives high-level vertically polarized CCI
waves; because an available time slot cannot bedfouTDMA / TDD; and because a link cannot be
established between the BS and user terminals rttemiaow the other branch, a horizontally
polarized antenna, lowers the CCI level.

4.2.2 RZL Estimation Method

It has been generally believed that the RZL shdnddestimated with respect to only the
angle at which polarization matching between the &8 mobile antennas is satisfied. Since
mobile handy-phones equipped with whip antenndsidt-in antennas are inclined at various angles
when people use them, the received signal levtheaBS also degrades due to a mismatch in the
polarization direction between the BS antenna amdile station antenna [4.18]. It is of more
significance to resolve the degradation in the iv@ck signal level caused by a mismatch in the
polarization direction between the BS antenna aaMil@ station antenna rather than the degradation
in the gain of the radiation patterns caused by pszximity or the absorption of radiation power by
the human body. The degradation of the former ésitgr than that of the latter [4.19]. It was also
reported that the average inclination angle based statistical distribution of the handy-phones in
use is approximately 60° as shown in Fig. 4.3 [4.B0this chapter, | compare RZLs based on two
aspects: one is the averaging value when the mabilennas are slanted from 0° to 90°, and the
other is with respect to the specific value whemmiobile antennas are slanted at 60° as described i
[4.20].
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4.3 Interference Reduction Effect

4.3.1 Measurement Scenario

The measuring point is on the rooftop of a 16 nmikHigilding in the vicinity of a railway
station in suburban commercial and residentialsaréaere are no obstacles around the building at
the IRBS antenna level. The view from the rooftespshown in Fig. 4.4. The IBS antennas are
collinear antennas with no-beam tilt, have the pgaik of 8 dBi, the transmit power of 20 mW, and
transmit a vertically polarized wave. It shouldred that all CCl waves are vertically polarized.
The collinear antennas are set on power or telagpafes at the height of approximately 7 m to 8 m
above ground level. | chose the measurement siesenthe CCI is the most severe, i.e., where the
antenna height is higher than the rooftop leveldwad-story residential houses. Therefore, the
condition of the antenna height is inconsistenthwibe street-microcell design; however, the
measured results are considered to be the woinstagsin of the CCI. The IBSs are distributed
widely in locations that straddle suburban areaséncities of Kyoto, Mukou, and Nagaoka-kyou in
Japan as shown in the maps (Figs. 4.10 and 4.h#&)CLCI levels were measured for the top branch
of the diversity branches and diversity recepti@aswot applied. The control channel (CCH) signal
at 1.916 GHz is used for CClI level measurementseAsurement receiver (PHS Measuring receiver
ML5661A, Anritsu Corporation, Japan) was used teeiee the CCH signals. A block diagram of the
CCI measurement equipment is shown in Fig. 4.5hikstudy, the effects of interference reduction
were statistically estimated using cumulative dsttion curves of the received CCI levels for each
IRBS antenna configuration. | did not analyze thetads of each propagation path between
individual IBS antennas and the IRBS antenna onrdloéop. | also did not confirm line-of-sight
(LOS) propagation conditions between each IBS araternd the IRBS antenna.

| developed a DSCA array antenna that has a hdaltpnpolarized omni-directional
radiation pattern with a high gain that is comp&db that of a collinear antenna and applied it to
dual-polarized omni-directional diversity antenip@4d.6]. The peak gain is approximately 8 dBi, and
is comparable to that of the conventional 4-elemmoitinear antennas. The down-tilt angle is
approximately 15°. It should be noted that thesayaantennas are designed for the commercial 1.9
GHz band in this measurement. The specificationh@DSCA prototype and conventional collinear
antenna are summarized in Table 4.1. In this studypplied the DSCA array to horizontally
polarized omni-directional antennas with a highngai elevated PHS BSs mounted on rooftops of
buildings to form a circular radio zone. Convensibrcollinear antennas without beam tilt
(V_antennas), conventional collinear antennas viidgam tilt (V_tilt_antennas), DSCA array
antennas without beam tilt (H_antennas), and DSC&yantennas with beam tilt (H_tilt_antennas),
were used to measure the CCI levels. The radigatterns for V_antennas, V_tilt_antennas,
H_antennas, and H_tilt_antennas are shown in Ei§s4.7, 4.8, and 4.9, respectively.
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4.3.2 Distribution of Interfering BSs

The changes in distribution of the IBS antennaswaapped in Figs. 4.10 and 4.11. | should
note that the total number of IBSs is 48 and sgfraim all the BSs are certainly received by astiea
one of four antenna configurations. Since the mimmmreceived signal sensitivity level of the
measurement receiver is approximately 20 dBuV]B&s for which the CCI levels are less than 20
dBuV are not shown in the figures. Figures 4.10 4rid show that the distribution areas and the
number of IBS antennas become progressively smedisesponding to the order of V_antennas,
V_tilt_antennas and H_antennas, H_tilt_antennas.d@ls from the IBS antennas installed in street
microcells in the urban area around the JR Kyo#ti@t are not received at all due to blocking by a
group of high-rise buildings, while the CCI fromethBS established on the famous Kiyo-mizu
Temple in the mountainous Higashi-yama distridndgcated by the arrow in Fig. 4.10 is received at
an exceptionally high level because the measuroigt@nd the temple are unintentionally in LOS
propagation. The relationship between the recei®é&d levels versus the distances between the
IRBS and the IBSs are shown in Fig. 4.12. The chang the numbers of visible IBSs, the IBSs
among the visible IBSs at which the CCI levels ne=@ by the IRBSs are higher than the carrier
sense level of 26.5 dBuV, and the farthest distarfidhe IBS from the measuring point for the four
types of antenna configurations are summarizedalleT4.2. The distribution areas, the number of
IBSs, and the received CCI level become progrelgsismaller corresponding to the order of
V_antenna, V_tilt_antenna and H_antenna, H_tilemma. Considering the farthest distance of 9400
m from the IBS at the temple as an exception, #énthést distance of 1500 m from the IRBS to an
IBS when using the H_tilt_antenna is approximatelss than 23% of those of when using the
V_tilt_antenna and V_antenna. It is clear that Hhdilt_antenna effectively decreases the CCI
compared to the H_antenna and V_tilt_antenna. Mewyeit is interesting to compare the
difference in the CCI reduction effect between Yhdilt_antenna and H_antenna. The numbers of
visible IBSs and IBSs at which the received CClelei¢ greater than the carrier sense level are
decreased from 32 (66.7%) and 27 (56.3%) to 2®¥yand 17 (35.4%) for the V_tilt_antenna and
H_antenna, respectively. The farthest distance® fittee measuring point to an IBS are decreased
from 6500 m to 2116 m for the V_tilt_antenna andahtenna, respectively. These results show that
the H_antenna is superior to the V_tilt_antenndeicreasing the CCI.

4.3.3 Interference Reduction Effect

The cumulative distribution curves of the receiv&dl levels for the four types of antenna
configurations are shown in Fig. 4.13. It shouldnmted that the invisible IBSs in Figs. 4.10 and
4.11, defined for those with received CCH levelsleds than 20 dBuV (the minimum received
sensitivity level of the measurement receiversd, mewly included as samples to each cumulative
distribution. Therefore, the total number of samsple each cumulative distribution should be 48 as
described in Section 4.3.2. All the received CGlels of the invisible IRBSs are assumed to be
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constant at 20 dBuV assuming the worst case of CThe. CCI reduction effects are estimated at
80% probability of the cumulative distribution cessof the CCI because the measured data are valid
and used for the estimation. The beam-tilt techmiggduces the CCI level by approximately 10 dB
for both the V_tilt_antenna and H_tilt_antenna. Tise of horizontal polarization reduces the CCI
level by approximately 13 dB for both the H_tilttamna and H_antenna. | confirm that the
polarization effect is superior to the beam-tifeet in reducing the CCI, and when only the bedm-ti
technique is employed the CCI is insufficiently gtgssed. The combined technique of the beam tilt
and horizontal polarization reduces the CCI lewelapproximately 23 dB for the H_tilt_antenna.
The CCI reduction effect when employing the H_anters only approximately 3 dB greater than
that for the V_tilt_antenna, while the farthesttalige from the measuring point to the interferirg) B
when using the H_antenna is approximately 23% aff When using the V_tilt_antenna as explained
in Section 4.3.2. | confirm again that that the Rteana is superior the V_tilt_antenna with respect
to reducing the CCI. | note that the measurementthe CCI reduction effect were conducted in
suburban or residential areas; however, | alsoicoatl the effect in dense urban areas in Osaka City
by adopting the technique to BS antennas in comaieperation.
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Fig. 4.4 View toward Fushimi-district shown in Figs. 4.10 and 4.11
from the rooftop at which co-channel interference maasured.
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Fig. 4.5 Block diagram of CCl measurement equipment.

Table 4.1 Specifications of DSCA prototype and conventioraligear antenna.

DSCA Collinear
Diameter of Radome 22 mm 17 mm
Number of Elements 4 4
Gain 8 dBi 8 dBi
Polarization Horizontal Vertical
Down-Tilt Angle 15°/0° 15°/0°
Radiation Pattern Omni Omni
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Fig. 4.6 Measured radiation patterns of collineBig. 4.7 Measured radiation patterns of collinear
antenna with beam tilt (V_tilt_antennas).

antennas (V_antennas).
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Fig. 4.8 Measured radiation patterns of the foliig. 4.9 Measured radiation patterns of the four-
element DSCA array (H_antennas). element DSCA array with beam tilt
(H_tilt_antennas).

68



J 1 Higashi-Yama | Higashi-y
5 (] Higashi-Yama
oV . r\/ — Kyoto | ‘ District Diftrict
x V_tilt |7\ § \ l u f * A I ‘ |__J !
N H ] | \ : 1§
l N\ f— A TIR Kyntn—statlim]t, — 1 / r \ J'R\Kyofo—statiinn n
LY rr/“J‘l P S ﬂ_ e Y, R [
A .\‘l’ # \ ) ', / T
/ \ 2 I A T 1 i ﬁ
/ 3 Minami District ] ~ ¢
A 5, P 1‘r:1am‘1 is n:_J / S 7
= = ! o’ -:
e B &L ] . AP

* Mukou Cit éﬁ

ty
..Measuring l ® % '
point [N\ ®~ |
Al

Fig. 4.10 Distribution of IBSs when IRBS

antennas are V__antennas and V_tilt_antennasantennas are H_antennas and H_tilt_antennas.

69

Fushimi Dib;trict
il
J’/-:aa_'"

/I,

e
g

|
P \
{4 \
7

i
|

l’in District
|

Fig. 4.11 Distribution of IBSs when IRBS



I | I I
5 O \VI
60 O H -
e V_tilt
N m H_tilt
Z Okho -
E Q -O
=, L B o
< 40 %D o %Q‘ ° o 0 .
S 401 ¢ o
— Ii dj* = (o) ° T
O 30 e WP e o | ¢ -
O e Bgde e ; =
T | mmiy: Carrier sense level, !
2 20 N : .
] | " :
Q 1 | I |
D : | | |
10+ B : | -
: I [ I
o L1500 12116 16500 9400
0 2000 4000 6000 8000 10000
Distance [m]
Fig. 4.12 Received CCI level versus distance of IBSs.

Table 4.2 Numbers of IBSs and the farthest distance to IBSs.

Antenna
Configuration

Number of
Visible IBSs*®

Number of
IBSs Where Receive
CCI Level Is Greater
than Carrier Sense

Level*?[%)]

)l

Farthest Distances tc
IBSs [m]

Vv 38 (79.2 %) 38 (79.2 %) 6500 (9400)
V_tilt 32 (66.7 %) 27 (56.3 %) 6500
H 23 (47.9 %) 17 (35.4 %) 2116
H_tilt 11 (22.9 %) 6 (12.5 %) 1500

*1Total number of IBSs established in locations that straddl®irban areas is 48.
*2Carrier sense level is 26.5 dBuV.
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4.4 Radio Zone Length Measurement

4.4.1 Measurement Scenario

Measurement Scenario. The measurements of the R@dtsthe four types of
height-diversity antenna configurations were comeld®n Yone-ga-hama street in an urban area in
Yokosuka city. Figure 4.14 shows a scenario forsugag the RZLs on this urban street and the
definition of the inclination angle in LOS enviroents. Figure 4.15 shows the view from the
location of the base station antenna. A map of dea surrounding the BS antennas and
measurement routes in LOS environments are showigid.16. The transmitting mobile antenna, a
sleeve antenna at the height of 1.6 m, with thestratting power of 25.85 dBm was mounted on a
cart. The cart moved along the sidewalk of the 2B%¢dle street on the opposite side from a 30
m-high building in the LOS environments to deterenihe RZL. The receiving BS antennas were set
on the rooftop of the building, and measuremergixers (Measuring Receiver ML524B, Frequency
Converter MH669B, Anritsu Corporation, Japan) weased to receive the signals. The received
signal levels were processed using selection diyemnd the regression fitting curves were
calculated. A block diagram of the RZL measurensgputipment is shown in Fig. 4.17. The length of
the LOS route was approximately 630 m. The meastmnegliency was 2.2 GHz. The proposed
horizontally polarized diversity antennas were careg to regular collinear diversity antennas. The
sleeve antenna representing the mobile antennaneia®ed in the Z-X plane in LOS as depicted in
Fig. 4.14(b). Approximately 6300 median valueshaf teceived signal were considered. One median
value for every 0.1 m is calculated so that thgioal received signal over a 1 m0(5 m) interval
was sampled at 100 kHz.

4.4.2 Radio Zone Length

The received signal levels for V_antenna / H_ardeamd V_tilt_antenna / H_tilt_antenna
are shown in Figs. 4.18 and 4.19, respectively.r€oeived signal levels for a collinear antenndwit
no beam tilt for 0° and 90° are shown in Fig. 4ab8 are the same as those in Fig. 4.12 in [4.16]. |
PHS, the acceptable propagation loss is designée @9 dB not accounting for antenna gains for
personal and BS antennas. The transmitting powetthis measurement is 25.85 dBm (138.85
dBuV) and results in 39.85 dBuV as the thresholte RZLs are defined such that the regression
fitting lines of the received signal level of th& Bntennas exceed the threshold level of the system
39.85 dBuV, when the mobile antenna moved away fitoeenBS antenna. Note that the RZLs are
normalized by the RZL of the V_antenna (verticalbif@antenna), i.e., 939 m, and are expressed as
the RZL ration (RZLR) in percent. The RZLRs of bathe V_tilt antenna / V_antenna and
H_tilt_antenna / H_antenna versus the inclinatiogle of the mobile antenna are shown in Fig. 4.20.
The RZLRs for the four types of diversity antenaas summarized in Table 4.3. The parameters of
the regression fitting lines for Figs. 4.18 and¥ate summarized in Table 4.4. The equation for the
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regression fitting lines of the received signaklevs of the form.

RSL = A — Blog (d). (4.2)
where RSL is the received signal level in dBuV,sAthe constant, B is the attenuation coefficient,
andd is the distance in meters. The threshold levéti@end of the radio zone of the system is 39.85
dBuV. The purpose of this study is not to find teak point and a regression fitting line beyoral th
break point. The distance to the break point i®igiby an approximate equation using a two-ray
model as follows:

Rb=4ht hr/ A. (4.2)

In this RZL measurementt = 30 m,hr = 1.6 m,A = 0.136 m, and = 2.2 GHz. Therefore,
Rb= 1412 m and the RZL values are before the break.p

At approximately 12% (111 m) of the RZLR, | obsahibat the received signal levels of
both the V__ tilt_antenna and H_tilt_antenna showirig. 4.19 are increased compared to those for
both antennas without beam tilt shown in Fig. 4T& RZLR corresponds to the maximum distance
at which the beams intersect the road in the measemt routes. Figure 4.20 shows that the RZLRs
of the V_tilt_antenna / V_antenna are decreasedppyoximately 30 and 73%, respectively, when
the mobile antennas are inclined from 0° to 90%levthe RZLRs of the H_tilt_antenna / H_antenna
are increased by approximately 37 and 26%, resmdgtivhen the mobile antennas are inclined
from 0° to 90°. The average RZLRs for the H_antehmd tilt_antenna are 66.6 and 62.8% and
approximately 1.1 and 1.6 fold greater than thosdHe V_antenna / V_tilt_antenna, respectively. It
was reported that the average inclination angleibligion of a handy-phone in use is approximately
60° [4.20]. The RZLRs at a 60° inclination of thelnile antennas for the H_antenna / H_tilt_antenna
are 78.3 and 70.7% and approximately 1.6 and 1® deeater than those for the V_antenna /
V_tilt_antenna, respectively. The variations in fREL have not been taken into account in the
system design up to now. | conclude from Fig. 4t the H_antenna / H_tilt_antenna is superior to
the V_antenna / V_tilt_antenna if | take into aaabthat users do not hold the handset in a strictly
vertical position but declined at various angles.

The RZL measurements were conducted in LOS enviemtsnin this study. It should be
noted that the RZLs in non-line-of-sight (NLOS) gomments are short compared to those in LOS
environments in microcell systems with a high-etera BS both when collinear diversity and
polarization-diversity antennas are applied toBBe[4.16].
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Fig. 4.15 View from the rooftop where the RZL was measured.
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Fig. 4.16 Map of measurement route.
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Table 4.3 RZLR for four types of diversity antennas.

Diversity Antenna | Average RZLR [%)] RZLR at 60° [%]
Configuration
Vv 60.5 47.6
V_tilt 40.2 36.7
H 66.6 78.3
H_tilt 62.8 70.7
Table 4.4 Parameters of regression fitting lines.
(a) V_antenna
Angle[] A B Range of Regression Fitting RZL [m]
dy [m] d, [m]
0 112.55 24.456 300 630 939
45 86.69 16.708 300 630 636
60 108.52 25.908 300 630 447
90 98.945 24.622 400 630 251
(b) V_tilt_antenna
Angle[’] A B Range of Regression Fitting RZL [m]
d; [m] d, [m]
0 152.81 41.521 200 630 525
45 152.62 43.412 200 630 396
60 153.38 44.744 200 630 345
90 147.71 45.221 200 630 243
(c) H_antenna
Angle[’] A B Range of Regression Fitting RZL [m]
d; [m] d, [m]
0 197.58 59.61 400 630 443
45 124.33 30.13 400 630 637
60 120.69 28.20 400 630 736
90 144.35 36.83 400 630 688
(d) H_tilt_antenna
Angle[’] A B Range of Regression Fitting RZL [m]
dy [m] d, [m]
0 111.12 27.74 200 630 371
45 135.04 34.22 200 630 605
60 138.66 35.01 200 630 664
90 125.22 29.88 200 630 720

80



81



4.5 Discussion

The two measurements of the CCI reduction leveédection 4.3 and the RZLs in Section
4.4 show that the DSCA diversity antennas with aniodilt reduce the CCI level and simultaneously
achieve greater RZLs compared to those for coltiagéennas. The measurements also demonstrate
that the concepts behind the CCI reduction tectmitpr IRBSs set at high elevations using
horizontally polarized diversity antennas with bedith and a polarization arrangement of BS
antennas in a mixed cell architecture function maaderly fashion in an actual PHS scenario. |
developed DSCA array antennas and applied thenhgawo types of diversity antennas in my
chapter: dual-polarized omni-directional diversaptennas [4.16] and the horizontally polarized
omni-directional diversity antennas. The reasoruiing two different types of diversity antennas is
that the selection of the diversity antenna comfitjan depends on the CCI level at the site where
the BSs are installed or supposed to be installée dual-polarized omni-directional diversity
antennas are preferable for the IRBSs where thel&@ls are so low that the IRBS can find an
available time slot in the TDMA / TDD scheme andab$ish a link between the BS and user
terminals, while the horizontally polarized omnraditional diversity antennas must be applied to the
IRBSs where the CCI levels are too high to findaaailable time slot in the TDMA / TDD scheme
and fail to establish a link between the BS and teseninals.

PHS is not the only wireless mobile system emplgyire TDD scheme. WIMAX, TD-LTE,
TD-SCDMA, and iBurst employ this technology. TDDssyms will continue to play a key role and
be applied to various wireless systems both nowianke future. Also, the applicability of the CCI
reduction technique does not depend on the trasgmischeme such as TDD or FDD. Although |
investigated the technique only in a mixed-cell R¢iSironment, clearly this technique using beam
tilt and orthogonal polarization is also applicatdesystems comprising conventional microcells or
macrocells without mixed-cell structures and redube CCI level between adjacent cells.

It has not been made clear which radio wave pa@tam vertical or horizontal exhibits
better characteristics in land mobile communicagamironments. There have been few studies on
the issue. The path gain versus distance charstatsrfor both vertically and horizontally polarize
waves is analyzed based on a two-ray model [4.Piis analysis does not take into account the
reflected waves from building walls and therefaanisufficient grounds to explain the advantage of
the polarization in multi-path environments suchstiget microcells. In this chapter, | describe the
RZL characteristics for both vertically and horitty polarized omni-directional diversity BS
antennas when the vertically polarized omni-disewi mobile antenna was inclined. However,
these results do not exactly compare the advantageolarization between vertically and
horizontally polarized waves, because the mobiterara is a vertically polarized omni-directional
antenna. Horizontally polarized omni-directional bite antennas should be used for horizontally
polarized omni-directional diversity BS antennake Buperiority in polarization of radio waves in
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land mobile communication systems remains as aotrirapt research issue to be addressed in future
study.

4.6 Conclusion

This chapter addressed the problem of CCI geneiatadmixed cell architecture in PHS
adopting the TDMA / TDD scheme by employing horily polarized omni-directional diversity
antennas that permit the PHS BS antennas establathieigh elevations to reduce the level of the
CCI. In association with the CCI reduction techmqusing the horizontally polarized diversity
antennas in IRBSs, the concept of polarizationngeaent of the BS antennas in a mixed cell
architecture was introduced. The polarizationshia type of architecture are assigned such that the
IRBSs at high elevations separately use horizontgblarized omni-directional antennas
with/without beam tilt and the low elevation IBSsewertically polarized omni-directional antennas
with/without beam tilt.

| applied a dielectric-loaded slotted-cylinder ami@ (DSCA) to horizontally polarized
omni-directional array antennas in a height-divgrsbnfiguration with a high gain comparable to
that of collinear antennas to reduce the CCI. Theasurements of the CCI reduction effect
conducted in a suburban area clarified that the ®&Tay antennas with beam tilt greatly reduce the
CCl level by approximately 23 dB due to the comHdiedfects of both the beam tilt and polarization
orthogonal to that of the CCIl waves or horizontalapzation. At the same time, the RZL
measurements conducted on an urban street identifet the DSCA diversity antennas
simultaneously achieve higher RZLs compared toghafscollinear antennas. The average RZLRs
with respect to the inclination angle of mobileeamtas for horizontally polarized omni-directional
diversity antennas without/with beam tilt are 6&d 62.8%, and greater than those of collinear
antennas without/with beam tilt, 60.5 and 40.2%peetively.

It is concluded that horizontally polarized divéysantennas are superior to vertically
polarized diversity antennas or collinear antenihdstake into account that the users do not use
handsets in a strictly vertically hand held positiout decline the units to various angles. It was
demonstrated through measurement that the conokfite CCI reduction technique for IRBSs set at
high elevations using horizontally polarized divgrsantennas with beam tilt and a polarization
arrangement of BS antennas in a mixed cell ardhitecare valid and applicable to actual PHS
scenarios.
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Chapter 5
Estimation Method for Extraction and
Reinjection-Type Interference Canceller
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5. Estimation Method for Extraction and Reinjection-Type Interference
Canceller
5.1 Introduction

As radio communication systems advance, the nurobersers simultaneously using the
same frequency band in the same area will steauihgase. As a result, interference has become a
key problem in maintaining a high level of qualitysing an interference canceller can clear
interference positively. This technology has beemsped mainly in the fields of microwave and
satellite communication systems, and many intentezecancellers has been developed [5.1]-[5.5].

Interference cancellation technique is applied ftite next generation mobile
communications system (5G). Multi—-antenna InterieeeRejection Combining (IRC) and Massive
Multiple-Input Multiple-Output (MIMO) are studiechiorder to increase the number of users who
use mobile Internet access [5.6], [5.7].

An Extraction and reinjection-type interference aater (ERIC) has been previously
proposed which has more advantages than otherlsdeom the view point of applicability under
various interference conditions [5.4]. The ERICragts interference signals from received signals,
and cancels interference using these extractedilsigiherefore, it compensates for interference
without obtaining a clean reference signal and euthregard to the band of the interference signal.
However, to what degree the ERIC can cancel thefarence when fading occurs has not yet been
determined due to fluctuations in the power leviethe extracted interference signal. In order to
determine the applicability of ERIC, it is necegs#r clarify its performance level for interference
cancellation under these conditions.

This chapter proposes a method for estimating ERRperformance. Next, this canceller is
divided into interference extraction and interferercancellation parts, and calculated performance
results are confirmed through experiments. Findllyestimate the degree of improvement in
interference cancellation when using this devicdeunrfading conditions. In general, interference
becomes a severe problem when power tid degrades because the received power of the desired
signal drops to a level below its steady state dliengh the interference signal remains constant.
Due to this, in this chapter | assume that unadrffiding conditions, the amplitude and phase ef th
received signal varies uniformly in-band regardiefsthe signal’s frequency characteristics.

5.2 Theoretical Investigation for Interference Cancellng
Figure 5.1 shows the analytical model of this cdeceOne desired signal and one
interference signal are received at both the maiarea and sub antenna. In addition, thermal noise
is present in each received signal. Thus, sigfrateceived at the main antenna atgreceived at
the sub antenna are expressed as
Xm =Dm + Um + Nm, (5.2)
Xs=Ds+ Us+ Ns, (5.2)
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WhereDnm andDs are the desired signaldy, andUs are the interference signald, andNs are the
thermal noise components. For signals with a braadp multiple variable amplitude-and-phase
circuits will be required in both the interfereredraction part and the interference cancellatiart p
due to such signals’ frequency characteristicsh@\it such characteristics, the maximum effect for
interference cancellation in using multiple varalamplitude-and-phase circuits is equal to using
just one of these circuits. This chapter treatsctise where only one of these circuits exists ahea
part.

Even though ERIC can universally applied to vasialigital modulation schemes, signal
frequency characteristics, as previously statedhe Introduction, do not need to be considered
because of flat fading. Therefore, | express eaghak in the following equations using carrier
angular frequencw as:

Dm = Dm exp[j(wt + &n)], (5.3)
Ds = Ds exp[j(wt + &)], (5.4)
Um = Um exp[j(wt + gnm)], (5.5)
Us = Us exp[j(ut + @)], (5.6)

whereDm, Ds, Um andUs are the amplitudes, aréh, &, ¢gn andg are the phase of each signal.

An in-phase space diversity (SD) combiner combneesived signalXm andXs so that the
two signals are in-phase and the combined powemsaximum for phas&’ of the phase shifter. The
phase shift of the SD combiner is given as

W= Arg(Xm) — Arg(Xs). (5.7)
The combined signadsq is

Xsd = Xm + Xs exp[] H

= Dsd + Usd + Nsg, (5.8)
whereXsq consists of the desired signBkg; the interference signadllsq; and thermal noisBsq.

Xm and Xs branch prior to the SD combiner and are input ihi interference extraction
part. Xs is multiplied by a complex weigh€, and is added to th&én. The resulting output signafex
is written as

Yex = Xm — C Xs. (5.9)
The optimum weightCopt, can be determined by detecting the correlatiomwden Yex and Xs, as
described in detail in the Appendix at the enchad thapter,

c = DuDexpli(6, ~0)1+U, U, expl (4, ~¢))]
opt D2 +U 2 +N 2 ’

(5.10)

The output signal of the interference extractiort,p&y, is rewritten as
Yex = Dm + Um + Nm — Copt(Ds + Us + Ng)
= Dex + Uex + Nex, (5.11)
whereDey is the desired signdlsqis the interference signal, ahldq is the thermal noise.
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Using these terms, | defimxtraction UDNRas

2
extractionUDNR :—g =, (5.12)
Dex + Nex
which expresses the numerical value of the interfee extraction effect. The ERIC’s
interference-canceling performance level is seresito the power of the interference signal at the
output of the interference extraction part, thaeidraction UDNR as a parameter for evaluating the
performance.

Next the output signal of the SD combin¥ggs, and the output signal of the interference
extraction partYex, are input into the interference cancellation p&@hen remaining desired signal
Dex is assumed to be noise because it becomes a depfadtor in the interference cancellation.
Therefore,Yex changes tXey, i.€.,

Yex = Dex + Uex + Nex

= Xex = Uex + Nex, (5.13)
where

Nex = Dex + Nex.

In the interference cancellation paXsx is multiplied by complex weighitV and added to
Xsd. Consequently, the output signal is given as

Ye = Xsd — W Xex

=D¢ + Uc + N, (5.14)
whereDy. is the desired signdlcis the interference signal, ahd is the thermal noise. Similarly to
EqQ. (5.10) Wopt is expressed as

w,,, = Jeddo@XPl (= )] (5.15)

Uex + Nex
wheregu is the phase of interference sighliand @« is the phase of interference sighil.

| define an improvement factog, which indicates the difference in power r&&£U+N)

with and without this canceller,

_ D? D.?
azuzJ:Nz/U PN (5.16)
c c sd 'sd

The factora can be calculated and expressed as

-1
1 1
a=41- - - : (5.17)
{ (Uexz/Nexlz) i +1(Usd2/Nsd2) i +]}
Thus, | can estimate the improvement in interfeeecencellation for the ERIC by using this derived
improvement factorg. From Eq. (5.12) and Eq. (5.13)js dependent on thextraction UDNR
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5.3 Interference Extraction Performance

With regard toextraction UDNRobtained in Section 5.2, this section shows typica
estimation and experimental results. Due to thetfat the actual canceller is operated with digita
signal processing, | calculate to the accuracy -bit&uantization. Figure 5.2 shovextraction
UDNR versus power rati®m/Um, which equaldDsUs. Here, the phases of the desired signal at the
main antenna and the sub antenna &se= 0° and & = 150°, respectively, and those of the
interference signal at the main antenna and theastdnna arem = 30° andg = 0°, respectively.
The amplitudes of the desired signal and thermaenare constant, and those of the interference
signal are variable.

Figure 5.2 shows two important points. The firsthat extraction UDNRincreases with
Dm/Um (= DJUs), when they are nearly 0 dB. This is because whenpower ofUs cannot be
regarded as negligible compared with thatDaf then the desired signal cannot be cancelled
sufficiently; therefore, it remains. However, ag thower level of the interference signal decreases,
its influence on the correlation detection of thesided signal gradually decreases and thus the
desired signal can be adequately suppressed, amdeasilt the interference signal can be extracted
andextraction UDNRncreases proportionally wilm/Um (= Ds/Us).

The other important point is thaixtraction UDNRbegins to decrease proportionally as
Dm/Um (= D¢JUs) increases from a specific point. The reason a the suppression of the desired
signal reaches its maximum level due to the infbeeof the thermal noise and quantization noise but
not due to the interference signal, and the poesellof the extracted interference signal decreases
as the level of the received interference signateateses.

Due to these two pointsxtraction UDNRhas a peak [5.8], [5.9]. For exampleDa/Um (=
D¢Us) = 40 dB in Fig. 5.2, its peak of 16 dB is obtairaDm/Um (= Dg/Us) = 20 dB.

To verify the performance of the interference estican, an experiment was carried out
using a 16-QAM signal with a bit capacity of 51I8dbps as the desired signal and a CW signal as
the interference signal. In this experiment, thigoraf the desired signal power to the interference
signal power was the same for the two interferezxdeaction part inputs, i.eDm/Um = DgUs. In
addition, the ratio of the desired signal powethi® noise power was the same, i@/Nm = D¢/Ns,
and the phase difference of the interference iosippto that of the desired signal. Figure 5.2axsho
the experimental results ektraction UDNRversusDm/Um (= DJUs) for the two cases whei@w/Nm
(= Ds/Ns) = 20 dB and 30 dB. These results conform closethécestimated results.
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5.4 Interference Cancellation Performance

From Eq. (5.12) and Eq. (5.17) a relationship betwenprovement factar andextraction
UDNR can be explained as follows. Figure 5.3 showsirtifgovement factowr versusextraction
UDNR for the two cases where power réte/Nsd = 5 dB and 10 dB. When the interference signal
can be extracted to a greater extent than the moiiee interference extraction pat, that is where
extraction UDNR>0 dB, thena is increased witlextraction UDNRand achieves a rate close to that
of power ratdJsdNsa. However, when the extracted interference sighaklow the noise level, then
a becomes 0 dB.

To verify this performance level of interferencencallation, | performed an experiment
using the same signals in Section 5.3. In this exmat, | defined an improvement factor in
interference cancellation as the difference in pomaio DsdUsd at a BER of 16 with and without
this canceller, Figure 5.3 indicates that the expemtal results confirm the estimation shown in Eq.
(5.17). For example, witextraction UDNR= 15 dB, | have improvement factar = 5.8 dB for
UsdNsa = 5dB anda = 9.3 dB forUsd/Nsd = 10 dB.
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5.5 Improvement Effect of Interference Cancellation

In Section 5.4, it can be confirmed that the imement factor is dependent ertraction
UDNR On the other hand, in Section 5.3, | can seedki@@action UDNRis varied according to the
power rate between the desired signal and thefemégrce signal, and the phase difference between
these two received signals. These transmissionitiamsl fluctuate violently in a fading environment.
This section describes the simulations | perforrsedthat the improvement of the interference
cancellation using the ERIC during fading can bdereded.

Table 5.1 shows simulation conditions where theiked power distribution of the desired
signal is given by Rayleigh distribution and thdttle interference signal is given by constant
distribution. This is because the propagation pditthe desired signal is different from that of the
interference signal and both signals have no ciosl [5.8]. In general, problems involving
interference become more severe when the receivegrplevel of the desired signal is attenuated
due to fading; however, the received power levehefinterference signal remains constant.

Figure 5.4 shows the distribution ektraction UDNRunder the conditions indicated in
Table 5.1 using, as a parameter, the average ofp@teD/U for received signal)m/Um andDs/Us.
Here, Dn/Nm (= D¢/Ns) is set at 40 dB. It is clarified that the highwso level of the extracted
interference signal is obtained most frequently mib&J is 20 dB.

Figure 5.5 shows the cumulative distributions ofvpo rateD/(U+N) for the SD combiner
output signal and the ERIC output signal for eazbec The maximum improvement effect using the
ERIC compared with the SD combiner is 2.6, 7.5, antltimes for 10 dB, 20 dB, and 40 dB,
respectively. ERIC is the most valid when the ageraf power rat®/U in received signals is 20 dB.
The reason for this is that the probability of eagtmg the interference signal is largest whgb =
20 dB.

96



Table 5.1 Simulation conditions.

Interference signa

Constant

Desired signal

Rayleigh

Uniform

1.0

5

0.

Received power

distribution

Phase
distribution

Space correlation

coefficient

50

(9%) Aouanbai4

extraction UDNR (dB)

Fig. 5.4 Distribution ofextraction UDNRD, /N, (= DJ/Ny) = 40 dB).
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5.6 Conclusion

Theoretical evaluation is performed on the ERIC&fgrmance level for interference
cancellation. As a result, it can be clarified ttret improvement factor of cancellation is depemnden
on the power level of the extracted interferengmai. This level's upper bound is varied according
to power rateD/U in received signals and the phase difference lerivilee desired signals and the
interference signals. As an example, when the pdexeal of the interference signals is 15 dB, an
improvement factor of 9.3 dB can be obtained. Itamfirmed that theoretical estimations agree
closely with the experimental results. Moreoversitlarified through simulations that this caneell
is the most valid when the average of power e in received signals is 20 dB. In a fading
environment, and the maximum improvement effechgighis canceller is 7.5 times better than
without using the canceller. Further investigationl be done on the effects of this canceller in a
fading environment through experiments on an acfuwapagation path, in order to ensure the
validity of this estimation method.
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Appendix

The optimum weighCopt andWopt, at the interference extraction part and the fatence
cancellation part, respectively, are determinedadlews. At the interference extraction part by
detecting the correlation betwe¥ga andXs, in other words, by multiplexinyex by Xs (* denoted
the complex conjugate), taking a time integral, aedting the equation to zero, the following
expression is obtained

j X, Y, dt=0. (5.18)
The optimum weightCopt, can be obtained from (5.1), (5.2), (5.9), and&}.

Cop = [ X DKpdlt/ [ X, DX . (5.19)
From (5.3)-(5.6)Copt results in (5.10) by using following correlatiaimttions:

[D, D, dt=D,D,expfj(8, -6,

[u, W, dt=U,U expli(g, - @)1,
fu, D, dt=0,

jN; [N, dt=0. (5.20)

On the other hand, by passivgthrough a detection circuit at the interferencecedlation
part, the following error signal is obtained byitakthe difference between the input and output of
each component:

E =Y:—Dsa. (5.21)
Using the correlation detection betweErand Xex, the optimum weightWopt, is given as (5.15),
similarly to Copt.
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Chapter 6
Cell Enhancer for Broadband Wireless Access
Systems
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6. Cell Enhancer for Broadband Wireless Access Systems
6.1 Introduction

The demand is increasing for high-speed wirelesffimmedia communications, such as
Internet access via wireless portable terminalghHtierformance radio LAN type 2 (HIPERLAN2)
developed by ETSI-BRAN [6.1] and the High Speed eldiss Access Network (HISWANa)
developed by MMAC [6.2] represent the outcome afcdssions concerning broadband wireless
access systems in the 5-GHz U-NII band [6.3]. Bstdndards have very similar physical layer
specifications as a result of harmonization betwibenstandards. These systems provide high-speed
(up to 54-Mbps data rate) wireless communicatiogisveen portable terminals and broadband IP,
ATM, and other types of core networks. The typiopkrating environment is indoors such as a
wireless LAN in an office or a factory, or as a elgss Homelink, and user mobility is supported
within a local service area. Furthermore, centealizontrol makes it possible to guarantee various
levels of Quality of Services (QoSs) to users [6[8]4]. The notable characteristics of the systems
are: (1) that it adopts orthogonal frequency donsimultiplexing (OFDM), which provides
robustness against multipath fading (frequencyeseke fading); (2) it uses a dynamic slot
assignment (DSA) scheme, i.e., scheduling at aesacgoint (AP) with flexible responses to traffic;
and (3) it supports transmit power control (TPCjdduce the interference to mobile satellite servic
(MSS) systems. Note that TPC is required in HIPERRA but it is an optional function in
HiSWANa.

Although a 5-GHz band is excellent in providing daband radio channels, it has difficulty
in realizing wide area coverage in comparison t® tHHF band because of its relatively high
propagation loss. The high values of path lossdifichction loss cause blind areas to occur more
frequently in indoor radio zones. In addition, B#&Hz indoor access system is limited in terms of
effective isotropic radiated power (EIRP) for thermose of frequency sharing with other systems.
The cell radius of the target systems calculatesethan the transmission of 36 Mbps by using the
path loss model in the ITU-R recommendation [6HRpproximately 30 m. A cell radius of greater
than twice this distance is required for a largecef[6.6]. This chapter proposes a radio repetiar
targets HIPERLANZ2 and HiSWANa without system matition to expand the coverage area of one
AP. Employing a radio repeater is one of the methibdt extends the radio zone by amplifying the
received signals and transmitting them again. Hanethe DSA scheme in the target systems
demands dynamic switching of the relaying direcacnording to the scheduling of the AP. No radio
repeater that is applicable to the DSA schemeaertdiget system has been developed yet. The radio
repeater proposed in this chapter adopts a nomeeggve repeating scheme to transfer signals since
it achieves a good balance with DSA based on st gitocessing delay, and it can be implemented
using relatively simple circuits [6.7]. | show thidwe repeating system with the proposed repeater
suitably extends the radio zone in a large officethis chapter, the proposed radio repeater is
referred to as a cell enhancer (CE).
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Conventionally the non-regenerative repeating systeas been employed in digital
microwave communications. In this system, knownttes heterodyne repeating system, a relay
station converts the received signals to interntedieequency (IF) signals, and after amplifying
them with an auto gain controller (AGC), it trantsnihe signals at different radio frequencies. To
apply the CE to the target systems, two novel aggires are proposed in this chapter. One involves
the timing control. In order to apply this approachDSA, the CE extracts the slot assignment
information of each frame by demodulating the bozest signals from the received signals. Based on
this timing information, the CE changes the sigtiegction from the downlink to the uplink or visa
versa. The other approach involves gain controth@it fast gain control respective to the received
burst signal, the CE makes use of TPC, which théilederminal (MT) usually applies to the
transmission to the AP. In the downlink, the CEhsraits the signals received from the AP to the
MTs at the same power level as that used by thdrAthe uplink, the CE receives the signals at a
constant power level since the MT applies TPC #tthnsmission to the CE, and the CE relays the
signals to the AP while holding the gain constant.

From the viewpoint of propagation characteristees,in the ITU-R recommendation [6.5],
the delay spread is from 45 nsec to 150 nsec inGHB5 indoor environment. In this type of
multipath fading environment, broadband wirelessmsmission is affected by frequency-selective
fading. The OFDM system, through use of the nommegative repeater, has the following
advantage and disadvantage. The disadvantagetisitica the CE amplifies the received signals in
the whole signal band, some of the subcarrierdlageaded by frequency-selective fading which is
passed onto the second path of the tandem link.abldéive effect of both the AP-CE path and
CE-MT path results in more violent subcarrier flations and increased delay spread. To abate this
effect, the CE is restricted to locations wherélstgpropagation environments with the AP can be
achieved. On the other hand, the advantage isntidtiple transmissions are possible in single
frequency networks (SFNSs) in television relay systefor digital terrestrial video broadcasting
(DVB-T) [6.8]-[6.10]. In other words, the AP or Mdan receive signals relayed from several CEs by
using the same second frequency [6.11]. This midleasy to increase the number of CEs.

First, this chapter describes the target systengulés Section 6.2. Section 6.3 proposes a
novel CE (radio repeater) and describes its opgygtrinciple. The propagation characteristics of
non-regenerative repeating systems are examinegdibyg multipath fading models in Section 6.4. In
Section 6.5, the fundamental repeating system pe#ince of the CE is verified by simulating its
downlink and uplink performance in the target syse and its macro diversity gain by using
multiple CEs. Section 6.6 concludes the chapter.
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6.2 Broadband Wireless Access System

6.2.1 System Configuration

Table 6.1 gives the main system parameters ofarget systems [6.1], [6.2]. The coded
OFDM employed in these systems achieves superi@nsmnission performance in
frequency-selective fading channels. The OFDM guatdrval (Gl) can eliminate intersymbol
interference generated by multipath delay wavesieldher, it has the effective function of forward
error correction (FEC) by using bit interleaving tandomize the errors caused by the
frequency-selective fading.

The air interface is based on dynamic Time DivisMultiple Access (TDMA) and Time
Division Duplex (TDD) [6.1], [6.2]. The Media Acce€ontrol (MAC) frame format is shown in Fig.
6.1. The MAC frame has a fixed duration of 2 mske,former part is for the downlink and the latter
part is for the uplink. The AP dynamically schedulend allocates the bandwidth to each MT
according to resource requests received from the. Nlfie number of slots assigned to each MT and
the border between the downlink and uplink are aldei in each frame. The broadcast control
channel (BCCH), which is carried at the beginnihghe frame [6.4], announces the system control
information such as the network identifier or ARndifier. The BCCH also includes the information
pertaining to the transmitting and receiving povesels of the AP, which are used in the TPC. The
following frame control channel (FCCH) providesamnhation regarding the slot assignment. By
receiving the FCCH, the MT can identify the positiof its assigned slot as the User data channel
(UDCH) in the MAC frame.

TPC of the MT is used to simplify the design of i@ receiver and for regulatory reasons
to decrease the interference to other systems tissngame band [6.1]. The MT transmission power
level is set as follows,

MT_Tx_Level = min (AP_Tx_Level — RSSI + AP_Rx_UL \ad, AP_Tx_Level), (6.1)
where the AP_Tx_ Level denotes the AP transmissiowep level and the AP_Rx UL _Level
represents the power level that the AP is expedtingceive for the uplink signals. These values ar
carried by the BCCH. RSSI is the received signangjth measured by the MT. As a result, the MT
transmission power level is controlled so that gwsver level received at the AP becomes the
AP_Rx_UL Level.

6.2.2 Radio Zone in Indoor 5-GHz Systems

In the case of a wireless LAN in a large officasipreferable that the AP be established at a
location overlooking all the MTs such as affixedte ceiling in the center of a room. However, the
difficulty in wiring construction sometimes placdse AP unavoidably at the edge such as in the
corner. Since partitions or office automation equgmt may block microwaves, blind service areas
occur. Increasing the number of APs, which seemisetdthe easiest way to address this problem,
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Table 6.1 Main system parameters.

Standardization body ETSI BRAN MMAC
System HIPERLAN/2 HiISWANa
Frequency 5.15-5.35, 5.15-5.25 GHz
5.47-5.725 GHz
Channel spacing 20 MHz
Modulation Coded OFDM with 52 subcarriers
Transmission rate 6,9, 12, 18, 27, 36, (54) Mbps
Frame length 2 msec
Multiple access TDMA-TDD with DSA
TPC Mandatory Option
- Downlink »<+— Uplihnk——
BCCH|FCCH UDCH UDCH - RACH
BCCH: Broadcast channel UDCH: User data channel
FCCH: Frame control channel RACH: Random accessreian

Fig. 6.1 MAC frame format.

increases the cost of the system construction.blihd areas must be eliminated without increasing
the EIRP. Although the data rate of one AP is ehotgmeet the system capacity, to expand the
coverage area, a radio repeating system that haghagperformance level even in severe multipath
environments is sorely needed for 5-GHz indoor s&@/stems. Figure 6.2 shows radio repeating
system configurations. Radio repeaters can beyeesiablished at relatively low cost; only power

source wiring is needed.
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6.3 Proposed Radio Repeating System

6.3.1 Repeating System Comparison

In this subsection, the radio repeating systentaissdied into four basic configurations and
the most suitable candidate for the target systmmselected. Figure 6.3 shows the four radio
repeating system configurations and Table 6.2 shbescomparative results. The direct repeating
system of Fig. 6.3(a) is employed in DVB-T to asl@ie&SFN [6.8]-[6.10]; the same frequency is used
by the transmitting and receiving antennas. Howegigen the small antenna size of wireless access
systems, it is very hard to ensure sufficient isotabetween the antennas [6.12]. In contrast, the
non-regenerative repeating system of Fig. 6.3(lsp &nown as the heterodyne repeating system
[6.7], avoids the antenna coupling problem becausses different frequencies, and applies small
antennas consequently. The regenerative repeatitgns, Fig. 6.3(c), makes it necessary to increase
the guard time to allow for the processing delaytref modulator and demodulator. The digital
processing delay of the OFDM is particularly lomglahis decreases the frame efficiency. On the
other hand, in Fig. 6.3(b), the delay of the anamguits is acceptably short. Figure 6.3(d) shaws
repeating system with a buffer which stores theiked data in one frame and transmits them in the
succeeding frame. This type is employed to estaltis Home Antenna in the personal handy-phone
system (PHS). However, because the slot assignimelifferent in each frame, this method cannot
be applied to the target systems. The above disrussiggests that non-regenerative repeating
systems are the most suitable for the target systeatause it is possible to support the DSA scheme
by transferring the signals with no processing ylela

On the issue of transmission quality, Fig. 6.3(ajl &ig. 6.3(d) carry over no waveform
distortion by means of a 3R function, i.e., ReshgpRetiming, and Regeneration. Whereas, in the
non-regenerative repeating system of Fig. 6.3fI® signal degradation that occurs in the first jp@th
additive to that in the second path of the tandef [This chapter evaluates the degree of impact of
such a tandem link on the OFDM transmission. Moegoalthough the configuration depicted in Fig.
6.3(b) is inferior to that in Fig. 6.3(a) in terro$ effectively utilizing the frequency bands, when
spare frequency channels do exist in a closed la, it can improve the coverage probability
without the need to establish a new AP.
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R IF BB IF RF
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(c) Regenerative repeating system
IF BB BB IF RF
fl1— RXx DEM BUF DEM Tx — 2
(d) Regenerative repeating system with buffer
Fig. 6.3 Typical radio repeating systems.
Table 6.2 Comparison of radio repeating systems.
Repeating | Frequency Antenna Processing | 3R function Suitability
system channel size delay
Fig. 6.3(a) 1 Large Short Without Not
Fig. 6.3(b) 2 Small Short Without Highly
Fig. 6.3(c) 2 Small Long With Not
Fig. 6.3(d) 2 Small 1 frame With Not
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6.3.2 Proposed Cell Enhancer

A block diagram of the proposed radio repeatingesysis given in Fig. 6.4. The proposed
radio repeater (CE) links an AP to some MTs by eyiply the conventional non-regenerative
repeating system, amplifying the received signalk wGC after converting them to IF signals [6.7].
Two antennas are mounted on the CE, one of whiclirésted towards the AP and the other is an
omni-directional antenna for the MTs. Each antesr@nnected to a filter to separate the frequency
band into f1 and f2, and the IF signal can be ektdhinto one of the frequency channels using a
steep band-pass-filter (BPF) such as a SAW filtelo TDD switches are used to change the signal
direction from the downlink to the uplink or vicenrsa.

In the initial setting, the CE detects the firgduency channel, f1, which the AP uses by
scanning the radio frequency, selects the secagliéncy channel, f2, which is different from f1,
and determines the pairing of the RF filters. IPHRLANZ2, likewise, the CE is required to shift f1
according to the Dynamic Frequency Selection (DAHBese mechanisms are omitted in Fig. 6.4.
The MT selects the frequency channel, either fi2pwith the higher received power level as the
usual BCCH searching procedure.

In order to operate well in the target systems GReemploys two novel techniques. One of
which pertains to timing control, the CE must obtthe timing information of each MAC frame
when switching the downlink or uplink. The CE brhes off the downlink signals from the relay
line and inputs them into the control channel pssoe through the OFDM demodulator and FEC
decoder. The CE drives the TDD SW1 and TDD SW2qus¢ie switching time derived from the
FCCH contents at the control channel processor.cther pertains to gain control. When the CE
quickly controls the gain with respect to the regedi burst signals, the magnitude of the signal
vibrates to some degree at the beginning of thetlnafore the AGC circuit stabilizes. If this ringi
is transferred from the CE to the AP or the MTdéigrades the performance of the receiver. The
proposed gain control method solves this probleragplying TPC, which the MT usually performs
on the transmission to the AP as mentioned in &edi2. In the downlink, the CE determines the
gain, G_down, from the BCCH strength received m phevious frame, and holds the gain constant
while relaying the burst. The CE transmits the diawknsignals at the same power level of the AP,
i.e., AP_Tx_Level. In the uplink, the MT controlsettransmission power level based on the BCCH
received from the CE. The received signal poweelleat the CE results in a constant value,
AP_Rx_UL_Level. Furthermore, in the uplink, the €&s the gain, G_up, as follows without regard
to the received power level, and the CE transnaitthe AP at a constant gain within one MAC
frame:

G_up = min (G_down, AP_Tx_Level — AP_Rx_UL_Level). (6.2)

The maximum transmitting power level of the CE i Ax Level. The G_down
corresponds to the propagation loss between thendlRCE, and when it is small, the AP receives the
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signal at the power level of AP_Rx_UL_Level. Thiee gain control of the CE can be performed by
applying the current TPC such that the power lesetived at the AP becomes a constant value.

In addition, the CE also synchronizes the carrieguency, f1, to the AP by demodulating
the BCCH. The second frequency, f2, can be gertefaden the synchronized reference frequency
using a phase locked loop (PLL).

The proposed repeating system is equivalent tayhe depicted in Fig. 6.3(b) in that the
main signals are transferred with no processingydd¢fiowever, the repeater needs a demodulator
that demodulates the control channels for the gnuontrol. Therefore, in the target systems, since
the CE can obtain the frame timing, the informatommcerning the power level and the reference
frequency of the AP by monitoring the control chalsrbroadcast from the AP, the CE can pose as
the AP using the other frequency channel. The Mimfoa link with the AP via the CE without the
MT realizing that the CE is a copy of the AP.
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Fig. 6.4 Configuration of the proposed radio repeating syste
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6.4 Propagation Characteristics
This section describes the propagation charadterisissumed in the simulation, for the
single-hop case and for the two hops relayed bytimeregenerative repeating system.

6.4.1 Multipath Fading Model of Single hop

A single hop is assumed in each of two multipattlifg models. One model provides
multipath Rayleigh fading for a non-line-of-sightil(OS) case with an exponentially decaying
power profile as shown in Fig. 6.5(a) [6.13]. Treday interval is sampling duratioiz and the delay
profile is expressed by the following equation,

Pn = (1 — exp(Ts/ onios)) LeXp(—n [MTs/ Ohios), n=0,1,2,.., (6.3)
where dnios IS the root-mean-square delay spread. The pratyabédnsity function of the magnitude
of each delay wave is given as a Rayleigh distidioitand the functions are statistically independen
This model has been referred to in the ITU-R recematation for the 5-GHz band [6.5], and was
used in the standardization of IEEE802.11a astermm [6.14].

The other model provides multipath Rician fadingthe case where a line-of-sight (LOS)
exists as a stable direct wave in addition to rpathh Rayleigh-distributed waves as shown in Fig.
6.5(b) [6.15]. Factor k is expressed as the powd#o rof the stable direct wave to the multipath
Rayleigh-distributed waves. The delay spreads, of multipath Rician fading is given by the
following equation,

Olos = M0-n|os’ (6.4)
k+1
which becomes smaller than tbreised to model multipath Rayleigh fading.
When OFDM signals are affected by multipath Rayidaging, the cumulative distribution,
F(X), of the total instantaneous power of a multiGarsgignal X, is given by the following equation

[6.16],

_~ 1-exptX/R)
F(X)_HZ(;Pnl_j(l_ P P) (6.5)

m#n

Figure 6.6 shows the calculation results and tmeutative distributions of subcarrier power.

It is apparent that the total power is stable &dblay spread increases. On the other hand, each
subcarrier violently fluctuates regardless of tkeéag spreads. In the case of multipath Rician fadin
(Fig. 6.7), the total power is basically constam do the presence of the stable direct wave. Vkhen
= 3 dB, even if the Rayleigh-distributed waves last entirely, the reduction in total power is only
1.8 dB, while the power of each subcarrier decieasgtensively. This fact means that
frequency-selective fading does not damage all awiges simultaneously, only some. These facts
occur when the inverse number of the delay spreéatger than the subcarrier frequency spacing yet
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Fig. 6.5 Multipath fading models.

smaller than the whole signal band. OFDM systenm$opa well in this case, and in order to
establish this scenario, the number of the sulmraris designed for the delay spread of the assumed
environments.
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6.4.2 Propagation Characteristics with Non-regeneitave Repeating System

Figure 6.8 shows an example when the CE relays OFRDjvals over two hops. The
frequency spectrums and the delay profiles of AP(E&h), CE-MT (Path), and the coupled path
(Path+2) through the CE are shown in this figure. The A&Ghe CE amplifies the total signal, not
the individual subcarriers. For this reason, whas iteceived power levels of each subcarrier are
decreased by the same degree by flat fading, thé é&h amplify the subcarriers equally. However,
when some subcarriers are degraded by frequenegtise fading in Pathas shown in Fig. 6.8, they
would be passed to Pattvithout recovery of the notch, and they would @elgr further in Path
Thus, due to the fact that the fading of both palaiditive by relaying the signal (see Ratin Fig.
6.8), the individual subcarriers fluctuate morelemly than in the single-hop case. By combining
the two distributions of the subcarrier power frone respective paths, this results in a product
distribution. For example, the probability densitynction and the cumulative distribution of the
product distribution of two Rayleigh-distributiorese calculated as

f,(2) = j:;exp(—/’f)iexp(—i)dx: /2_ Ko(2VzI T, (6.6)
Fi(2) = jo% Ko@VZ 1T =1-2JzI T K (NzI T), (6.7)

wherex is power variables of one path amds that of the coupling path. Termis the average
received powetko(2) is a modified Bessel function of the first kindtlwzero order, an&i(z) has the
order of 1. This is similar to the case of reflentifrom building walls, and the derivation of the
product distribution is detailed in [6.17]. Figufe9 shows the calculation results. The power
variation of the product distribution exceeds tbiathe Rayleigh-distribution of the single-hop case
Figure 6.9 shows several samples of the produtritaliion of the Rayleigh and Rician distributions.
As thek factor increases, the product distribution becosi@dar to the Rayleigh distribution.

Next, since the non-regenerative repeating systas different radio frequencies, each path
seems to be independently affected by fading.dkgected that the delay spread increases according
to the following additivity of variance,

Oy =40, +0, (6.8)

where i and oz are the delay spreads of Patimd Path respectively. Ternwi+2 is the delay spread
of the coupling path with the CE as shown in Fig. @o verify this relation, | measured the delay
spreads using a shielded room. Figure 6.10 showvsnigasurement configuration. The transmitter
(Tx1 and Tx2) and the receiver (Rx1 and Rx2) aredu® measure delay profiles using a PN
sequence [6.18]. The repeater consists of theuiegeantenna, the transmitting antenna, and the
amplifier, and it directly relays the signal. Fjrte delay spread of Patlwi, was measured. Second,
the delay spread of Pathoz, was measured. At the same time, the delay spred&thth+2, gi+2,
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relayed through the repeater was measured. Thisureraent was done several times while
changing the position of the MT. Since | dealt wattly one frequency in the experiments, | used a
shielded room so that the AP would not receive digmal directly from the MT, and so that the
antenna coupling problem would not occur at theeaégr. Figure 6.11 shows that the experimental
results agree fairly well with Eq. (6.8). As a simpxample, whewi and oz are each 150 nsegj+2
becomes 212 nsec. This fact indicates that thesyrabol interference is further increased by the
growing multipath delay waves.
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6.5 Performance Evaluation

6.5.1 Fundamental BER Performance

This subsection analyzes the fundamental bit erede (BER) performance for the
single-hop and the two-hop cases. The simulatisarpeters are listed in Table 6.3 [6.14], [6.19]. |
consider here OFDM signals in which the subcammedulation scheme employs 16-quadrature
amplitude modulation (16-QAM) without FEC. The Gurrdtion is 800 nsec within the OFDM
symbol interval of 4psec. Initially, for the single-hop case without ti&, the average BER
performance of a 16-QAM single carrier in a Rayteigding channel is calculated as

— 3 x/in, 1 X

Pe=| Erfe( 1) expE-)dx
3 1

= _ l—— , 6.9
8[ \/1+10n//'J (6-9)

where /" /n is the average CNR [6.20]. Next, OFDM transmissicas simulated in the multipath
Rayleigh fading channel shown in Fig. 6.5(a). Tésutts are shown in Fig. 6.12 with delay spread
as a parameter. Since the received power levedadi subcarrier are Rayleigh-distributed as shown
in Fig. 6.6, wherois small (i.e.,oc = 50 nsec), the BER performance is close to E§).(6lowever,

the BER floor rises ag increases due to the intersymbol interference rgée@ by the delay waves
that exceed the GI duration.

Second, the BER performance using the CE was exanifhe fading channels were
assumed to be the product distribution combined wito Rayleigh fading channels, which is
represented as Eq. (6.6) in the previous subsedtianuch the same way as in Eq. (6.9), the average
BER performance of the 16-QAM single carrier is@pgmately given by

— 3 In, 2
Pe, = [ éErfc(,/Zl—O)FKO(Z\/z//')dz

_3)j Amy L1
{1 2U(2’0’r)}' (6.10)

8

whereU(a, b, c) is a confluent hypergeometric functioneTOFDM transmission was simulated in
this case; the results are shown in Fig. 6.12 Wighsame delay spread, in both paths. Adding the

CE degrades the BER performance as a result girtbauct distribution. Moreover, the BER floor
rises as the delay spread increases as predioradsq. (6.8).
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Table 6.3 Simulation parameters.

Data rate 36 Mbps
Modulation 16-QAM-COFDM
FEC Convo_lutio_nal cod_ing
and Viterbi decoding
Coding rate 3/4
Constraint length 7
Number of subcarriers 48
Subcarrier frequency spacing 312.5 kHz
OFDM symbol interval 4usec
Guard interval duration 800 nsec
Packet length 54 bytes

10°
With CE

0, = 0, =50 NSEC mmthrmn
100 nsec —i—
150 NSEC =—g@g—

10105

102

BER

103

Without CE
10* — og=50nsec ----
100 nsec -{}-
150 nsec -~ Eq. (6.9)
105 \ | \ | \ | \
10 20 30 40 50 60
CNR (dB)

CNR, (= CNR,) (dB)

Fig. 6.12 Fundamental BER performance with and without CE.
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6.5.2 Downlink PER Performance

The CE performance in the target systems is eweduiat this subsection. The performance
is evaluated in terms of the packet error rate (P@wRere the packet length is 54 bytes. The
simulations consider coherent detection for 16-QAddtrier recovery and symbol synchronization
are assumed to be ideal [6.19], [6.21]. For FE@yotutional coding and Viterbi decoding (constant
length = 7) with a coding rate of 3/4 are appliegether with interleaving. The simulation diagram
is shown in Fig. 6.13. Stable propagation envirom®esuch as Patl{AP-CE) can be achieved by
placing the CE in a clear LOS path to the AP arnidgua directional antenna. For this reason, the
fading of Path is assumed to be multipath Rician fading with khéactor as a parameter. Path
(CE-MT) is considered to be the multipath Raylefgtiing channel case with the delay spreadf
150 nsec, which is a value referred to by the ITdsRbeing representative of a large office [6.5]. |
contrast, the delay spread of Rathi can be suppressed according to Eq. (6.4). Theiaesa
between the factor and the delay spread are given in Tablel6.zhe downlink, as shown in Fig.
6.13(a), the CE receives the signals degraded thy Raling, and transmits the signals to the MTs,
after amplifying them to the same power level @ tised by the AP. With regard to the CNRs of the
received signals in each path, the GNR Path and CNR of Path are set to equal values. The
downlink PER performance is given in Fig. 6.14. HieR performance improves lagcreases. The
reason for this is that the product distributiorthad coupling path approaches a Rayleigh-distmlouti
(see Fig. 6.9), and the delay spreads can be rédbioe example, whek = 10 dB, the degradation
with the CE becomes 1.5 dB at a PER of 1%. Theeefibiis very important for the CE to hold the
direct wave stable from the AP. When the appropréadtenna configuration can be chosekfactor
value greater than 8-10 dB is easily acceptabR2]6Directional gains over 10 dB can be achieved
with a patch antenna.
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Fig. 6.13 Simulation diagram with CE.

Table 6.4 Relation betweek factor and delay spreads.

o, (nsec) o, (nsec) | o0;.,(nsec)
Case 1
Rayleigh + Rayleigh 150 150 212
Case 2
Rice + Rayleigh

k=3 dB 112 150 187
k=6 dB 90 150 175

k=10dB 62 150 162
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Fig. 6.14 Downlink PER performance.
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6.5.3 Uplink PER Performance

The CE performance in the uplink as shown in Fig3@), is estimated. As mentioned in
Section 6.3, the MT performs TPC for the propagetoss of Path and the CE controls the gain for
the propagation loss of PathThe fading conditions of each path are the sam¢hase of the
downlink. The uplink PER performance is shown ig.F6.15. The uplink exhibits worse PER
performance than the downlink. The reason for ighihat in the uplink, the CE receives the signals
degraded by severe frequency-selective fading coedp@a the downlink, and it transfers the signals
while the power of some subcarriers is severelyadsed. In contrast, in the downlink, since the CE
receives the signals affected by the respectivddtiing, it can amplify each subcarrier unifornily.
addition, the CNR of the downlink signals is relaty high because the CE points the receiving
antenna, which has directional antenna gain, towlaedAP. However, in the uplink, since the CE
must use an omni-directional antenna, which hasall seceiving gain, toward the MTs, the CNR of
the uplink signal is low.

Figure 6.16 shows the relation between GNMRd CNR in the downlink, and the relation
between CNR and CNR' in the uplink, required to achieve a PER of 1%islapparent that the
minimum required CNR of the uplink must be 5 dB higher than C\#® the downlink. Both CNR
and CNR' must exceed 30 dB, if both links are to have shene PER performance. Then the
required CNR in Pathbecomes 23 dB. As a simple sketch of the zongdesihen radio frequency
= 5200 MHz, EIRP = 200 mW, and KTBF = -91 dBm, thdoor path loss model of ITU-R is
represented as follows [6.5],

L = 20*Log (frequency) + 31*Logd) — 28. (6.11)

Provided that all the receiving antenna gain valmeszeros, without the CE, the distance
between the AP and MT is about 30 m to achieverdugired CNR of 22 dB (see Fig. 6.14).
However, when the CE is employed, because the pativeen the AP and CE with a LOS
component is dominated by free-space loss, thiarttig results in 77 m to acquire the CNR of 30 dB.
In addition, the distance between the CE and MAproximately 28 m to achieve the required CNR
of 23 dB from Eq. (6.11).
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Fig. 6.15 Uplink PER performance.
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Fig. 6.16 Required C/N ratio of Paftand Pathwith PER = 1%
(k=10 dB, Case 2).
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6.5.4 Performance of Multiple CEs

Figure 6.17 shows the simulation model for the dasehich two CEs transfer the same
signal from an AP to an MT [6.23]. The two signedseived at the MT are set to the same power,
and all CNRs are the values needed to achieveERed? 1% with a single route. The two CEs use
the same second frequency; it is assumed that G&th are fully synchronized to the reference
frequency of the AP. Figure 6.18 shows the simaiatiesults with the factor as the parameter.
When the delay difference between the two receisgghals is less than 300 nsec, the PER
performance is improved relative to the single eosince the two signals are received with little
intersymbol interference. Due to the influence loé tmultipath delay waves, the tolerable delay
difference becomes smaller than the OFDM GI dunatib800 nsec. Note that the delay difference
of 300 nsec corresponds to the propagation distafcabout 90 m, since the difference in the
processing delay created within the two CEs isigdag¢. This range appears to be common in
indoor environments. It is generally accepted thatsmission quality is degraded if the Doppler
shift exceeds 1% of the OFDM subcarrier spacingclvis likely to occur if the MT moves [6.24].
Although the Doppler shift with microwaves is largihan that with either VHF or UHF, the
difference is small due to the wide subcarrier Bgpc312.5 kHz, and it is negligible when walking.
Consequently, multiple CEs can use the same sefregqdency with the aims of increasing the
macro diversity gain and providing better coverdgeother words, the MT can easily move from
one CE area to a neighboring CE area without swigcthe route.
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6.6 Conclusion

This chapter proposed a radio repeater, the catmrer (CE), to extend the radio zone in
broadband wireless access systems such as HIPERL&NHISWANa. The CE adopts a
conventional non-regenerative repeating schemeraosfer signals and implements two novel
approaches, timing control and gain control, tolapp the target systems. The CE switches signal
direction, downlink or uplink, based on the timiimjormation of every MAC frame by monitoring
the control channels broadcast from the AP. In tamdi without fast gain control in response to the
received burst signal, the CE holds the gain comstaile relaying the burst by applying the current
TPC of the MT. Thus, the CE is applicable to theAlx8heme in the target systems.

Furthermore, | evaluated the propagation charatiesiof the two hops formed by the CE,
and clarified that the distribution of the OFDM salkrier power turns into a product distributiongse
Eq. (6.6)), and that the delay spread increases Eg (6.8)). | simulated 16-QAM-COFDM
transmission of 36 Mbps in the target systems.artenna system and the CNRs required for the CE
to achieve a PER of 1% were clarified from the \peut of maintaining a stable propagation
environment for the AP. As a result, by setting @te such that the CNR of over 30 dB to the AP is
maintained, the required CNR of the path betweenGk and MT becomes 23 dB. In addition, |
found that using multiple CEs yields a useful mactiwersity gain with little intersymbol
interference in indoor environments.

| concluded that the proposed CE suitably extehdsradio zone of the target systems in
indoor environments such as a large office. Funtioee, the CE will also be applicable to fixed
wireless access (FWA). For example, by setting Glke beside a window, it can combine indoor
5-GHz systems with outdoor systems using anotteguigncy such as 2.4-GHz or quasi-millimeter
wave bands.
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7. Conclusions

This dissertation presented research results regatdchniques that improve interference
compensation and performance evaluation in digigalio systems. As mobile Internet access
becomes more widely used and the ubiquity of r@dimmunication devices increases, interference
issues will becomes more serious in light of theklaf unused frequency bands. Interference
compensation techniques must be established irr twdevoid interference in the same system and
the interference between different systems, or kpaed the coverage area. Interference
compensation techniques should be provided withloetneed to change standard specifications,
because interference may not always occur.

However, conventional interference compensatioreses have four main problems that
must be addressed to achieve high performanceitadiadio systems.

(1) The problem of ACI in the wireless LAN systes ¢aused by nonlinear distortion
characteristics of high power amplifiers at thesraitter.

(2) The problem of CCI occurs between BSs in PH&mwthere is mutual overlapping in a
zone in a mixed cell architecture.

(3) The problem of the SPI between two routesfired microwave communication system
occurs when the desired signal level is degradefdding.

(4) The problem of ISI between multiple radio reteesin a wireless LAN occurs due to the
delay difference between the two received waves.

In this study, in order to address these probldms, techniques were established and the
following summarizes the results obtained throuub tesearch.

(1) The nonlinear distortion compensation technjouieich reduces ACI, was established.
In Chapter 3, in OFDM systems nonlinear distortaegrades the own transmission quality, and
since it causes the spectrum to expand signifigafiése out-of-band emission results in ACI. This
chapter proposed the nonlinear distortion compeérsdaechnique LCP-COFDM. This technique
combines the CP-OFDM technique with baseband partien. Simulation and experimental results
verified that the proposed technique significamédguces out-of-band power emission and ACI by
more than 10 dB, respectively. In this case, gthenpropagation distance characteristic expressed a
a power decay of 2.9 , LCP-COFDM allows the distabetween the desired station and adjacent
interfering station to be reduced to 1/3 that whehusing LCP-COFDM. As a result, multiple APs
can coexist without interfering with each otheaismall area.

(2) An antenna technique to avoid CCIl was establistn Chapter 4, the problem of CCI
generated in a mixed cell architecture in micradaell systems was discussed. In this type of
microcellular systems in which both microcells amdcrocells co-exist in the same geographical
urban area, the BS antennas mounted on the roaffdpsildings to cover wide circular radio zones
suffer severe CCI from the surrounding low BSs. Toenbination of beam tilt and horizontal

132



polarization significantly reduced the CCI level agproximately 23 dB, which is equivalent to a
reduction to 1/200 of the interference level thaé tBS receives. The distance between the
interference receiving BS and the interfering BB lba shortened to approximately 1/6.

(3) An interference compensation technique to comepi for SPI was established. In
Chapter 5, a theoretical evaluation was performgdguthe ERIC, which is effective even for SPI.
The degree of improvement in the interference déatee was estimated using this canceller in a
fading environment. The results clarified that thenceller is the most valid when the average
received signal power rate, D/U, is 20 dB, anditfaximum improvement using this canceller is 7.5
times better than without using this canceller. Goality-degradation time due to the interference
can be shortened from 28 seconds to 3.7 secondsOgan per month for the 16-QAM system in a
fixed microwave communication system.

(4) A non-regenerative repeating technique compgismultiple radio repeaters was
established without generating ISI. In Chapter & radio repeater, the CE, was proposed that
targets 5-GHz broadband wireless access systenmsptove the coverage probability without the
need to set up a new AP. It was clarified that ipl@tCEs can use the same second frequency and
provide better coverage with useful macro divergigyn in 5-GHz indoor environments, because
when the delay difference between the two recewesles is less than 300 ns, the ISI can be
removed using the guard interval in an OFDM system.

The above research results show fundamental dgsadieg interference compensation for
the exiting digital radio systems. These resultsush contribute to promoting the actualization of
advanced radio communication systems. Finallg my sincere hope that this dissertation will aid i
proliferating future radio communication systems.

133



Acknowledgements

| wish to express my gratitude to Associate Prafedtaoto Wakatsuki of the University of
Tsukuba for his invaluable advice and continuousoaragement. | am most grateful to Professors
Koichi Mizutani, and Assistant Professor TadashihBta of the University of Tsukuba for their
useful discussions.

| sincerely thank Dr. Atsuya Ando of NTT Wirelesgs&ms Innovation Laboratory for his
precious advice and unceasing encouragement.

| wish to express my deep gratitude to AssociatdeBsor Takefumi Hiraguri of the Nippon
Institute of Technology for his productive advice.

| especially thank Professor Hideaki Matsue of Tmékyo University of Science, Suwa,

Professor Akio Sato of the Tokyo University of Taeology, Professor Masahiro Umehira of the
Ibaraki University and Dr. Kazuji Watanabe for thieuitful discussions and help.

134



List of publications

1-1 Papers

(J-1) S. Uwano and K. Watanabe, “Estimation MetHod Extraction and Reinjection-Type
Interference Canceller,” IEICE Trans. Commun., ¥49-B, No. 3, pp.373-377, March 1996.

(J-2) S. Uwano, Y. Matsumoto, M. Mizoguchi and Mmehira, “Linearized Constant Peak-Power
Coded OFDM Transmission for Broadband Wireless Ascgystems,” IEICE Trans. Commun.,
vol. E82-B, No. 12, pp.1932937, Dec. 1999.

(J-3) S. Uwano, “Cell Enhancer for Broadband Wssléccess Systems,” IEICE Trans. Commun.,
vol. E85-B, No. 5, pp.908-918, May 2002.

(J-4) S. Uwano, A. Ando, T. Seki, Y. Takatori and Hiraguri, “Experimental Investigations of
Co-channel Interference Reduction Effect at Highvltion Base Station Using Beam Tilt and
Orthogonal Polarization”, Hindawi Publishing Coration International Journal of Antennas and
Propagation, vol. 2014, Article ID 532743.

1-2 International Conferences

(P-1) S. Uwano and K. Watanati&ymbol synchronization performance using loop sviitg type
quenching methdd IEEE GLOBECOM '97, pp.1199-1203, vol. 3, Nov. 799

(P-2) S. Uwano, Y. Matsumoto, M. Mizoguchi and Mmehira,“Linearized constant peak-power
coded OFDM transmission for broadband wireless segstenis IEEE PIMRC'99, pp.358-362,
Sept. 1999.

(P-3) S. Uwano and R. OhmottApplication Area Expansion in Quasimillimeter WaBand Fixed
Wireless Access SystémProc. 4th International Conference on Networli@dy '05, pp. 76-83,
vol. 1, April 2005.

135



