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#### Abstract

We propose an efficient procedure to obtain Green's functions by combining the shifted conjugate orthogonal conjugate gradient (shifted COCG) method with the nonequilibrium Green's function (NEGF) method based on a real-space finite-difference (RSFD) approach. The bottleneck of the computation in the NEGF scheme is matrix inversion of the Hamiltonian including the self-energy terms of electrodes to obtain the perturbed Green's function in the transition region. This procedure first computes unperturbed Green's functions and calculates perturbed Green's functions from the unperturbed ones using a mathematically strict relation. Since the matrices to be inverted to obtain the unperturbed Green's functions are sparse, complex-symmetric, and shifted for a given set of sampling energy points, we can use the shifted COCG method, in which once the Green's function for a reference energy point has been calculated the Green's functions for the other energy points can be obtained with a moderate computational cost. We calculate the transport properties of a $\mathrm{C}_{60} @(10,10)$ carbon nanotube (CNT) peapod suspended by $(10,10)$ CNTs as an example of a large-scale transport calculation. The proposed scheme opens the possibility of performing large-scale RSFD-NEGF transport calculations using massively parallel computers without the loss of accuracy originating from the incompleteness of the localized basis set.


DOI: 10.1103/PhysRevE. 91.063305

## I. INTRODUCTION

Since the discovery of quantized conductance in atomicsize contacts, there has been considerable interest in studying the electronic transport in nanoscale systems. So far, a number of calculation methods to investigate the electron transport properties through a nanostructure embedded by semi-infinite electrodes have been proposed such as the nonequilibrium Green's function (NEGF) method [1], recursion transfer matrix method [2], Lippmann-Schwinger method [3], and overbridging boundary-matching (OBM) method [4,5]. Among them, the NEGF approach is most commonly used in connection with tight-binding models and first-principles methods for solving transport problems. In the NEGF formalism, localized basis sets consisting of either atomic orbitals or Gaussians are extensively utilized because it is straightforward to partition a whole system into a transition region and electrodes. However, the incompleteness of the basis sets sometimes degrades the accuracy [6] and the diffuse functions in the basis sets prevent us from achieving high-performance computing on massively parallel computers.

On the other hand, the calculation method using the real-space finite-difference (RSFD) approach [5,7,8] does not suffer from these problems. The algorithm of the RSFD method is suitable for execution on massively parallel computers. In addition, to improve the calculation accuracy, the grid spacing should be narrowed, the procedure for which is simple and definite. However, the linear-equation solver used to obtain the perturbed Green's functions of a transition region
becomes computationally intensive as the numbers of grid points and sampling energy points increase. More efficient linear-equation solvers are required to perform large-scale first-principles transport calculations by the NEGF approach using the RSFD scheme.

In this study, we propose an efficient scheme to compute perturbed Green's functions that combines the procedure developed in the OBM method and the shifted conjugate orthogonal conjugate gradient (COCG) algorithm [9,10]. In the NEGF method, the matrix to be inverted includes the self-energy terms of electrodes, which are energy dependent and destroy the shift invariance of the Krylov subspace with respect to the energy of electrons. The total computational cost of obtaining perturbed Green's functions is proportional to the number of energy points. On the other hand, unperturbed Green's functions are first calculated by the OBM method and then the effect of the electrodes is introduced in the wave-function-matching procedure. Since the matrix to be inverted does not include nonlinear energy dependent terms, the unperturbed Green's functions are obtained by solving a set of shifted linear equations with respect to the energy. The shifted linear equations can be solved by the shifted COCG method, in which the calculation is actually carried out only for a reference energy point and the solutions for the other shifted energy points are obtained with a moderate computational cost owing to the shift invariance of the Krylov subspace. Employing the mathematically strict relationship between perturbed and unperturbed Green's functions developed in the

OBM method [11], one can greatly decrease the computational cost of the linear-equation solver.

The rest of this paper is organized as follows. In Sec. II, the NEGF method using the RSFD approach is briefly introduced. In Sec. III, we state the problem of obtaining perturbed Green's functions and introduce the computational scheme combining the procedure developed in the OBM method and the shifted COCG algorithm together with a numerical example. In Sec. IV, to demonstrate the efficiency and applicability of the newly developed method, we present a transport calculation of a $\mathrm{C}_{60} @(10,10)$ carbon nanotube $(\mathrm{CNT})$ peapod connected to CNT electrodes. Finally, we summarize our work in Sec. V.

## II. COMPUTATIONAL SCHEME

## A. Hamiltonian of whole system

We consider ballistic transport through a nanostructure sandwiched between two semi-infinite crystalline electrodes, in which a crystalline bulk is infinitely repeated toward the inside of each electrode and faces the transition region on the opposite side, as shown in Fig. 1. The periodic boundary condition is applied in the $x$ and $y$ directions, while the semiinfinite boundary condition is imposed in the $z$ direction. The system under investigation can be divided into three regions: the left electrode $(L)$, the transition region ( $T$ ), and the right electrode ( $R$ ). We here use the Kohn-Sham (KS) Hamiltonian [12] described by local density approximation or generalized gradient approximation based on density functional theory as a whole Hamiltonian. By introducing localized basis sets or real-space grids, we can decompose a whole Hamiltonian $\hat{H}$ into the following matrix form:

$$
\hat{H}=\left[\begin{array}{c|c|c}
\hat{H}_{L} & \hat{B}_{L T} & 0  \tag{1}\\
\hline \hat{B}_{L T}^{\dagger} & \hat{H}_{T} & \hat{B}_{T R} \\
\hline 0 & \hat{B}_{T R}^{\dagger} & \hat{H}_{R}
\end{array}\right],
$$

where $\hat{H}_{L}, \hat{H}_{T}$, and $\hat{H}_{R}$ are the Hamiltonian matrices for the left electrode, transition region, and right electrode, respectively. $\hat{B}_{L T}\left(\hat{B}_{T R}\right)$ is the coupling term between the transition region and the left (right) electrode. Because of electronic screening
effects, the coupling between the left and right electrodes is zero when the transition region is sufficiently large.

We next derive the KS Hamiltonian for the RSFD scheme. Since the direction of current flow is assumed to be along the $z$ axis, the KS Hamiltonian is composed of the block-matrix elements with a dimension of $N_{x y}\left(=N_{x} \times N_{y}\right)$, where $N_{x}$ and $N_{y}$ are the numbers of grid points in the $x$ and $y$ directions, respectively. Wave-function values on the $x-y$ plane at the point $z=z_{k}$ are expressed by the column vector $\Psi\left(z_{k}\right)$ with $N_{x y}$ components given by $\left\{\psi\left(x_{i}, y_{j}, z_{k}\right)\right.$ : $\left.i=1, \ldots, N_{x}, j=1, \ldots, N_{y}\right\}$. To simplify the explanation, we here restrict ourselves to the case of the central finitedifference approximation, i.e., $N=1$ in Eq. (1) of Ref. [7], and local pseudopotentials. The extensions to higher-order finite-difference approximations and the inclusion of nonlocal parts of pseudopotentials are given in Ref. [5]. The KS equation for a whole system is expressed as a relation between three adjacent terms along the $z$ direction:

$$
\begin{align*}
& -B_{z}^{\dagger} \Psi\left(z_{k-1}\right)+\left[E-A\left(z_{k}\right)\right] \Psi\left(z_{k}\right)-B_{z} \Psi\left(z_{k+1}\right)=0 \\
&  \tag{2}\\
& \quad(k=-\infty, \ldots,-1,0,1, \ldots, \infty)
\end{align*}
$$

where $E$ is the energy of an electron, $A\left(z_{k}\right)$ is an $N_{x y}{ }^{-}$ dimensional block tridiagonal matrix including the potentials on the $x-y$ plane at $z=z_{k}$ and the coefficients of the finitedifference approximation, and $B_{z}$ is a constant matrix that is proportional to the $N_{x y}$-dimensional unit matrix $I$. The discretized KS equation of the whole system is written as

$$
[E-\hat{H}]\left[\begin{array}{c}
\vdots  \tag{3}\\
\Psi\left(z_{0}\right) \\
\Psi\left(z_{1}\right) \\
\vdots \\
\Psi\left(z_{m}\right) \\
\Psi\left(z_{m+1}\right) \\
\vdots
\end{array}\right]=0,
$$

where $\hat{H}$ is the block tridiagonal matrix

$$
\hat{H}=\left[\begin{array}{ccc|ccccc|ccc}
\ddots & \ddots & 0  \tag{4}\\
\ddots & A_{z-2} & B_{z} & & & & & & & & \\
0 & B_{z}^{\dagger} & A_{z-1} & B_{z} & & & & & & & \\
\hline & & B_{z}^{\dagger} & A_{z_{0}} & B_{z} & & & & & & \\
& & & & B_{z}^{\dagger} & A_{z_{1}} & B_{z} & & & & \\
& & \ddots & \ddots & \ddots & & & & \\
& & & & B_{z}^{\dagger} & A_{z_{m}} & B_{z} & & & \\
& & & & & B_{z}^{\dagger} & A_{z_{m+1}} & B_{z} & & \\
\hline & & & & & & & B_{z}^{\dagger} & A_{z_{m+2}} & B_{z} & 0 \\
& & & & & & & & B_{z}^{\dagger} & A_{z_{n+3}} & \ddots \\
& & & & & & & & 0 & \ddots & \ddots
\end{array}\right]
$$



FIG. 1. Schematic of transport calculation model. The transition region is suspended between the left and right semi-infinite electrodes.
with $A_{z_{k}}=A\left(z_{k}\right)$. The partitioning in Eq. (4) corresponds to those in Fig. 1 and Eq. (1). Since the KS Hamiltonian matrix for the RSFD scheme is very sparse and block tridiagonal, we can employ efficient iterative algorithms such as the steepest descent (SD) or conjugate gradient (CG) method to solve the eigenvalue and matrix inversion problems.

## B. Green's function method using RSFD approach

This subsection gives a brief explanation of the Green's function method for later convenience. The Green's function method gives the electron transport properties without calculating the scattering wave function explicitly. The Green's function of a whole system can be defined as the resolvent of the Hamiltonian matrix of Eq. (4):

$$
\begin{equation*}
\hat{G}(Z)=[Z-\hat{H}]^{-1}, \tag{5}
\end{equation*}
$$

where $Z(=E+i \eta)$ is a complex energy with $\eta$ being a positive infinitesimal. The important quantity determining electron transport properties is the perturbed Green's function of the transition region written as

$$
\begin{equation*}
\hat{G}_{T}(Z)=\left[Z-\hat{H}_{T}-\hat{\Sigma}_{L}(Z)-\hat{\Sigma}_{R}(Z)\right]^{-1} \tag{6}
\end{equation*}
$$

$$
\left[\begin{array}{ccc}
D\left(z_{0} ; Z\right)-\Sigma_{L}\left(z_{0} ; Z\right) & -B_{z} & \\
-B_{z}^{\dagger} & D\left(z_{1} ; Z\right) & -B_{z} \\
& \ddots & \ddots \\
& & -B_{z}^{\dagger} \\
0 & &
\end{array}\right.
$$

where $D\left(z_{l} ; Z\right)=Z-A\left(z_{l}\right)$.
The expression for the conductance at a real energy $E$ is given by the Fisher-Lee formula [13]:

$$
\begin{align*}
T(E)= & \operatorname{Tr}\left[\Gamma_{L}\left(z_{0} ; E\right) G_{T}^{a}\left(z_{0}, z_{m+1} ; E\right)\right. \\
& \left.\times \Gamma_{R}(m+1 ; E) G_{T}^{r}\left(z_{m+1}, z_{0} ; E\right)\right] \tag{14}
\end{align*}
$$

where $G_{T}^{r}(E)$ is the retarded Green's function of the transition region defined as

$$
\begin{equation*}
G_{T}^{r}\left(z_{k}, z_{l} ; E\right)=\lim _{\eta \rightarrow 0^{+}} G_{T}\left(z_{k}, z_{l} ; E+i \eta\right) \tag{15}
\end{equation*}
$$

$G_{T}^{a}(E)\left(=\left[G_{T}^{r}(E)\right]^{\dagger}\right)$ is the advanced Green's function, and $\Gamma_{L(R)}$ is the coupling matrix calculated from the imaginary part of the self-energy term:

$$
\begin{equation*}
\Gamma_{X}\left(z_{k} ; E\right)=i\left[\Sigma_{X}\left(z_{k} ; E\right)-\Sigma_{X}^{\dagger}\left(z_{k} ; E\right)\right] \quad(X \in L, R) \tag{16}
\end{equation*}
$$

where

$$
\begin{equation*}
\hat{\Sigma}_{L}(Z)=\hat{B}_{L T}^{\dagger} \hat{\mathcal{G}}_{L}(Z) \hat{B}_{L T} \text { and } \hat{\Sigma}_{R}(Z)=\hat{B}_{T R} \hat{\mathcal{G}}_{R}(Z) \hat{B}_{T R}^{\dagger} \tag{7}
\end{equation*}
$$

are the self-energy terms of the left and right electrodes, respectively. Here

$$
\begin{equation*}
\hat{\mathcal{G}}_{L}(Z)=\left[Z-\hat{H}_{L}\right]^{-1} \text { and } \hat{\mathcal{G}}_{R}(Z)=\left[Z-\hat{H}_{R}\right]^{-1} \tag{8}
\end{equation*}
$$

are the surface Green's functions of the semi-infinite left and right electrodes, respectively. In the RSFD-NEGF scheme, since $\hat{B}_{L T}\left(\hat{B}_{T R}\right)$ has only one nonzero $N_{x y}$-dimensional blockmatrix element $B_{z}$ [see Eq. (4)], the self-energy terms are found to take the very simple forms of

$$
\hat{\Sigma}_{L}(Z)=\left[\begin{array}{cccc}
\Sigma_{L}\left(z_{0} ; Z\right) & 0 & \cdots & 0  \tag{9}\\
0 & 0 & \cdots & 0 \\
\vdots & & \ddots & \\
0 & 0 & \cdots & 0
\end{array}\right]
$$

and

$$
\hat{\Sigma}_{R}(Z)=\left[\begin{array}{cccc}
0 & \cdots & 0 & 0  \tag{10}\\
& \ddots & & \vdots \\
0 & \cdots & 0 & 0 \\
0 & \cdots & 0 & \sum_{R}\left(z_{m+1} ; Z\right)
\end{array}\right]
$$

where

$$
\begin{equation*}
\Sigma_{L}\left(z_{0} ; Z\right)=B_{z}^{\dagger} \mathcal{G}_{L}\left(z_{-1}, z_{-1} ; Z\right) B_{z} \tag{11}
\end{equation*}
$$

and

$$
\begin{equation*}
\Sigma_{R}\left(z_{m+1} ; Z\right)=B_{z} \mathcal{G}_{R}\left(z_{m+2}, z_{m+2} ; Z\right) B_{z}^{\dagger} \tag{12}
\end{equation*}
$$

with $\mathcal{G}_{\{L, R\}}\left(z_{k}, z_{l} ; Z\right)$ being the $N_{x y}$-dimensional ( $k, l$ ) blockmatrix element of $\hat{\mathcal{G}}_{\{L, R\}}(Z)$. The perturbed Green's function of the transition region $\hat{G}_{T}(Z)$ can be obtained by inverting the finite-size matrix given as


For self-consistent calculations under finite bias, the density matrix in the transition region is necessary. The integration of the nonequilibrium charge must be performed directly along the real axis corresponding to the energy, while the contribution of the equilibrium charge can be obtained by contour integration on the complex plane in the NEGF formalism [14]. In this sense, there is no significant difference in the computational cost between the NEGF formalism and a wave-function matching method such as the OBM method [4]. In addition, although this integration is restricted in a segment of the order of the applied bias voltage, a very fine integration grid must be used to capture the contribution of the bound states. However, the scheme introduced in the following section is still efficient for reducing the computational cost of the integration of the nonequilibrium charge along the real axis corresponding to the energy.

A further extension to the inclusion of electron-phonon coupling using localized basis sets, such as atomic orbitals or Gaussians, has been previously reported [15]. Because the real-space grids have the form of an ultimately localized basis, as previously mentioned [7], the mathematical formulation for the localized basis sets can be expressed by the RSFD method in a similar manner. In addition, as a more sophisticated treatment of electron-electron interactions, a transport calculation with the $G W$ approximation is reported [16].
matrix to be inverted given by Eq. (13) is neither Hermitian nor very sparse owing to the self-energy terms. In addition, the a computation of $\hat{G}_{T}(Z)$, which is carried out independently at each energy, is a computationally demanding task. To circumvent these difficulties, we propose a computational procedure employing the unperturbed Green's function used in the OBM method $[4,5]$ and the shifted COCG algorithm $[9,10]$ that uses the collinear residual theorems [17] in the following subsection.

## III. EFFICIENT PROCEDURE TO OBTAIN PERTURBED GREEN'S FUNCTION

## A. Difficulties in obtaining perturbed Green's function by iterative method

The simplest way to obtain $\hat{G}_{T}(Z)$ is the direct inversion of the matrix given by Eq. (13). However, direct matrix inversion becomes impractical when the matrix size increases. In addition, iterative solvers for linear equations, such as the SD and CG methods, are not efficient in this case because the

## B. Unperturbed Green's function and shifted COCG method

The unperturbed Green's function of the transition is written as

$$
\begin{equation*}
\hat{\mathcal{G}}_{T}(Z)=\left[Z-\hat{H}_{T}\right]^{-1} \tag{17}
\end{equation*}
$$

The relationship between the unperturbed and perturbed Green's functions is expressed as the following equation, which was derived in Ref. [11]:

$$
\left[\begin{array}{c}
G_{T}\left(z_{0}, z_{l} ; Z\right)  \tag{18}\\
G_{T}\left(z_{1}, z_{l} ; Z\right) \\
\vdots \\
G_{T}\left(z_{l}, z_{l} ; Z\right) \\
\vdots \\
G_{T}\left(z_{m}, z_{l} ; Z\right) \\
G_{T}\left(z_{m+1}, z_{l} ; Z\right)
\end{array}\right]=\hat{\mathcal{G}}_{T}(Z)\left[\begin{array}{c}
\sum_{L}\left(z_{0} ; Z\right) G_{T}\left(z_{0}, z_{l} ; Z\right) \\
0 \\
\vdots \\
0 \\
I \\
0 \\
\vdots \\
0 \\
\sum_{R}\left(z_{m+1} ; Z\right) G_{T}\left(z_{m+1}, z_{l} ; Z\right)
\end{array}\right] . \leftarrow \text { the lth }
$$

For $l=0$ and $m+1$,

$$
\begin{equation*}
G_{T}\left(z_{0}, z_{0} ; Z\right)=\tilde{\mathcal{G}}_{T}\left(z_{0}, z_{0} ; Z\right)\left[I-\sum_{L}\left(z_{0} ; Z\right) \tilde{\mathcal{G}}_{T}\left(z_{0}, z_{0} ; Z\right)\right]^{-1} \tag{19}
\end{equation*}
$$

$$
\begin{align*}
& G_{T}\left(z_{m+1}, z_{0} ; Z\right)=\left[I-\mathcal{G}_{T}\left(z_{m+1}, z_{m+1} ; Z\right) \sum_{R}\left(z_{m+1} ; Z\right)\right]^{-1} \mathcal{G}_{T}\left(z_{m+1}, z_{0} ; Z\right)\left[I-\sum_{L}\left(z_{0} ; Z\right) \tilde{\mathcal{G}}_{T}\left(z_{0}, z_{0} ; Z\right)\right]^{-1}  \tag{20}\\
& G_{T}\left(z_{0}, z_{m+1} ; Z\right)=\left[I-\mathcal{G}_{T}\left(z_{0}, z_{0} ; Z\right) \sum_{L}\left(z_{0} ; Z\right)\right]^{-1} \mathcal{G}_{T}\left(z_{0}, z_{m+1} ; Z\right)\left[I-\sum_{R}\left(z_{m+1} ; Z\right) \tilde{\mathcal{G}}_{T}\left(z_{m+1}, z_{m+1} ; Z\right)\right]^{-1} \tag{21}
\end{align*}
$$

and

$$
\begin{equation*}
G_{T}\left(z_{m+1}, z_{m+1} ; Z\right)=\tilde{\mathcal{G}}_{T}\left(z_{m+1}, z_{m+1} ; Z\right)\left[I-\sum_{R}\left(z_{m+1} ; Z\right) \tilde{\mathcal{G}}_{T}\left(z_{m+1}, z_{m+1} ; Z\right)\right]^{-1} \tag{22}
\end{equation*}
$$

where $\tilde{\mathcal{G}}_{T}\left(z_{i}, z_{j} ; Z\right)$ is the modified $\mathcal{G}_{T}\left(z_{i}, z_{j} ; Z\right)$ under the influence of the self-energy terms, $\sum_{R}$ and $\sum_{L}$, which is expressed as

$$
\begin{equation*}
\tilde{\mathcal{G}}_{T}\left(z_{0}, z_{0} ; Z\right)=\mathcal{G}_{T}\left(z_{0}, z_{0} ; Z\right)+\mathcal{G}_{T}\left(z_{0}, z_{m+1} ; Z\right) \sum_{R}\left(z_{m+1} ; Z\right)\left[I-\mathcal{G}_{T}\left(z_{m+1}, z_{m+1} ; Z\right) \sum_{R}\left(z_{m+1} ; Z\right)\right]^{-1} \mathcal{G}_{T}\left(z_{m+1}, z_{0} ; Z\right) \tag{23}
\end{equation*}
$$

and

$$
\begin{equation*}
\tilde{\mathcal{G}}_{T}\left(z_{m+1}, z_{m+1} ; Z\right)=\mathcal{G}_{T}\left(z_{m+1}, z_{m+1} ; Z\right)+\mathcal{G}_{T}\left(z_{m+1}, z_{0} ; Z\right) \sum_{L}\left(z_{0} ; Z\right)\left[I-\mathcal{G}_{T}\left(z_{0}, z_{0} ; Z\right) \sum_{L}\left(z_{0} ; Z\right)\right]^{-1} \mathcal{G}_{T}\left(z_{0}, z_{m+1} ; Z\right) \tag{24}
\end{equation*}
$$

Equations (19)-(22) are exact analytic solutions of Dyson's equation in the standard form for the transport calculation Eq. (18).
The advantage of computing the unperturbed Green's function is that the matrix inverted in Eq. (17), $Z-\hat{H}_{T}$, is very sparse and complex symmetric. Moreover, $Z_{k}-\hat{H}_{T}$ are shifted matrices for a given set of energy points $Z_{k}(k=1,2, \ldots)$, which is in contrast to $Z_{k}-\hat{H}_{T}-\hat{\Sigma}_{L}\left(Z_{k}\right)-\hat{\Sigma}_{R}\left(Z_{k}\right)$ in Eq. (6). Therefore, shifted methods such as the shifted COCG method [9] can be applied to obtain unperturbed Green's functions.

To solve the complex-symmetric linear equations $\left(Z_{k}-\right.$ $\left.\hat{H}_{T}\right) x^{(k)}=e_{j}$, where $e_{j}$ denotes the $j$ th unit vector, by the conventional COCG method [18], we build up the Krylov subspaces independently at each complex energy $Z_{k}$, which requires time-consuming matrix-vector operations for each energy. On the other hand, the shifted COCG method makes use of the fact that Krylov subspaces are shift-invariant; to solve the linear equations for a given set of sampling energy points, the spanned Krylov subspace is common to all the energy points. Once the Krylov subspace has been built up for the reference energy point, we can obtain the Green's functions for all the sampling energy points without matrix-vector operations during the iteration steps. When the overlap matrix appears, e.g., the atomic orbital basis sets or projector augmented wave method, the generalized shifted COCG method [19] is used instead of the shifted COCG method.

It is noteworthy that we do not need to store the whole matrices of the unperturbed Green's functions $\hat{\mathcal{G}}_{T}(Z)$ in memory. To calculate the transport properties by Eq. (14), the block-matrix elements of the perturbed Green's functions, $G_{T}\left(z_{m+1}, z_{0} ; Z\right)$ and $G_{T}\left(z_{0}, z_{m+1} ; Z\right)$, are required. In addition, the density of states is relevant to the diagonal elements of the perturbed Green's functions, $G_{T}\left(z_{l}, z_{l} ; Z\right)$. Although the evaluation of $G_{T}\left(z_{l}, z_{l} ; Z\right)$ requires the additional computation of the off-diagonal block elements $G_{T}\left(z_{0}, z_{l} ; Z\right)$ and $G_{T}\left(z_{m+1}, z_{l} ; Z\right)$, which are analytically determined in an analogous manner to the derivation of Eqs. (19)-(22) from Eq. (18), it is sufficient to store a couple of block-matrix elements of the unperturbed Green's functions so as to perform matrix-matrix operations between the $N_{x y}$-dimensional block-matrix elements of the Green's functions and the self-energy terms. Thus, we can obtain the perturbed Green's functions with a moderate computation time and memory load.

There is no guarantee that the residual norms of all the sampling energy points will satisfy the convergence criterion when that of the reference energy point is sufficiently small. Because the iterations are performed until all the residual norms satisfy the convergence criterion, the total number of iterations increases, resulting in a slight increase in CPU time for the shifted COCG method with increasing the number of sampling energy points. In addition, when the norm of the residual vector of the seed system becomes small, the numerical precision of the residual vectors for the sampling energy points decreases. The seed switching technique [10], in which the reference energy point is switched to the point where the residual norm is largest among the sampling energy points after the solution of the reference energy point converges, enables us to construct the residual vectors for the sampling energy points without loss of numerical precision or a significant increase in the computational cost. Details of the seed switching technique are given in the Appendix.

## C. Numerical test

To demonstrate the efficiency of the present scheme, we apply the shifted COCG method to the calculation of the unperturbed Green's functions of the transition region for a Na atomic wire. The valence electron-ion interaction is described using norm-conserving pseudopotentials [20]


FIG. 2. (Color online) CPU time required to obtain unperturbed Green's functions of Na atomic wire. The red squares are the results obtained by the conventional COCG method and the black triangles are those obtained by the shifted COCG method. The energy points are shifted from the Fermi energy by 0.1 eV .
generated by the scheme proposed by Troullier and Martins [21]. Exchange-correlation effects are treated within the local density approximation [22] of density functional theory $[12,23]$. The central finite-difference approximation is adopted for the second-order derivation arising from the kinetic energy operator in the KS equation. The dimensions of the supercell are $20.0 \times 20.0 \times 7.0$ bohrs and a single Na atom is contained in the supercell. The real-space grid spacing is chosen to be $\sim 0.45$ bohr, which corresponds to a total Hamiltonian dimension of 12800 . All calculations are carried out on a workstation with an Intel Xeon E5-2667v2 CPU. Figure 2 shows the CPU time versus the number of sampling energy points for the shifted COCG and conventional COCG methods. The initial reference energy point is chosen to be the Fermi energy. For the conventional COCG method, the CPU time is proportional to the number of energy points because the Green's functions are calculated independently at each energy point. On the other hand, in the shifted COCG method, the matrix-vector operations are carried out only at the reference energy point and the cost of the scalar-vector operations to update the approximate solutions for all the shifted energy points is negligibly small. The increase in the computational time is attributed to the time-consuming matrix-vector operations in the additional iteration steps to reach global convergence.

## IV. APPLICATION

We next compute the conductance spectrum of a $\mathrm{C}_{60} @(10,10) \mathrm{CNT}$ peapod, in which a $(10,10)$ CNT encapsulates a $\mathrm{C}_{60}$ molecule, as an application of the proposed method to a large system. The transport property is investigated within the framework of local density approximation of density functional theory since density functional theory is widely used to calculate the transport property of CNTs [24]. Figure 3 shows the computational model. This system has been observed by transmission electron microscopy [25] and its electronic structure has been intensively studied by theoretical calculations [26-28]. However, the transport properties of peapods have mostly been investigated using the tight-binding


FIG. 3. (Color online) Atomic structure of $(10,10)$ CNT with single $\mathrm{C}_{60}$ in the transition region. The dashed lines are the boundaries of the supercell used to determine the atomic structure and KS effective potential.
approximation [28] because of the large system size required for calculations.

The size of the transition region is taken to be $42.2 \times 42.2 \times$ 32.6 bohrs and the transition region contains 340 carbon atoms. In the metallic $(10,10)$-CNT at 300 K , the mean free pass is $\sim 15000$ bohrs [29], which is much longer than the transition region in this model ( $\sim 33$ bohrs). Thus, the inelastic scattering effect such as electron-phonon interactions is negligible. The initial carbon-carbon distance is set to 2.68 bohrs [27] and structural relaxation is carried out. To determine the KS effective potential for the transport calculation, the conventional supercell indicated by the rectangle in Fig. 3 is used, where the periodic boundary condition in imposed in all directions, and the grid spacing is $\sim 0.45$ bohr, which gives a matrix of $774144 \times 774144$ for the Hamiltonian of the transition region. The number of sampling energy points in the transport calculation is 101. Calculations are implemented using 64 Intel Xeon E5-2697v2 CPUs. The total elapsed time required to calculate the unperturbed Green's functions for 101 energy points is 15294 s , and the average number of iterations required to satisfy the convergence criterion is 6713 , while the elapsed time and the average number of iterations are 6029 s and 3122 , respectively, when the unperturbed Green's function is only calculated for the Fermi energy.

The electronic band structures of the $(10,10) \mathrm{CNT}$ and $\mathrm{C}_{60} @(10,10)$ CNT peapod are shown in Figs. 4(a) and 4(b), respectively. In the band structure of the $\mathrm{C}_{60} @(10,10) \mathrm{CNT}$ peapod, there are three flat bands above the Fermi level, which originate from the $t_{1 u}$ orbitals of the isolated $\mathrm{C}_{60}$ molecule. Owing to the hybridization between the $t_{1 u}$ orbitals of the $\mathrm{C}_{60}$ molecule and $\pi$ orbitals of the $(10,10) \mathrm{CNT}$, the $\pi$ bands of the $(10,10) \mathrm{CNT}$ are divided by the bands originating from the $t_{1 u}$ orbitals.

The conductance spectrum of the $\mathrm{C}_{60} @(10,10) \mathrm{CNT}$ is plotted in Fig. 5. Owing to the use of the shifted COCG method, we can sample a large number of energy points so as to identify the spiky dips due to the bound states in the spectrum. It is found that three dips appear near the energy range of the flat bands. Figure 6 shows a real-space picture of the charge densities of scattering wave functions, which is useful for understanding the spatial behaviors of the transport phenomenon. The charge density distribution with


FIG. 4. Electronic band structures of (a) $(10,10) \mathrm{CNT}$ and (b) $\mathrm{C}_{60} @(10,10) \mathrm{CNT}$. The Fermi level is marked by the dotted line.
the energy at $T(E) \approx 2$ spreads around the $(10,10) \mathrm{CNT}$, while that with the energy at the dip of the conductance spectrum accumulates in the vicinity of the $\mathrm{C}_{60}$ molecule. These results imply the incident electrons are scattered by the $t_{1 u}$ orbitals of the encapsulated $\mathrm{C}_{60}$ molecule. Since peapods have recently become experimentally accessible structures, this information should be helpful in understanding and predicting the resonant scattering in experimental transport measurements [30].


FIG. 5. Conductance spectrum of $\mathrm{C}_{60} @(10,10) \mathrm{CNT}$.


FIG. 6. (Color online) Charge density distributions of scattering wave functions of $\mathrm{C}_{60} @(10,10)$ CNT. (a) and (b) correspond to the energies indicated by the arrows in Fig. 5. The spheres represent the positions of carbon atoms. Each contour represents twice or half the charge density of the adjacent contour lines. The lowest-density contour represents a density of $5.0 \times 10^{-4} \mathrm{e} / \AA^{3}$.

## V. CONCLUSION

An efficient scheme to compute perturbed Green's functions, which combines the procedure developed in the OBM method based on the RSFD approach and the shifted COCG algorithm, has been proposed. Since the number of grid points in the RSFD approach is larger than the number of bases in the tight-binding approach, the computational cost of obtaining the perturbed Green's functions of the transition region has been the bottleneck. In this procedure, unperturbed Green's functions are calculated and perturbed Green's functions are obtained by employing the mathematically strict relationship between the perturbed and unperturbed Green's functions. The main advantage of the present scheme for computing unperturbed Green's functions is that the spanned Krylov subspace is common to all the sampling energy points. Therefore, once the Krylov subspace for the reference energy point has been built up, the Green's functions for all the sampling energy points can be obtained without time-consuming matrix-vector operations. To demonstrate the potential power of the present method, the transport properties of a $\mathrm{C}_{60} @(10,10)$ CNT peapod suspended between $(10,10)$ CNTs are investigated. By sampling a large number of energy points owing to the use of the present method, the scattering attributed to the coupling between the
states of the CNT and $\mathrm{C}_{60}$ can be observed in the calculated conductance spectrum.

The present technique enables us to efficiently obtain perturbed Green's functions in the framework of the RSFD approach. The RSFD scheme of first-principles calculations is free of problems concerning the completeness of the basis set that appear in the methods using localized basis sets of either atomic orbitals or Gaussians. In addition, the RSFD approach is suitable to implement real-time and real-space simulations [31] using time-dependent density functional theory [32], which is frequently employed to include the contribution of excitons. Moreover, this scheme has the advantage of being scalable to massively parallel computers without compromising on precision. We believe that this development will be important for executing large-scale transport calculations using massively parallel computers.
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## APPENDIX: SHIFTED COCG ALGORITHM AND SEED SWITCHING TECHNIQUE

The COCG method is a numerical method for complex symmetric linear equations such as

$$
\begin{equation*}
A x=b \tag{A1}
\end{equation*}
$$

where $A$ is not Hermitian but complex symmetric, $A=A^{T} \neq$ $A^{H}$. Its algorithm gives the vectors $x_{n}, p_{n}$, and $r_{n}$ of the $n$th iteration as follows under the initial conditions $x_{0}=p_{0}=0$, $r_{-1}=r_{0}=b, \alpha_{-1}=1$, and $\beta_{-1}=0$ [10]:

$$
\begin{equation*}
x_{n}=x_{n-1}+\alpha_{n-1} p_{n-1} \tag{A2}
\end{equation*}
$$

$$
\begin{gather*}
r_{n}=\left(1+\frac{\beta_{n-2} \alpha_{n-1}}{\alpha_{n-2}}-\alpha_{n-1} A\right) r_{n-1}-\frac{\beta_{n-2} \alpha_{n-1}}{\alpha_{n-2}} r_{n-2},  \tag{A3}\\
p_{n}=r_{n}+\beta_{n-1} p_{n-1},  \tag{A4}\\
\alpha_{n-1}=\frac{\left(r_{n-1}, r_{n-1}\right)}{\left(r_{n-1}, A r_{n-1}\right)-\frac{\beta_{n-2}}{\alpha_{n-2}}\left(r_{n-1}, r_{n-1}\right)},  \tag{A5}\\
\beta_{n-1}=\frac{\left(r_{n}, r_{n}\right)}{\left(r_{n-1}, r_{n-1}\right)} . \tag{A6}
\end{gather*}
$$

Now we solve the $m$ sets of shifted linear equations $\left(A+\sigma_{i} I\right) x^{(i)}=b$ using the reference system $\left(A+\sigma_{s} I\right) x=b$, where $\sigma_{i}(i=1,2, \ldots, m)$ is a given set of sampling energy
points and $I$ is the identity matrix. It has been proved that the residual vector $r_{n}^{(i)}$ for the sampling energy points and the residual vector $r_{n}$ for the reference system are collinear:

$$
\begin{equation*}
r_{n}^{(i)}=\frac{1}{\pi_{n}^{(s, i)}} r_{n} \tag{A7}
\end{equation*}
$$

where $\pi_{n}^{(s, i)}$ is a scalar variable [17]. Using the collinear relation of Eq. (A7), the algorithm of the shifted COCG method is given as

$$
\begin{gather*}
\pi_{n+1}^{(s, i)}=\left(1+\frac{\beta_{n-1} \alpha_{n}}{\alpha_{n-1}}+\alpha_{n} \sigma_{i}\right) \pi_{n}^{(s, i)}-\frac{\beta_{n-1} \alpha_{n}}{\alpha_{n-1}} \pi_{n-1}^{(s, i)}  \tag{A8}\\
\alpha_{n}^{(i)}=\frac{\pi_{n}^{(s, i)}}{\pi_{n+1}^{(s, i)}} \alpha_{n}  \tag{A9}\\
\beta_{n-1}^{(i)}=\left(\frac{\pi_{n-1}^{(s, i)}}{\pi_{n}^{(s, i)}}\right)^{2} \beta_{n-1}  \tag{A10}\\
x_{n}^{(i)}=x_{n-1}^{(i)}+\alpha_{n-1}^{(i)} p_{n-1}^{(i)}  \tag{A11}\\
p_{n}^{(i)}=r_{n}^{(i)}+\beta_{n-1}^{(i)} p_{n-1}^{(i)} \tag{A12}
\end{gather*}
$$

where $\pi_{0}^{(s, i)}=\pi_{-1}^{(s, i)}=1$ and the other initial conditions are the same as those of the reference system. Using the information of the reference system, the shifted linear equations
$\left(A+\sigma_{i} I\right) x^{(i)}=b$ are readily solved. Note that the computational costs for Eqs. (A7)-(A12) are negligible because they consist of scalar-scalar and/or scalar-vector products. In addition, $\pi_{n-1}^{(s, i)}$ and $\pi_{n}^{(s, i)}$, as well as the elements of $x_{n}^{(i)}$ and $p_{n}^{(i)}$ required for the sampling energy points, are stored in memory during the iterations. The iterations are carried out until all norms of the residual vectors satisfy the convergence criterion.

When the residual vector of the reference system is small, the numerical precision of the residual vectors of the sampling energy points decreases. The seed switching technique replaces the reference system with the energy point having the residual vector with the largest norm among the sampling energy points to circumvent this numerical difficulty. It is obvious from Eqs. (A8)-(A12) that $\pi_{n}^{(s, i)}$ and $\pi_{n+1}^{(s, i)}$ have to be updated after the reference system changes, while $\alpha_{n}^{(i)}, \beta_{n}^{(i)}$, $x_{n}^{(i)}$, and $p_{n}^{(i)}$ are independent of the choice of the reference system. From the collinear relation of the residual vectors in Eq. (A7), $\pi_{n-1}^{(\widetilde{s}, i)}$ and $\pi_{n}^{(\tilde{s}, i)}$ are derived as

$$
\begin{equation*}
\pi_{k}^{(\widetilde{s}, i)}=\frac{\pi_{k}^{(s, i)}}{\pi_{k}^{(s, \tilde{s})}},(k=n-1 \text { and } n), \tag{A13}
\end{equation*}
$$

where $\tilde{s}$ is the index of the new reference system. The extension to switching to an arbitrary energy point $\sigma\left(\notin\left\{\sigma_{1}, \sigma_{2}, \ldots, \sigma_{m}\right\}\right)$ is also possible [10].
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