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Abstract. This paper is devoted to the functional analytic approach to the problem
of construction of Feller semigroups with sticky boundary condition on various spaces

of continuous functions, generalizing the previous work. More precisely we construct

Feller semigroups corresponding to such a diffusion phenomenon that a Markovian
particle moves continuously in the state space, sticking to the boundary.

1. Introduction and Results
Let D be a bounded domain of Euclidean space RN , N ≥ 2, with smooth bound-
ary ∂D. In this paper we consider a second-order, degenerate elliptic differential
operator A with real coefficients of the form

Au(x) =
N∑

i,j=1

aij(x)
∂2u

∂xi∂xj
(x) +

N∑
i=1

bi(x)
∂u

∂xi
(x) + c(x)u(x).

Here:
(1) aij(x) ∈ C∞(RN ), aij(x) = aji(x), x ∈ RN , and

N∑
i,j=1

aij(x)ξiξj ≥ 0, x ∈ RN , ξ ∈ RN .

(2) bi(x) ∈ C∞(RN ).
(3) c(x) ∈ C∞(RN ) and c(x) ≤ 0 in D.
In order to state our fundamental hypothesis for A, we introduce a function b(x′)

on the boundary ∂D by the formula (see [4])

b(x′) =
N∑

i=1

⎛
⎝bi(x′) −

N∑
j=1

∂aij

∂xj
(x′)

⎞
⎠ ni, x′ ∈ ∂D,

where n = (n1, n2, . . . , nN ) is the unit interior normal to the boundary ∂D at x′.
The function b(x′) is called the Fichera function for the operator A. We divide the
boundary ∂D into the following four disjoint subsets (cf. [4], [6], [7]):

Σ3 =

⎧⎨
⎩x′ ∈ ∂D :

N∑
i,j=1

aij(x′)ninj > 0

⎫⎬
⎭ .
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Σ2 =

⎧⎨
⎩x′ ∈ ∂D :

N∑
i,j=1

aij(x′)ninj = 0, b(x′) < 0

⎫⎬
⎭ .

Σ1 =

⎧⎨
⎩x′ ∈ ∂D :

N∑
i,j=1

aij(x′)ninj = 0, b(x′) > 0

⎫⎬
⎭ .

Σ0 =

⎧⎨
⎩x′ ∈ ∂D :

N∑
i,j=1

aij(x′)ninj = 0, b(x′) = 0

⎫⎬
⎭ .

Then our hypothesis for the operator A is stated as follows:
(H) ∂D = Σ2 ∪ Σ3 and each set Σi, i = 2, 3, consists of a finite number of

connected hypersurfaces.
It is worth pointing out here (see [6], [7], [8]) that we may impose a boundary

condition only on the set Σ2∪Σ3, since a Markovian particle reaches the boundary
∂D by means of the diffusion vector fields

±Xi(x) = ±
N∑

j=1

aij(x)
∂

∂xj
, 1 ≤ i ≤ N,

and the drift vector field

X0(x) =
N∑

i=1

⎛
⎝bi(x) −

N∑
j=1

∂aij

∂xj
(x)

⎞
⎠ ∂

∂xi
.

Now let C(D) be the Banach space of real-valued, continuous functions on the
closure D = D ∪ ∂D, equipped with the maximum norm

‖f‖ = max
x∈D

|f(x)|, f ∈ C(D).

A strongly continuous semigroup {Tt}t≥0 on the space C(D) is called a Feller
semigroup if it is nonnegative and contractive on C(D), that is,

f ∈ C(D), 0 ≤ f(x) ≤ 1 on D =⇒ 0 ≤ Ttf(x) ≤ 1 on D.

It is known (see [8]) that if {Tt}t≥0 is a Feller semigroup on C(D), then there exists
a unique Markov transition function pt(x, ·) on D such that

Ttf(x) =
∫

D

pt(x, dy)f(y), f ∈ C(D).

Furthermore, it can be shown that the function pt(x, ·) is the transition function
of some strong Markov process; hence the value pt(x, E) expresses the transition
probability that a Markovian particle starting at position x will be found in the set
E at time t.
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The purpose of this paper is to construct Feller semigroups on various spaces of
continuous functions on the closure D corresponding to such a diffusion phenom-
enon that a Markovian particle moves continuously in the state space D sticking
to the boundary, which generalizes the previous works Clément–Timmermanns [1]
and Taira [10].

Our starting result is the following generalization of [1, Theorem 2] to the mul-
tidimensional case (see also [3, Theorem 2.2] in the framework of analytic semi-
groups):

Theorem 1. Assume that the operator A satisfies hypotheses (H). Then there ex-
ists a Feller semigroup {Tt}t≥0 on C(D) whose infinitesimal generator A is char-
acterized as follows:

(1) The domain D(A) of A is the space

D(A) = {u ∈ C(D) : Au ∈ C(D), Au = 0 on ∂D}.
(2) Au = Au, u ∈ D(A).

Here Au is taken in the sense of distributions.

We emphasize that the operator A may be degenerate in the interior D, while
Clément–Timmermanns [1] and Favini–Romanelli [3] consider the case where the
operator A is degenerate at the boundary ∂D, but is not degenerate (elliptic) in
the interior D.

Rephrased, Theorem 1 asserts that we can construct a Feller semigroup corre-
sponding to such a diffusion phenomenon that the viscosity phenomenon occurs at
each point of the boundary. Indeed, it suffices to note that the boundary condition

Au = 0 on ∂D

is supposed to correspond to the viscosity phenomenon.
Secondly, we introduce a subspace of C(D) as follows:

Cπ(D) = {u ∈ C(D) : u is constant on ∂D}.
The next theorem asserts the existence of a Feller semigroup on the space Cπ(D):

Theorem 2. Assume that the operator A satisfies hypotheses (H). Then there
exists a Feller semigroup {St}t≥0 on Cπ(D) whose infinitesimal generator P is
characterized as follows:

(1) The domain D(P) of P is the space

D(P) = {u ∈ Cπ(D) : Au ∈ Cπ(D), Au = 0 on ∂D}.
(2) Pu = Au, u ∈ D(P).

Rephrased, Theorem 2 asserts that we can construct a Feller semigroup cor-
responding to such a diffusion phenomenon that a Markovian particle sticks the
boundary forever when it hits there for the first time.

Thirdly we introduce a subspace of Cπ(D) as follows:

C0(D) = {u ∈ C(D) : u = 0 on ∂D}.
The next theorem asserts the existence of a Feller semigroup on the space C0(D):
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Theorem 3. Assume that the operator A satisfies hypotheses (H). Then there ex-
ists a Feller semigroup {Ut}t≥0 on C0(D) whose infinitesimal generator C is char-
acterized as follows:

(1) The domain D(C) of C is the space

D(C) = {u ∈ C0(D) : Au ∈ C0(D)}.

(2) Cu = Au, u ∈ D(C).

Rephrased, Theorem 3 asserts that we can construct a Feller semigroup corre-
sponding to such a diffusion phenomenon that a Markovian particle is absorbed at
the first moment when it hits the boundary.

Summing up, we have the following commutative diagram:

D(A) A−−−−→ C(D)�⏐⏐ ⏐⏐�
D(P) P−−−−→ Cπ(D)�⏐⏐ ⏐⏐�
D(C) C−−−−→ C0(D)

We remark that, in the one-dimensional case, Theorems 2 and 3 may be also
compared with [3, Theorems 2.3 and 2.1], respectively, where the analyticity of the
semigroups {St}t≥0 and {Ut}t≥0 is investigated.

The proof of Theorems 1, 2 and 3 will be carried out in Section 3, by following
the proof of [10, Main Theorem]. In Section 2 we present a brief description of
the basic definitions and results about a class of semigroups, Feller semigroups,
associated with Markov processes in probability theory, which forms a functional
analytic background for the proof of Theorems 1, 2 and 3.

The authors are grateful to the referee for his careful reading of the manuscript
and many valuable suggestions. A major part of this work was done at the Uni-
versity of Bari in May, 1997 in the course of the JSPS–CNR exchange program.
The research of the first author is partially supported by Grant-in-Aid for General
Scientific Research (No. 10440050), Ministry of Education, Science and Culture of
Japan.

2. Theory of Feller Semigroups
This section provides a brief description of the basic definitions and results about
Feller semigroups, which forms a functional analytic background for the proof of
Theorems 1, 2 and 3 in Section 3. The results discussed here are adapted from
Dynkin [2], Lamperti [5] and also Taira [8].

2.1 Markov transition functions and Feller semigroups. Let (K, ρ) be a
locally compact, separable metric space and B the σ-algebra of all Borel sets in K.

A function pt(x, E), defined for all t ≥ 0, x ∈ K and E ∈ B, is called a (tem-
porally homogeneous) Markov transition function on K if it satisfies the following
four conditions:



TAIRA, FAVINI, AND ROMANELLI 5

(a) pt(x, ·) is a nonnegative measure on B and pt(x, K) ≤ 1 for each t ≥ 0 and
x ∈ K.

(b) pt(·, E) is a Borel measurable function for each t ≥ 0 and E ∈ B.
(c) p0(x, {x}) = 1 for each x ∈ K.
(d) (The Chapman-Kolmogorov equation) For any t, s ≥ 0, x ∈ K and E ∈ B,

we have the formula

pt+s(x, E) =
∫

K

pt(x, dy)ps(y, E). (2.1)

Here is an intuitive way of thinking about the above definition of a Markov transi-
tion function. The value pt(x, E) expresses the transition probability that a physical
particle starting at position x will be found in the set E at time t. Equation (2.1)
expresses the idea that a transition from the position x to the set E in time t + s
is composed of a transition from x to some position y in time t, followed by a
transition from y to the set E in the remaining time s; the latter transition has
probability ps(y, E) which depends only on y. Thus a particle “starts afresh”; this
property is called the Markov property .

We add a point ∂ to K as the point at infinity if K is not compact, and as an
isolated point if K is compact; so the space K∂ = K ∪ {∂} is compact.

Let C(K∂) be the Banach space of real-valued, continuous functions on K∂ with
the maximum norm

‖f‖ = max
x∈K∂

|f(x)|,

and introduce a closed subspace of C(K∂) as follows:

C0(K) = {f ∈ C(K∂) : f(∂) = 0} .

Then it is easy to see that

C0(K) =
{

f ∈ C(K) : lim
x→∂

f(x) = 0
}

.

Now we introduce some conditions on the measures pt(x, ·) related to continuity
in x ∈ K, for fixed t ≥ 0.

A Markov transition function pt(x, ·) is called a Feller function if the function

Ttf(x) =
∫

K

pt(x, dy)f(y)

is a continuous function of x ∈ K whenever f is in C(K), or equivalently, if we
have

f ∈ C(K) =⇒ Ttf ∈ C(K).

We say that pt(x, ·) is a C0-function if the space C0(K) is an invariant subspace
of C(K) for the operators Tt:

f ∈ C0(K) =⇒ Ttf ∈ C0(K).
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The Feller or C0-property deals with continuity of a Markov transition function
pt(x, ·) in x, and does not, by itself, have no concern with continuity in t. We give a
necessary and sufficient condition on pt(x, ·) in order that its associated operators
{Tt}t≥0 be strongly continuous in t on the space C0(K).

A Markov transition function pt(x, ·) on K is said to be uniformly stochastically
continuous on K if the following condition is satisfied: For each ε > 0 and each
compact E ⊂ K, we have

lim
t↓0

sup
x∈E

[1 − pt(x, Uε(x))] = 0,

where Uε(x) = {y ∈ K : ρ(x, y) < ε} is an ε-neighborhood of x.
Then we have the following result (see [8, Theorem 9.2.3]):

Theorem 2.1. Let pt(x, ·) be a C0-transition function on K. Then the associated
operators {Tt}t≥0, defined by the formula

Ttf(x) =
∫

K

pt(x, dy)f(y), f ∈ C0(K), (2.2)

are strongly continuous in t on C0(K) if and only if pt(x, ·) is uniformly stochasti-
cally continuous on K and satisfies the following condition:

(L) For each s > 0 and each compact E ⊂ K, we have the assertion

lim
x→∂

sup
0≤t≤s

pt(x, E) = 0.

A strongly continuous semigroup {Tt}t≥0 on the space C0(K) is called a Feller
semigroup on K if it is nonnegative and contractive on C0(K):

f ∈ C0(K), 0 ≤ f(x) ≤ 1 on K =⇒ 0 ≤ Ttf(x) ≤ 1 on K.

The next theorem gives a characterization of Feller semigroups in terms of
Markov transition functions (see [8, Theorem 9.2.6]):

Theorem 2.2. If pt(x, ·) is a uniformly stochastically continuous C0-transition
function on K and satisfies condition (L), then its associated operators {Tt}t≥0

form a Feller semigroup on K.
Conversely, if {Tt}t≥0 is a Feller semigroup on K, then there exists a uniformly

stochastically continuous C0-transition pt(x, ·) on K, satisfying condition (L), such
that formula (2.2) holds.

2.2 Generation theorems of Feller semigroups. The next theorem is a version
of the Hille–Yosida theorem adapted to the present context (see [8, Theorem 9.3.1
and Corollary 9.3.2]):

Theorem 2.3. (i) Let {Tt}t≥0 be a Feller semigroup on K and A its infinitesimal
generator. Then we have the following:

(a) The domain D(A) is dense in the space C0(K).



TAIRA, FAVINI, AND ROMANELLI 7

(b) For each α > 0, the equation (αI − A)u = f has a unique solution u in
D(A) for any f ∈ C0(K). Hence, for each α > 0, the Green operator (αI − A)−1 :
C0(K) → C0(K) can be defined by the formula

u = (αI − A)−1f, f ∈ C0(K).

(c) For each α > 0, the operator (αI −A)−1 is nonnegative on the space C0(K):

f ∈ C0(K), f(x) ≥ 0 on K =⇒ (αI − A)−1f(x) ≥ 0 on K.

(d) For each α > 0, the operator (αI −A)−1 is bounded on the space C0(K) with
norm

‖(αI − A)−1‖ ≤ 1
α

.

(ii) Conversely, if A is a linear operator from C0(K) into itself satisfying con-
dition (a) and if there is a constant α0 ≥ 0 such that, for all α > α0, conditions
(b) through (d) are satisfied, then A is the infinitesimal generator of some Feller
semigroup {Tt}t≥0 on K.

2.3 The spaces Cπ(D) and C0(D). First we consider a one-point compactification
of the domain D. Two points x and y of D are said to be equivalent modulo ∂D if
either x = y or x, y ∈ ∂D. On the totality D/∂D of equivalence classes, we define
the quotient topology induced by the projection q : D → D/∂D. Then it is easy to
see that the topological space D/∂D is a one-point compactification of the domain
K = D and that the point at infinity ∂ corresponds to the boundary ∂D, that is,

K∂ = D/∂D, ∂ = ∂D.

Furthermore, we have the following assertions:
(i) If ũ is a continuous function defined on D/∂D, then the function ũ ◦ q is

continuous on D and constant on ∂D.
(ii) Conversely, if u is a continuous function defined on D and constant on ∂D,

then it defines a continuous function ũ on D/∂D.
In other words, by letting

Cπ(D) = {u ∈ C(D) : u is constant on ∂D},

we have the following isomorphism:

C(K∂) ∼= Cπ(D). (2.3)

On the other hand, if we introduce a closed subspace of C(K∂) as

C0(K) = {u ∈ C(K∂) : u(∂) = 0} ,

then we have, by assertion (2.3),

C0(K) ∼= C0(D) = {u ∈ C(D) : u = 0 on ∂D}.
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3. Proof of Theorems 1, 2 and 3
The purpose of this section is to prove Theorems 1, 2 and 3, by adapting some
results of [9] and [10] to the present context.

3.1 Proof of Theorem 1. (I) First, we start by recalling the following existence
and uniqueness theorem for the degenerate Dirichlet problem in the framework of
Hölder spaces (see [9, Theorem 3.8]):

Theorem 3.1. Assume that hypothesis (H) is satisfied and that

c(x) < 0 on D

and

c∗(x) :=
N∑

i,j=1

∂2aij

∂xi∂xj
(x) −

N∑
i=1

∂bi

∂xi
(x) + c(x) < 0 on D.

Then, for each integer m ≥ 2, we can find a positive constant λ(m) depending on
m such that, for each λ ≥ λ(m), the Dirichlet problem

{
(A − λ)u = f in D,

u = ϕ on ∂D

has a unique solution u in Cm+θ(D) for any f ∈ C2m+2+2θ(D) and any ϕ ∈
C2m+4+2θ(∂D), with 0 < θ < 1.

The next theorem is an immediate consequence of Theorem 3.1 (see [10, Theorem
4.1]):

Theorem 3.2. If hypothesis (H) is satisfied, then, for each integer m ≥ 2, we can
find a positive constant α(m) depending on m such that, for each α ≥ α(m), the
Dirichlet problem {

(α − A)u = f in D,

u = ϕ on ∂D
(D)

has a unique solution u ∈ Cm+θ(D) for any f ∈ C2m+2+2θ(D) and any ϕ ∈
C2m+4+2θ(∂D), with 0 < θ < 1.

Indeed, it suffices to take a parameter α > 0 so large that

c∗(x) − α =
N∑

i,j=1

∂2aij

∂xi∂xj
(x) −

N∑
i=1

∂bi

∂xi
(x) + c(x) − α < 0 on D,

and also α ≥ λ(m).
If we take m = 2 and α ≥ α(2), then Theorem 3.2 allows us to introduce

two linear operators G0
α, called the Green operator , and Hα, called the harmonic

operator , respectively, by the formulas

G0
α :C6+2θ(D) −→ C2+θ(D)

f �−→ G0
αf
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and

Hα :C8+2θ(∂D) −→ C2+θ(D)
ϕ �−→ Hαϕ.

Here the function G0
αf ∈ C2+θ(D) is the unique solution of the problem{

(α − A)G0
αf = f in D,

G0
αf = 0 on ∂D,

(3.1)

and the function Hαϕ ∈ C2+θ(D) is the unique solution of the problem{
(α − A)Hαϕ = 0 in D,

Hαϕ = ϕ on ∂D.
(3.2)

(II) Secondly, in order to study problem (D) in the framework of the space of
continuous functions, we need the following result (see [10, Theorem 4.2]):

Theorem 3.3. (i) The operator G0
α can be uniquely extended to a nonnegative,

bounded linear operator from C(D) into itself, denoted again G0
α, with norm ‖G0

α‖ ≤
1/α.

(ii) The operator Hα can be uniquely extended to a nonnegative, bounded linear
operator from C(∂D) into C(D), denoted again Hα, with norm ‖Hα‖ = 1.

Moreover we introduce a linear operator

A : C(D) −→ C(D)
u �−→ Au,

with domain
D(A) = C2(D).

Then we know (see [10, Lemma 4.3]) that the operator A has its minimal closed
extension A in the space C(D).

The extended operators G0
α : C(D) → C(D) and Hα : C(∂D) → C(D) still

satisfy formulas (3.1) and (3.2) respectively in the following sense (see [10, Lemma
4.4]):

Lemma 3.4. (i) For any f ∈ C(D), the function G0
αf belongs to the domain D(A)

of A, and satisfies the conditions{
(αI − A)G0

αf = f,

G0
αf |∂D = 0.

(ii) For any ϕ ∈ C(∂D), the function Hαϕ belongs to the domain D(A), and
satisfies the conditions {

(αI − A)Hαϕ = 0,

Hαϕ|∂D = ϕ.

(iii) Furthermore, every function u ∈ D(A) can be written in the form

u = G0
α((αI − A)u) + Hα(u|∂D).

(III) Now we are in a position to prove Theorem 1 via the following result:
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Theorem 3.5. Assume that A satisfies hypothesis (H). We define a linear operator

A : C(D) −→ C(D)

as follows:
(1) D(A) = {u ∈ D(A) : Au = 0 on ∂D}.
(2) Au = Au, u ∈ D(A).
Then the operator A generates a Feller semigroup on C(D), and the Green op-

erator Gα = (αI −A)−1, α > 0, is given by the formula

Gαf = G0
αf +

1
α

Hα(f |∂D), f ∈ C(D). (3.3)

Proof. It suffices to verify conditions (a) through (d) of Theorem 2.3, with C0(K)
replaced by C(D), since C0(K) may be identified with C(K) if K is compact. The
proof is divided into four steps.

(1) First we verify condition (b). By parts (i) and (ii) of Lemma 3.4, we have,
for any f ∈ C(D),

Gαf ∈ D(A).

Furthermore, it follows that

A(Gαf) = AG0
αf +

1
α

AHα(f |∂D)

= αG0
αf − f + Hα(f |∂D),

so that
A(Gαf)|∂D = −f |∂D + f |∂D = 0.

This proves that Gαf ∈ D(A).
Next we prove that

Gα = (αI −A)−1, (3.4)

which verifies condition (b).
Since we have (αI − A)Gαf = f for all f ∈ C(D), in order to prove formula

(3.4) it suffices to show the injectivity of αI −A:

u ∈ D(A), (αI −A)u = 0 =⇒ u = 0.

By part (iii) of Lemma 3.4, we can write u ∈ D(A) in the form

u = G0
α

(
(α − A)u

)
+ Hα(u|∂D) = Hα(u|∂D), α > 0.

However, it follows that

0 = Au|∂D = AHα(u|∂D)|∂D = α(u|∂D),

so that
u|∂D = 0.
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This implies that
u = Hα(u|∂D) = 0 in D.

Summing up, we have proved formula (3.4).
(2) Secondly, by Theorem 3.3 it follows that

f ∈ C(D), f(x) ≥ 0 on D =⇒ G0
αf(x) ≥ 0, Hα(f |∂D)(x) ≥ 0 on D.

This verifies condition (c).
(3) Thirdly, we verify condition (d). If f ∈ C(D), then it follows from an

application of Lemma 3.4 that

(α − A)Gαf = (α − A)G0
αf +

1
α

(α − A)Hα(f |∂D)

= f in D

and also that
Gαf =

1
α

f on ∂D.

Moreover we remark that
min
x∈D

(α − c(x)) ≥ α,

since c(x) ≤ 0 in D.
Therefore, by applying the maximum principle, [9, Theorem 2.3], to the operator

A − α with u := Gαf and g := (1/α)(f |∂D) we obtain from [9, inequality (2.4)]
that

‖Gαf‖ ≤ 1
α
‖f‖.

This proves condition (d).
(4) It remains to verify the density of the domain D(A). Since C∞(D) is dense

in C(D), we may assume that f ∈ C∞(D). As a consequence of Theorem 3.2, it
follows that G0

αf ∈ C2(D) and Hα(f |∂D) ∈ C2(D). Hence we have, by formula
(3.3),

Gαf ∈ D(A) ∩ C2(D).

Furthermore, by part (iii) of Lemma 3.4 we can write f ∈ C∞(D) in the form

f = G0
α((α − A)f) + Hα(f |∂D).

Hence we have

αGαf − f = αG0
αf + Hα(f |∂D) − G0

α((α − A)f) − Hα(f |∂D)

= G0
α(Af).

However, it follows from an application of part (i) of Theorem 3.3 that

‖G0
α(Af)‖ ≤ 1

α
‖Af‖.
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Therefore, we have proved that

‖αGαf − f‖ = ‖G0
α(Af)‖ ≤ 1

α
‖Af‖,

and so
lim

α→+∞ αGαf = f in C(D).

This verifies condition (a), and Theorem 3.5 is proved.

(IV) Finally, we can prove that

D(A) = {u ∈ C(D) : Au ∈ C(D), Au = 0 on ∂D},
where Au is taken in the sense of distributions.

Indeed, let u be an arbitrary function in C(D) such that Au ∈ C(D) and Au = 0
on ∂D. Then we obtain that, for any α > 0 (sufficiently large), the function

w = u − Gα((α − A)u)

satisfies the conditions
(α − A)w = 0 in D,

and
w = u − 1

α
(αu − Au) = 0 on ∂D.

Hence it follows from an application of the uniqueness theorem for problem (D),
[9, Theorem 2.6], that w = 0. By formula (3.4), this implies that

u = Gα((α − A)u) ∈ D(A).

Now the proof of Theorem 1 is complete.

3.2 Proof of Theorem 2. For any f ∈ Cπ(D), the function

u = Gαf = G0
αf +

1
α

Hα(f |∂D)

satisfies the conditions { (α − A)u = f in D,

u =
1
α

f on ∂D,

and
Au = αu − f = 0 on ∂D.

This proves that u ∈ D(P), since f is constant on ∂D.
Therefore, Theorem 2 is an immediate consequence of Theorem 1.

3.3 Proof of Theorem 3. In a similar way, for any f ∈ C0(D), the function

u = G0
αf

satisfies the conditions {
(α − A)u = f in D,

u = 0 on ∂D,

and
Au = αu − f = 0 on ∂D,

which proves that u ∈ D(C). Hence, Theorem 3 follows from an application of
Theorem 1.
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