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Abstract. The purpose of this paper is to study a class of semilinear
elliptic boundary value problems with degenerate boundary conditions
which include as particular cases the Dirichlet and Robin problems. The
approach here is distinguished by the extensive use of the ideas and tech-
niques characteristic of the recent developments in the theory of partial
differential equations. By making use of the Leray–Schauder degree, we
prove very exact results on the number of solutions of our problem. The
results here extend earlier theorems due to Berger–Podolak, Castro–
Lazer and Ambrosetti–Mancini to the degenerate case.
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1. Introduction and Main Results

Let Ω be a bounded domain of Euclidean space R
N , N ≥ 2, with smooth

boundary ∂Ω; its closure Ω = Ω ∪ ∂Ω is an N -dimensional, compact smooth
manifold with boundary. Let A be a second-order, elliptic differential operator
with real coefficients such that

Au = −
N∑

i=1

∂

∂xi




N∑

j=1

aij(x)
∂u

∂xj



 + c(x)u. (1.1)

Here:

(1) aij ∈ C∞(Ω) and aij(x) = aji(x) for all x ∈ Ω and 1 ≤ i, j ≤ N , and
there exists a positive constant a0 such that

N∑

i,j=1

aij(x)ξiξj ≥ a0|ξ|
2 for all (x, ξ) ∈ Ω × R

N .
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(2) c ∈ C∞(Ω) and c(x) ≥ 0 in Ω.

Let B be a first-order, boundary condition with real coefficients such
that

Bu = a(x′)
∂u

∂ν

+ b(x′)u (1.2)

Here:

(3) a ∈ C∞(∂Ω) and a(x′) ≥ 0 on ∂Ω.
(4) b ∈ C∞(∂Ω) and b(x′) ≥ 0 on ∂Ω.
(5) ∂/∂ν is the conormal derivative associated with the operator A:

∂

∂ν

=
N∑

i,j=1

aij(x′)nj
∂

∂xi
,

where n = (n1, n2, . . . , nN ) is the unit exterior normal to the boundary
∂Ω.

Our fundamental hypotheses on the boundary condition B are the fol-
lowing:

(H.1) a(x′) + b(x′) > 0 on ∂Ω.
(H.2) b(x′) 6≡ 0 on ∂Ω.

It should be noticed that if a(x′) ≡ 0 and b(x′) ≡ 1 on ∂Ω (resp. a(x′) ≡ 1 on
∂Ω), then the boundary condition B is the Dirichlet condition (resp. Robin
condition). Moreover, it is easy to see that the boundary condition B is non-
degenerate (or coercive) if and only if either a(x′) > 0 on ∂Ω or a(x′) ≡ 0
and b(x′) > 0 on ∂Ω. Therefore, our boundary condition B is a degenerate
boundary value problem from an analytical point of view (cf. [13]). Amann
[2] studied the boundary value condition (1.2) in the non-degenerate case
where the boundary ∂Ω is the disjoint union of the two closed subsets M and
∂Ω \ M , each of which is an (N − 1) dimensional compact smooth manifold.

The intuitive meaning of condition (H.1) is that the absorption phe-
nomenon occurs at each point of the set M = {x′ ∈ ∂Ω : a(x′) = 0}, while
the reflection phenomenon occurs at each point of the set ∂Ω \ M = {x′ ∈
∂Ω : a(x′) > 0} (see [18]). On the other hand, condition (H.2) implies that
the boundary condition B is not equal to the purely Neumann condition.

In this paper we study the following semilinear homogeneous elliptic
boundary value problem: Given a function p(ξ) defined on R, find a function
u(x) in Ω such that





Au − p(u) = 0 in Ω,

Bu = a(x′)
∂u

∂ν

+ b(x′)u = 0 on ∂Ω.
(1.3)

In order to study the homogeneous problem (1.3) in the framework of
Hölder spaces, we consider the linear elliptic boundary value problem

{
Au = f in Ω,

Bu = 0 on ∂Ω
(1.4)
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in the framework of the Hilbert space L2(Ω). We associate with problem (1.4)
a densely defined, closed linear operator

A : L2(Ω) −→ L2(Ω)

as follows:

(1) D(A) = {u ∈ W 2,2(Ω) : Bu = 0 on ∂Ω}.
(2) Au = Au for every u ∈ D(A).

Here and in the following the Sobolev space W k,p(Ω) for k ∈ N and 1 < p <
∞ is defined as follows:

W k,p(Ω) = the space of functions u ∈ Lp(Ω) whose derivatives Dαu,

|α| ≤ k, in the sense of distributions are in Lp(Ω),

and its norm ‖ · ‖W k,p(Ω) is given by the formula

‖u‖W k,p(Ω) =




∑

|α|≤k

∫

Ω

|Dαu(x)|p dx




1/p

.

Then we have the following fundamental spectral results (i), (ii) and
(iii) of the operator A (see [19, Theorem 5.1]):

(i) The operator A is positive and selfadjoint in L2(Ω).
(ii) Let λj be the eigenvalues of the operator A that are arranged in an

increasing sequence

λ1 < λ2 ≤ . . . ≤ λj ≤ λj+1 . . . ,

each eigenvalue being repeated according to its multiplicity. The first
eigenvalue λ1 is positive and algebraically simple, and its corresponding
eigenfunction ϕ1 ∈ C∞(Ω) may be chosen to be strictly positive in Ω.
Namely, we have the assertions





Aϕ1 = λ1ϕ1 in Ω,

ϕ1 > 0 in Ω,

Bϕ1 = 0 on ∂Ω.

(iii) No other eigenvalues λj , j ≥ 2, have positive eigenfunctions.

To begin with, we state three well-known results about the homogeneous
problem (1.3) under Dirichlet condition. We impose the following three con-
ditions (P.1), (P.2) and (P.3) on the nonlinear term p(ξ):

(P.1) The function p(ξ) is real-valued and of class C2 on R.
(P.2) p(0) = 0.
(P.3) The limits p′(±∞) = limξ→±∞ p′(ξ) exist.

If the eigenvalues µj of the operator A in the Dirichlet case are arranged in
an increasing sequence

µ1 < µ2 ≤ . . . ≤ µj ≤ µj+1 . . . ,

then we have the following three results:



4 K. Taira

(I) If there exist two positive constants γ and γ′ and a positive integer n
such that

µn < γ ≤ p′(ξ) ≤ γ′ < µn+1 for all ξ ∈ R,

then the homogeneous problem (1.3) has only the trivial solution (Ham-
merstein [12, Satz 6]; Dolph [10, Theorem 3.1]; Castro–Lazer [7, Theo-
rem D]).

(II) If there exists a positive integer n such that

µn−1 < p′(0) < µn < p′(±∞) < µn+1

and if p(ξ) satisfies the condition

ξ p′′(ξ) > 0 for all ξ 6= 0,

then the homogeneous problem (1.3) has exactly two non-trivial solu-
tions (Casto–Lazer [7, Theorem B]; Ambrosetti–Mancini [3, Theorem
1.2]).

(III) Assume that p′′(ξ) > 0 on R, that the limit p′(−∞) = limξ→−∞ p(ξ)/ξ
exists and satisfies the condition

0 < p′(−∞) < µ1,

and further that the limit p′(+∞) = limξ→+∞ p(ξ)/ξ exists and satisfies
the condition

µ1 < p′(+∞) < µ2.

Then the homogeneous problem (1.3) has exactly one non-trivial solu-
tion if and only if p′(0) 6= µ1 (Berger– Podolak [6, Theorem 3]).

We recall that the result (I) has been generalized to the degenerate case
by Taira [24, Theorem 1.2]. The main purpose of this paper is to extend
the results (II) and (III) to the degenerate case, by using the previous works
Taira [20] through [24].

First, we impose the following three conditions (Q.1), (Q.2) and (Q.3)
on the nonlinear term p(ξ):

(Q.1) The function p(ξ) is real-valued and of class C2 on R, and p(0) = 0.
(Q.2) ξ p′′(ξ) > 0 for all ξ 6= 0.
(Q.3) The limits p′(±∞) = limξ→±∞ p(ξ)/ξ exist and there exists a positive

integer n such that

λn−1 < p′(0) < λn < p′(±∞) < λn+1. (1.5)

Example. A simple example of the nonlinear term p(ξ) is given by the formula

p(ξ) =





λ1+λ2

2

(
ξ + 1

2ξ − 4
3

)
for ξ > 1,

(
λ1+λ2

12

)
ξ3 for −1 ≤ ξ ≤ 1,

λ1+λ2

2

(
ξ + 1

2ξ + 4
3

)
for ξ < −1.

It is easy to verify that this function p(ξ) satisfies condition (1.5) for n = 1:

p′(0) = 0 < λ1, λ1 < p′(±∞) =
λ1 + λ2

2
< λ2.
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The next existence theorem is a generalization of the result (II) to the
degenerate case:

Theorem 1.1. Assume that the nonlinear term p(ξ) satisfies conditions (Q.1),
(Q.2) and (Q.3). Then the homogeneous problem (1.3) has exactly three so-
lutions, one trivial solution and exactly two non-trivial solutions u1, u2 ∈
C2+α(Ω) with exponent 0 < α < 1.

Rephrased, Theorem 1.1 asserts that the homogeneous problem (1.3)
has exactly two non-trivial solutions provided that p′(ξ) crosses only the
eigenvalue λn of A if |ξ| goes from 0 to ∞.

Remark 1.2. Ambrosetti–Prodi [4] considered the case where the range of
p′(ξ) contains only the first eigenvalue µ1 of the Dirichlet problem, and stud-
ied the non-homogeneous problem

{
Au − p(u) = h in Ω,

Bu = 0 on ∂Ω
(1.6)

in the framework of singularity theory in Banach spaces ([17, Section 6];
[25]). They characterized completely the solution structure of problem (1.6)
([4, Theorem 3.1], [5, Chapter 4, Theorem 2.4]; see also [6, Theorem 3]). Their
result is generalized to the degenerate case by Taira ([20, Theorem 1.1]).

Secondly, we consider the asymmetric case where the nonlinear term p(ξ)
has two different asymptotes as ξ → ±∞ ([20]). More precisely, in addition
to condition (Q.1), we impose the following three conditions (R.1), (R.2) and
(R.3) on the nonlinear term p(ξ):

(R.1) p′′(ξ) > 0 on R.
(R.2) The limit p′(−∞) = limξ→−∞ p(ξ)/ξ exists and satisfies the condition

0 < p′(−∞) < λ1.

(R.3) The limit p′(+∞) = limξ→+∞ p(ξ)/ξ exists and satisfies the condition

λ1 < p′(+∞) < λ2.

Example (K. Umezu). A simple example of the nonlinear term p(ξ) is given
by the formula

p(ξ) =

(
γ′ + γ′′

2

)
ξ +

√
1 +

(γ′′ − γ′)2

4
ξ2 − 1,

where γ′ and γ′′ are positive constants such that

0 < γ′ < λ1 < γ′′ < λ2.

It is easy to verify that this function p(ξ) satisfies the conditions

p′(−∞) = γ′, p′(+∞) = γ′′, p′(0) =
γ′ + γ′′

2
.

The next existence theorem is a generalization of the result (III) to the
degenerate case:
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Theorem 1.3. In addition to condition (Q.1), we assume that the nonlinear
term p(ξ) satisfies conditions (R.1), (R.2) and (R.3). Then the homogeneous
problem (1.3) has exactly two solutions, one trivial solution and exactly one
non-trivial solution u ∈ C2+α(Ω) with exponent 0 < α < 1 if and only if the
nonlinear term p(ξ) satisfies the condition

p′(0) 6= λ1. (1.7)

Rephrased, Theorem 1.3 asserts that the homogeneous problem (1.3)
has exactly one non-trivial solution provided that p′(ξ) crosses only the first
eigenvalue λ1 of A with p′(0) 6= λ1 if ξ goes from −∞ to +∞.

The rest of this paper is organized as follows. In Section 2 we summa-
rize the basic facts about the Leray–Schauder degree introduced by Leray–
Schauder [14] (Theorems 2.1 and 2.2)). In Section 3 we prove Theorem 1.1, by
calculating explicitly the Leray–Schauder index (Lemma 3.6) and the Leray–
Schauder degree (Proposition 3.4) in Banach space, just as in Ambrosetti–
Mancini [3]. The essential step in the proof is Lemma 3.5 which asserts that
the Fréchet derivative DΦ of a nonlinear map Φ associated with the homo-
geneous problem (1.3) is invertible. It should be emphasized that our proof
of Theorem 1.1 is based on the previous works [18], [20] and [21]. In partic-
ular, we make use of the comparison property of eigenvalues for degenerate
elliptic boundary value problems with indefinite weights ([20, Corollary 3.6]).
Section 4 is devoted to the proof of Theorem 1.3, which is inspired by Berger–
Podolak [6, Theorem 3]. We apply [20, Theorem 1.1] (see Theorem 4.1) to
our situation.

The crucial point in our variational approach is to generalize the classical
variational approach to eigenvalue problems with indefinite weights (cf. [9])
to the degenerate case, by using the theory of fractional powers of analytic
semigroups. In fact, since the operator A is positive and selfadjoint in the
Hilbert space L2(Ω), we can define its square root C = A1/2 by the formula

Cu = −
1

π

∫ ∞

0

s−1/2 (sI + A)−1
Au ds for all u ∈ D(A),

and introduce an underlying Hilbert space H as follows ([20, Theorem 3.1]):

H = the domain D(C) with the inner product

(u, v)H = (Cu, Cv)L2(Ω) for all u, v ∈ D(C)

= the completion of the domain D(A) with respect to the inner product

(Au, v)L2(Ω) =

N∑

i,j=1

∫

Ω

aij(x)
∂u

∂xi

∂v

∂xj
dx +

∫

Ω

c(x)u · v dx

+

∫

{a(x′) 6=0}

b(x′)

a(x′)
u · v dσ for all u, v ∈ D(A).

Here the last term on the right-hand side is an inner product of the Hilbert
space L2(∂Ω) on the boundary ∂Ω.
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The following diagram gives a bird’s eye view of the right Hilbert space
H for the variational approach (cf. [11]):

B H a(x′) and b(x′)

The Dirichlet case W 1,2
0 (Ω) a(x′) ≡ 0 and b(x′) ≡ 1 in Ω

The Robin case W 1,2(Ω) a(x′) ≡ 1 and b(x′) 6≡ 0 in Ω

The degenerate case D(A1/2) (H.1) and (H.2)

2. Topological Degree in Banach Space

The Leray–Schauder degree is an important topological tool introduced by
Leray and Schauder [14] in the study of nonlinear partial differential equa-
tions. The non-triviality of the degree guarantees the existence of a fixed
point of the compact mapping in the domain. It should be emphasized that
the more precisely we know the degree the sharper we can estimate the num-
ber of fixed points. This opens a door to the study of multiple solutions in
nonlinear analysis (cf. [8], [15], [16], [17], [26]).

The Leray–Schauder degree is an extension of the Brouwer degree to
mappings defined on an infinite dimensional real Banach space. The Brouwer
fixed-point theorem asserts that a continuous map f of a closed, bounded
convex set K ⊂ R

n into itself has a fixed point. This is no longer true in
infinite dimensions. In infinite-dimensional spaces, we must require more of
f than mere continuity.

Let X be a real Banach space and let Ω be a bounded, open subset of
X with boundary ∂Ω. A continuous map f : Ω → X is said to be compact
if it maps bounded sets in Ω into relatively compact sets of X . It should be
emphasized that f : Ω → X is compact if and only if f is a uniform limit of
mappings whose ranges lie in finite-dimensional subspaces.

The Leray–Schauder degree deg (f, Ω, p) of a compact perturbation f =
I−K of the identity map I at a point p ∈ X and relative to Ω can be defined
by an analogue of the Galerkin approximation procedures, by assuming that

f(x) 6= p on ∂Ω.

Similar to the Brouwer degree, the Leray–Schauder degree enjoys the
following properties:

(I) Normalization: If I : X → X is the identity map, then we have the
assertion

deg (I, Ω, p) =

{
1 if p ∈ Ω,

0 if p 6∈ Ω.

(II) Homotopy Invariance: Let Ω be a bounded open set in X . If K : Ω ×
[0, 1] → X is compact and if a point p ∈ X satisfies the condition

x − K(x, t) 6= p for all x ∈ ∂Ω and 0 ≤ t ≤ 1,

then it follows that deg (I − K(·, t),Ω, p) is independent of t.
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(III) Translation Invariance: For each point p ∈ X , we have the formula

deg (I − K, Ω, p) = deg (I − K − p, Ω, 0).

(IV) Domain Additivity: If Ω1 and Ω2 are two open subsets in Ω such that
Ω1 ∩ Ω2 = ∅ and satisfy the condition

x − Kx 6= p for all x ∈ Ω \ (Ω1 ∪ Ω2),

then we have the formula

deg (I − K, Ω, p) = deg (I − K, Ω1, p) + deg (I − K, Ω2, p).

The next theorem is a generalization of Kronecker’s existence theorem
for the Brouwer degree (see [8, Section 3.4]):

Theorem 2.1. Let Ω be a bounded open subset of a real Banach space X and
let K : Ω → X be compact. If p0 6∈ (I − K)(∂Ω) and deg (I − K, Ω, p0) 6= 0,
then there exists a point x0 ∈ Ω such that (I −K)x0 = p0. In other words, if
p0 ∈ X satisfies the condition

deg (I − K, Ω, p0) 6= 0,

then there exists a point x0 in the closure Ω such that (I − K)x0 = p0.

Let φ be a mapping of the closure Ω = Ω∪∂Ω into X such that φ(x) 6= 0
on ∂Ω. Assume that

φ ∈ C1(Ω,X),

K = I − φ : Ω → X is compact.

If x0 is an isolated solution of the equation φ(x) = 0 and if the Fréchet
derivative Dφ(x0) = I −DK(x0) is invertible, we define the Leray–Schauder
index of the map φ at x0, i(φ, x0, 0), by the formula

i(φ, x0, 0) = deg (φ,B(x0, ε), 0),

where the open ball B(x0, ε) of radius ε about x0 is chosen so that it contains
no other solution of the equation φ(x) = 0. It should be emphasized that the
Leray–Schauder index i(φ, x0, 0) does not depend on the special choice of ε.

The next index theorem plays an essential role in the proof of Theorem
1.1 (see [16, Theorem 2.8.1]):

Theorem 2.2 (the index theorem). Let X be a real Banach space and let Ω
be a bounded open set in X. If φ is a mapping of the closure Ω = Ω∪∂Ω into
X such that φ(x) 6= 0 on ∂Ω and if it satisfies the conditions

φ ∈ C1(Ω,X),

K = I − φ : Ω −→ X is compact,

then we have the formula for the Leray–Schauder index i(φ, x0, 0)

i(φ, x0, 0) = (−1)β ,

where
β =

∑

µj>1

βj ,



Elliptic Problems with Degenerate Boundary Conditions 9

βj being the algebraic multiplicity of the eigenvalue µj of the Fréchet deriva-
tive DK(x0) = I − Dφ(x0).

3. Proof of Theorem 1.1

This section is devoted to the proof of Theorem 1.1. Our proof is inspired
by Ambrosetti–Mancini [3, Theorem 1.2], and the crucial point in the proof
is how to calculate the Leray–Schauder degree. The proof is based on the
comparison property of eigenvalues for degenerate elliptic boundary value
problems with indefinite weights ([20, Corollary 3.6]). The proof is divided
into six steps.

Step I: We let
X = C1(Ω),

and transpose the homogeneous problem (1.3) into an equivalent nonlinear
operator equation in X .

By using [18, Theorem 1.2] with ϕ := 0, we can define a linear operator
(resolvent)

L : X −→ X

as follows: For each function u ∈ X , the function v = Lu ∈ C2+α(Ω) is the
unique solution of the boundary value problem





Av = u in Ω,

Bv = a(x′)
∂v

∂ν

+ b(x′)v = 0 on ∂Ω.

By the Ascoli–Arzelà theorem, it follows (see [19, Subsection 3.4]) that the
resolvent L : X → X is compact.

Moreover, since the function p(ξ) is of class C2 on R, we can introduce
a nonlinear map

P : X −→ X

by the formula
P (u) = p(u) for every u ∈ X.

The operator P is called the Nemytskii operator associated with the nonlinear
term p(u).

Then it is easy to see that the homogeneous problem (1.3) is equivalent
to the following operator equation:

Φ(u) = u − L(P (u)) = 0 in X. (3.1)

Indeed, if a function u ∈ X = C1(Ω) satisfies equation (3.1), then it follows
from an application of [18, Theorem 1.2] that

u = L(P (u)) ∈ C2+α(Ω),

since P (u) ∈ C1(Ω).
First, the next lemma is an essential step in the proof of Theorem 1.1:

Proposition 3.1. Any solution u of the equation Φ(u) = 0 is non-singular,
that is, the Fréchet derivative DΦ(u) is invertible.
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Proof. If u ∈ X is an arbitrary solution of Φ(u) = u − L(P (u)) = 0, then it
follows that u ∈ C2+α(Ω) and further that

{
Au = p(u) in Ω,

Bu = 0 on ∂Ω.

It is easy to see that the Fréchet derivative DΦ(u) is given by the formula

DΦ(u)v = v − L (p′(u)v) for every v ∈ X. (3.2)

We remark that the Fréchet derivative DΦ(u) enjoys the Fredholm alterna-
tive, since L : X → X is compact and p′(ξ) is of class C1 and bounded on
R.

Therefore, we have only to show that DΦ(u) is injective. Namely, we
have only to show that the linearized problem with the weight p′(u)

{
Av = p′(u)v in Ω,

Bv = 0 on ∂Ω
(3.3)

has only the trivial solution.
Case (a): We consider the case where u 6= 0. First, we have, by conditions

(Q.2) and (Q.3),
p′(ξ) < λn+1 for all ξ ∈ R,

and so,
p′(u(x)) < λn+1 for all x ∈ Ω.

Hence it follows from an application of the comparison property of eigenvalues
that

λn+1(p
′(u)) > 1. (3.4)

If we introduce a function ϕ(ξ) defined on R by the formula

ϕ(ξ) =





p(ξ)

ξ
if ξ 6= 0,

p′(0) if ξ = 0,
(3.5)

then it follows from condition (Q.1) that ϕ ∈ C1(R). Moreover, we have, by
problem (1.3), 




Au =

p(u)

u
· u = ϕ(u)u in Ω,

Bu = 0 on ∂Ω.

This proves that
λj(ϕ(u)) = 1 for some j ≥ 1.

On the other hand, since we have, by conditions (Q.2) and (1.5),

λn−1 < ϕ(u(x)) < λn+1 for all x ∈ Ω,

it follows from an application of the comparison property of eigenvalues that

λn−1(ϕ(u)) < 1 < λn+1(ϕ(u)).

Hence we have the assertion

λn(ϕ(u)) = 1. (3.6)
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Moreover, we have, by conditions (Q.2) and (Q.3),

ϕ(u(x)) < p′(u(x)) for all x ∈ Ω,

it follows from assertion (3.6) that

λn(p′(u)) < λn(ϕ(u)) = 1. (3.7)

Therefore, by combining assertions (3.4) and (3.7) we obtain that

λn(p′(u)) < 1 < λn+1(p
′(u)), (3.8)

that is, 1 is not en eigenvalue of problem (3.3). This proves that problem
(3.3) has only the trivial solution for u 6= 0.

Case (b): Secondly, we consider the case where u = 0. It suffices to show
that the linearized problem with the weight p′(0)

{
Av = p′(0)v in Ω,

Bv = 0 on ∂Ω
(3.9)

has only the trivial solution.
Since we have, by condition (1.5),

λn−1 < p′(0) < λn,

it follows from an application of the comparison property of eigenvalues that

λn−1(p
′(0)) < 1 < λn(p′(0)). (3.10)

Therefore, we obtain that 1 is not en eigenvalue of problem (3.9). This
proves that problem (3.3) has only the trivial solution for u = 0.

The proof of Proposition 3.1 is complete. �

Step II: We calculate the Leray–Schauder index i(Φ, u, 0):

Proposition 3.2. The Leray–Schauder index i(Φ, u, 0) is given by the formula

i(Φ, u, 0) =

{
(−1)n−1 if u = 0,

(−1)n if u 6= 0.
(3.11)

Proof. We apply the index theorem (Theorem 2.2) to the nonlinear map Φ.
First, we consider the case where u 6= 0. In view of formula (3.2), we

have only to study the eigenvalues λ > 1 of the operator L (p′(u)).
It is easy to see that

L(p′(u))v = λv ⇐⇒

{
λAv = p′(u)v in Ω,

Bv = 0 on ∂Ω

⇐⇒





Av =
1

λ
p′(u)v in Ω,

Bv = 0 on ∂Ω.

Hence we have, for j ≥ 1,

1

λ
= λj(p

′(u)) < 1 ⇐⇒ λ =
1

λj(p′(u))
> 1

⇐⇒ λj(p
′(u)) < 1.
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However, it follows from assertion (3.8) that

λ1(p
′(u)) < λ2(p

′(u)) ≤ . . . ≤ λn(p′(u)) < 1 < λn+1(p
′(u)),

so that the number of eigenvalues λj(p
′(u)) less than 1 is equal to n.

Therefore, by applying Theorem 2.2 to the map Φ we obtain that

i(Φ, u, 0) = (−1)n if u 6= 0.

Next, we consider the case where u = 0. By assertion (3.10), it follows
that

λ1(p
′(0)) < λ2(p

′(0)) ≤ . . . ≤ λn−1(p
′(0)) < 1 < λn(p′(0)),

so that the number of eigenvalues λj(p
′(u)) less than 1 is equal to n − 1. By

Theorem 2.2, this proves that

i(Φ, u, 0) = (−1)n−1 if u = 0.

The proof of Proposition 3.2 is complete. �

Step III: We prove that the set of solutions u of the equation Φ(u) = 0
is bounded in the space X = C1(Ω):

Proposition 3.3. There exists a positive constant R0 such that

Σ = {u ∈ X : Φ(u) = 0} ⊂ BX(0, R0),

where BX(0, R0) = {u ∈ X : ‖u‖X < R0} is the open ball of radius R0 about
0.

Proof. Assume, to the contrary, that there exists a sequence {uk} in X such
that Φ(uk) = 0 and further that

‖uk‖X −→ ∞ as k → ∞.

If we let

zk(x) =
uk(x)

‖uk‖X

for every x ∈ Ω,

then we obtain that {
Azk − ϕ(uk)zk = 0 in Ω,

Bzk = 0 on ∂Ω,
(3.12)

where ϕ(ξ) is the continuous function on R defined by formula (3.5).
Since we have, by conditions (Q.2) and (1.5),

λn−1 < ϕ(uk(x)) < λn+1 for all x ∈ Ω,

and since ‖uk‖X → ∞ as k → ∞, it follows that the functions

ϕ(uk(x))zk(x)

are bounded in the space C(Ω). By applying [18, Theorem 1.1] for p > N/(1−
α), we obtain from the equation

zk = L (ϕ(uk)zk) in Ω
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that the sequence {zk} is bounded in the Hölder space C1+α(Ω). Namely, we
have, for some positive constant C,

‖zk‖C1+α(Ω) ≤ C.

Indeed, it follows from an application of Sobolev’s imbedding theorem (see
[1, Theorem 4.12, Part II]) that we have the imbedding

W 2,p(Ω) ⊂ C2−N/p(Ω) ⊂ C1+α(Ω),

for p > N/(1 − α).
Therefore, by the Ascoli–Arzelà theorem we may assume that the se-

quence {zk} itself converges to some function z∗ in the space C1(Ω) as k → ∞:

zk −→ z∗ in C1(Ω) as k → ∞.

We remark here that the limit function z∗(x) satisfies the condition

‖z∗‖X = lim
n→∞

‖zk‖X = 1, (3.13)

and also the boundary condition

Bz∗ = lim
n→∞

Bzk = 0 on ∂Ω. (3.14)

On the other hand, by multiplying equation (3.12) by an arbitrary test
function w ∈ C∞

0 (Ω) and integrating over Ω we obtain that

−
N∑

i,j=1

∫

Ω

aij(x)
∂zk

∂xi

∂w

∂xj
dx −

∫

Ω

c(x)zkw dx +

∫

Ω

ϕ(uk)zkw dx = 0. (3.15)

However, we have, by condition (Q.3),




(a) z∗(x) < 0 =⇒ uk(x) = zk(x) ‖uk‖X −→ −∞ as k → ∞

=⇒ limn→∞ ϕ(uk(x)) = limn→∞
p(uk(x))

uk(x)
= p′(−∞);

(b) z∗(x) > 0 =⇒ uk(x) = zk(x) ‖uk‖X −→ +∞ as k → ∞

=⇒ limn→∞ ϕ(uk(x)) = limn→∞
p(uk(x))

uk(x)
= p′(+∞);

(c) z∗(x) = 0 =⇒ limn→∞ zk(x)ϕ(uk(x)) = 0.

Hence, if we define a function m(x) by the formula

m(x) =






p′(+∞) if z∗(x) > 0,
λn + λn+1

2
if z∗(x) = 0,

p′(−∞) if z∗(x) < 0,

(3.16)

then it follows that

ϕ(uk(x))zk(x) −→ m(x)z∗(x) in Ω as k → ∞. (3.17)

Therefore, by applying the Lebesgue bounded convergence theorem we obtain
from equation (3.15) that

− (Az∗, w)L2(Ω) + (m(x)z∗, w)L2(Ω) (3.18)
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= −
N∑

i,j=1

∫

Ω

aij(x)
∂z∗

∂xi

∂w

∂xj
dx −

∫

Ω

c(x)z∗w dx +

∫

Ω

m(x)z∗w dx

= 0 for all w ∈ C∞
0 (Ω).

By combining three formulas (3.13), (3.14) and (3.18), we have proved that
the non-trivial function z∗(x) satisfies the conditions

{
Az∗ = m(x) z∗ in Ω,

Bz∗ = 0 on ∂Ω.

This proves that

λj(m) = 1 for some j ≥ 1. (3.19)

However, since we have, by conditions (Q.2) and (1.5),

λn < m(x) < λn+1 for almost all x ∈ Ω,

it follows from an application of the comparison property of eigenvalues that

λn(m) < 1 < λn+1(m).

This contradicts assertion (3.19).
Summing up, we have proved that the sequence {uk} in bounded in the

space X = C1(Ω).
The proof of Proposition 3.3 is complete. �

Step IV: We calculate the Leray–Schauder degree deg (Φ, BX(0, R), 0)
for some R > R0:

Proposition 3.4. There exists a positive constant R > R0 such that the Leray–
Schauder degree deg (Φ, BX(0, R), 0) is given by the formula

deg (Φ, BX(0, R), 0) = (−1)n. (3.20)

Proof. The proof of Proposition 3.4 is divided into four steps.
(1) We let

m∗ = max {p′(+∞), p′(−∞)} , (3.21)

and define a linear operator

L̃ : X −→ X

by the formula

L̃v = L(m∗v) for every v ∈ X.

Moreover, we introduce a one-parameter family {H(·, t)}0≤t≤1 of mappings
as follows:

H(u, t) = (1 − t)Φ(u) + t(u − L̃u) for every u ∈ X.

The next lemma is an essential step in the proof of Proposition 3.4:

Lemma 3.5. There exists a positive constant R > R0 such that we have, for
all ‖u‖X = R and all t ∈ [0, 1],

H(u, t) 6= 0.
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Proof. Assume, to the contrary, that there exist a sequence {tk} in [0, 1] and
a sequence {uk} in X such that

H(uk, tk) = (1 − tk)Φ(uk) + tk(uk − L̃uk) = 0,

‖uk‖X −→ +∞ as k → ∞.

If we let

zk(x) =
uk(x)

‖uk‖X

for every x ∈ Ω,

then we obtain that

(1 − tk) (zk − L(ϕ(uk)zk)) + tk(zk − L̃zk) = 0,

where ϕ(ξ) is the continuous function on R defined by formula (3.5). Hence
we have the formula

zk = (1 − tk)L(ϕ(uk)zk) + tk L̃zk.

This implies that
{

Azk = (1 − tk)ϕ(uk)zk + tk m∗ zk, in Ω,

Bzk = 0 on ∂Ω.
(3.22)

Since ϕ(ξ) is bounded on R, it follows that the functions

(1 − tk)ϕ(uk(x))zk(x) + tk m∗ zk(x)

are bounded in the space C(Ω). Just as in the proof of Proposition 3.3, we
obtain from the equation

zk = L ((1 − tk)ϕ(uk)zk + tk m∗ zk) in Ω

that the sequence {zk} is bounded in the Hölder space C1+α(Ω). Namely, we
have, for some positive constant C,

‖zk‖C1+α(Ω) ≤ C.

Hence, by the Ascoli–Arzelà theorem we may assume that the sequence
{zk} itself converges to some function z∗ in the space C1(Ω) as k → ∞, and
further we may assume that the sequence {tk} itself converges to some point
t0 in the interval [0, 1] as k → ∞:

zk −→ z∗ in C1(Ω) as k → ∞, (3.23)

tk −→ t0 in [0, 1] as k → ∞. (3.24)

Therefore, by passing to the limit in problem (3.22) we obtain from
assertions (3.17), (3.23) and (3.24) that the limit function z∗(x) satisfies the
conditions 





Az∗ = ((1 − t0)m(x) + t0 m∗) z∗, in Ω,

Bz∗ = 0 on ∂Ω,

z∗(x) 6≡ 0 in Ω,

where m(x) is the function defined by formula (3.16). This proves that

λj((1 − t0)m(x) + t0 m∗) = 1 for some j ≥ 1. (3.25)
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On the other hand, we have, by condition (1.5),

λn < (1 − t0)m(x) + t0 m∗ < λn+1 for almost all x ∈ Ω.

Hence it follows an application of the comparison property of eigenvalues that

λn((1 − t0)m(x) + t0 m∗) < 1,

λn+1((1 − t0)m(x) + t0 m∗) > 1,

so that

λn((1 − t0)m(x) + t0 m∗) < 1 < λn+1((1 − t0)m(x) + t0 m∗). (3.26)

This contradicts formula (3.25).

The proof of Lemma 3.5 is complete. �

(2) By virtue of Lemma 3.5, it follows from an application of the homo-
topy invariance of the degree that

deg (Φ, BX(0, R), 0) = deg (H(·, 0), BX(0, R), 0) (3.27)

= deg (H(·, 1), BX(0, R), 0)

= deg (I − L̃, BX(0, R), 0).

(3) We calculate the degree deg(I − L̃, BX(0, R), 0) for R > R0:

Lemma 3.6. The degree deg (I − L̃, BX(0, R), 0) is given by the formula

deg (I − L̃, BX(0, R), 0) = (−1)n. (3.28)

Proof. We apply the index theorem (Theorem 2.2) to the operator I − L̃. To

do this, we study the eigenvalues λ > 1 of the operator L̃ = m∗ L.

It is easy to see that

L̃v = λ v ⇐⇒





Av =
m∗

λ
v in Ω,

Bv = 0 on ∂Ω.

Hence we have, for j ≥ 1,

λj =
m∗

λ
, λ > 1 ⇐⇒ λ =

m∗

λj
> 1 ⇐⇒ λj < m∗.

However, we obtain from formula (3.21) and assertion (3.26) with t0 := 1
that

λ1 < λ2 ≤ . . . ≤ λn < m∗ < λn+1,

so that the number of eigenvalues λj less than m∗ is equal to n. By Theorem
2.2, this proves the desired formula (3.28). �

(4) The desired formula (3.20) follows by combining formulas (3.27) and
(3.28).

The proof of Proposition 3.4 is complete. �
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Step V: We prove that the set

Σ = {u ∈ X : Φ(u) = 0} = {u ∈ X : u − L(P (u)) = 0}

is a finite set. To do this, it suffices to show that Σ is discrete and sequentially
compact.

First, we find from Proposition 3.1 that the Fréchet derivative DΦ(u) =
I − L(p′(u)) is invertible at every point u of Σ. This implies that the set Σ
consists of isolated points, that is, it is discrete.

Furthermore, it is easy to see that Σ is sequentially compact. Indeed,
if {un} is an arbitrary sequence in Σ, then it follows from an application of
Proposition 3.3 that {un} is bounded in X . However, since P (·) : X → X is
continuous and since L : X → X is compact, we obtain that the sequence
{L(P (un)} contains a convergent subsequence in X . This proves that the
sequence {un} = {L(P (un))} contains a convergent subsequence in X .

Step VI: We prove that the homogeneous problem (1.3) has exactly
three solutions.

Since the homogeneous problem (1.3) has one trivial solution, by Step
V we may assume that

{u ∈ X : Φ(u) = 0} = {0, u1, u2, . . . , us} .

Then, by using formula (3.11) (Lemma 3.6) and the domain additivity of the
degree we find that

deg (Φ, BX(0, R), 0) = (−1)n−1 + s(−1)n = (s − 1)(−1)n.

Hence it follows from formula (3.20) (Proposition 3.4) that s = 2, that is,

{u ∈ X : Φ(u) = 0} = {0, u1, u2} .

Summing up, we have proved that the homogeneous problem (1.3) has
exactly three solutions, one trivial solution and exactly two non-trivial solu-
tions u1, u2 ∈ C2+α(Ω).

Now the proof of Theorem 1.1 is complete.

4. Proof of Theorem 1.3

This final section is devoted to the proof of Theorem 1.3. We remark that
the homogeneous problem (1.3) has one trivial solution. The proof is divided
into three steps.

Step I: We consider the semilinear non-homogeneous boundary value
problem 




Au − p(u) = h in Ω,

Bu = a(x′)
∂u

∂ν

+ b(x′)u = 0 on ∂Ω.
(4.1)

We let

X = C2+α
B (Ω) =

{
u ∈ C2+α(Ω) : Bu = 0 on ∂Ω

}
,

Y = Cα(Ω),
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and introduce a nonlinear map

F : X −→ Y

by the formula

F (u) = −Au + p(u) for every u ∈ X.

Then it is easy to see that problem (4.1) has a solution u ∈ C2+α(Ω) if and
only if the operator equation

F (u) = −h

has a solution u ∈ X , and further that the homogeneous problem (1.3) is
equivalent to the operator equation F (u) = 0.

The essential step in the proof of Theorem 1.3 is the following existence
theorem (see [20, Theorem 1.1]) which gives very exact results on the number
of solutions of problem (4.1):

Theorem 4.1. Let the nonlinear term p(ξ) be as in Theorem 1.3. Then there
exist a C1 manifold Y1 of codimension one in Y = Cα(Ω) and two disjoint
open subsets Y0 and Y2 of Y such that

Y = Y0 ∪ Y1 ∪ Y2

with the following two properties:

(i) Problem (4.1) has a unique solution u ∈ C2+α(Ω) for any function
h ∈ Y1.

(ii) Problem (4.1) has exactly two solutions u1, u2 ∈ C2+α(Ω) for any func-
tion h ∈ Y2, while problem (4.1) has no solution for any function h ∈ Y0.

It should be noticed (see [20, Theorem 2.3]) that the C1 manifold Y1 is
given by the formula Y1 = F (Σ′) where

Σ′ = {u ∈ X : the Fréchet derivative DF (u) is not invertible} .

Step II: We prove that if the homogeneous problem (1.3) has exactly
one non-trivial solution u ∈ C2+α(Ω), then p′(0) 6= λ1.

Since the homogeneous problem (1.3) has at least one trivial solution
u = 0, we have only to show that

p′(0) = λ1 =⇒ h = 0 ∈ Y1.

However, it is easy to verify that the Fréchet derivative DF (0) at u = 0 is
given by the formula (cf. formula (3.2))

DF (0)v = (−A + p′(0)) v for every v ∈ X.

Hence, if p′(0) = λ1, we have the assertions
{

0 ∈ Σ′,

0 = F (0) ∈ F (Σ′) = Y1.

This implies that h = 0 ∈ Y1.
Step III: We prove that

h = 0 ∈ Y1 =⇒ p′(0) = λ1.
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This implies that if p′(0) 6= λ1, then the homogeneous problem (1.3) has one
trivial solution and exactly one non-trivial solution u ∈ C2+α(Ω).

To do this, we make use of the following orthogonal decomposition of
Y (see [21, formula (3.2)]):

Y = Cα(Ω) (4.2)

= {u ∈ X : (A − λ1)u = 0 in Ω} ⊕ {(A − λ1)u : u ∈ X}

:= span [φ1] ⊕ W.

Here we recall that φ1 is the eigenfunction of the operator A in C2+α(Ω) such
that 




Aφ1 = λ1φ1 in Ω,

φ1 > 0 in Ω,

Bφ1 = 0 on ∂Ω,

and that

W = {(A − λ1)u : u ∈ X} .

If we define the orthogonal projection Q from X onto W by the formula

Qu = u −

(∫

Ω

u(x)φ1(x) dx

)
φ1 for every u ∈ X,

then it is easy to see that

W = Q(X) =

{
w ∈ Y :

∫

Ω

w(x)φ1(x) dx = 0

}
.

Moreover, by restricting decomposition (4.2) to the subspace X of Y we
obtain the orthogonal decomposition

X = C2+α
B (Ω) = span [φ1] ⊕ (W ∩ X) .

In other words, every function u ∈ X can be written uniquely in the form

u = t φ1 + w(t), t =

∫

Ω

u(x)φ1(x) dx, w(t) ∈ X ∩ W.

Now we assume that h ∈ Y1. Then it follows that a unique solution u
of the homogeneous problem (1.3) can be expressed as follows:

u = t φ1 + w(t, h), w(t, h) ∈ X ∩ W,

where the function w(t, h) satisfies the equation

A (t φ1 + w(t, h)) − g (t φ1 + w(t, h)) = h. (4.3)

Moreover, we remark that the function w(t, h) satisfies the condition

w(0, 0) = 0, (4.4)

since h = 0 ∈ Y1. By differentiating both sides of equation (4.3) at t = 0 and
taking h = 0, we obtain from condition (4.4) that

0 = A (φ1 + w′
t(0, 0)) − p′(0) (φ1 + w′

t(0, 0))

= (λ1 − p′(0))φ1 + Aw′
t(0, 0) − p′(0)w′

t(0, 0),



20 K. Taira

with

(λ1 − p′(0)) φ1 ∈ span [φ1] , Aw′
t(0, 0) − p′(0)w′

t(0, 0) ∈ W.

By decomposition (4.2), this implies that
{

(λ1 − p′(0))φ1 = 0,

Aw′
t(0, 0) − p′(0)w′

t(0, 0) = 0,

so that
λ1 = p′(0), w′

t(0, 0) = 0.

Summing up, we have proved that the homogeneous problem (1.3) has
exactly one non-trivial solution u ∈ C2+α(Ω) if and only if the nonlinear term
p(ξ) satisfies condition (1.7).

The proof of Theorem 1.3 is complete.
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