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Abstract This paper is devoted to a semigroup approach to an initial-boundary
value problem of linear elastodynamics in the case where the boundary condition is
a regularization of the genuine mixed displacement-traction boundary condition.
More precisely, it is a smooth linear combination of displacement and traction
boundary conditions, but is not equal to the pure traction boundary condition.
Some previous results with mixed displacement-traction boundary condition are
due to Inoue and Ito. The crucial point in our semigroup approach is to generalize
the classical variational approach to the degenerate case, by using the theory of
fractional powers of analytic semigroups.
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1 Introduction

This paper is devoted to a semigroup approach to an initial-boundary value prob-
lem of linear elastodynamics in the case where the boundary condition is a regu-
larization of the genuine mixed displacement-traction boundary condition. More
precisely, it is a smooth linear combination of displacement and traction bound-
ary conditions, but is not equal to the pure traction boundary condition. Some
previous results with mixed displacement-traction boundary condition are due to
Inoue [14], [15] and Ito [16]. Many problems in partial differential equations can
be formulated in terms of abstract operators acting between suitable spaces of
distributions, and these operators are then analyzed by the methods of semigroup
theory. The crucial point in our semigroup approach is to generalize the classical
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variational approach to the degenerate case, by using the theory of fractional pow-
ers of analytic semigroups. The virtue of this approach is that a given problem is
stripped of extraneous data, so that the analytic core of the problem is revealed
([24], [7]).

Let Ω be an open, connected subset of Euclidean space Rn, n ≥ 2, with smooth
boundary ∂Ω. We think of the closure Ω = Ω ∪ ∂Ω of Ω as representing the
volume occupied by an undeformed body; so the set B = Ω is called the reference
configuration. In this paper we study the following initial-boundary value problem
of linear elastodynamics (see [17, Chapter 6, Section 6.3]): For given vector functionsf(x) = (fi(x)), u0(x) = (u0,i(x)) and u1(x) = (u1,i(x)) defined in Ω, find a vector
function u(x) = (ui(x)) in Ω such that8>>>>><>>>>>:∂2u

∂t2
− div (a(x) ·ru) = f in Ω × (0,∞),u|t=0 = u0 in Ω,

∂u

∂t |t=0 = u1 in Ω,

α(x) (a(x) ·ru · n) + (1 − α(x))u = 0 on ∂Ω × (0,∞).

(1.1)

Here:

(1) a(x) = (aijℓm(x)) is a smooth elasticity tensor.
(2) α(x) is a smooth real-valued function on ∂Ω such that 0 ≤ α(x) ≤ 1 on ∂Ω.
(3) n = (ni) is the outward unit normal to ∂Ω.

It is worth pointing out that, componentwise, the initial-boundary value problem
(1.1) can be written in the form8>>>>>>><>>>>>>>:∂2ui

∂t2
−Pn

j=1

∂

∂xj

�Pn
ℓ,m=1 aijℓm(x)

∂uℓ

∂xm

�
= fi(x) in Ω × (0,∞),

ui|t=0 = u0,i(x) in Ω,
∂ui

∂t |t=0 = u1,i(x) in Ω,

α(x)
Pn

j=1

�Pn
ℓ,m=1 aijℓm(x)

∂uℓ

∂xm

�
nj(x) + (1 − α(x))ui(x) = 0 on ∂Ω × (0,∞).

It should be noticed that our boundary conditionBαu = α(x) (a(x) ·ru · n) + (1 − α(x))u
is a smooth linear combination of displacement and traction boundary conditions.
It is easy to see that Bα is non-degenerate (or coercive) if and only if either
α(x) > 0 on ∂Ω (the Robin case) or α(x) ≡ 0 on ∂Ω (the Dirichlet case). Marsden–
Hughes [17] studied the non-degenerate case. More precisely, they assume that the
boundary ∂Ω is the disjoint union of the two closed subsets Γ0 = {x ∈ ∂Ω : α(x) =
0} and ∂Ω \ Γ0 = {x ∈ ∂Ω : α(x) > 0}.

However, our boundary condition Bα is degenerate from an analytical point of
view. This is due to the fact that the so-called Shapiro–Lopatinskii complementary
condition is violated at the points x ∈ ∂Ω where α(x) = 0 (cf. [11]). For example,
in the case where n = 3, α(x) may be a function such that, in terms of local
coordinates (x1, x2) of ∂Ω,

α(x) = e−1/x2
1 sin2 1

x1
e−1/x2

2 sin2 1

x2
.
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Therefore, the crucial point in our semigroup approach is how to generalize the
classical variational approach to the degenerate case (see Subsection 2.1).

We give two simple but important examples of the initial-boundary value prob-
lem (1.1):

Example 1.1 If we take

a(x) = (aijℓm(x)) = (δiℓδjm) ,

then the initial-boundary value problem (1.1) becomes as follows ([14], [15]):8>>>>><>>>>>:∂2u
∂t2

− ∆u = f in Ω × (0,∞),u|t=0 = u0 in Ω,
∂u

∂t |t=0 = u1 in Ω,

α(x) ∂u

∂n
+ (1 − α(x))u = 0 on ∂Ω × (0,∞).

(1.2)

Example 1.2 If we take

a(x) = (aijℓm(x)) = (λδijδℓm + µδiℓδjm) ,

where λ, µ are Lamé moduli, then the initial-boundary value problem (1.1) be-
comes as follows ([16]):8>>>>><>>>>>:∂2u

∂t2
− (µ∆u+ (λ + µ)grad (divu)) = f in Ω × (0,∞),u|t=0 = u0 in Ω,

∂u

∂t |t=0 = u1 in Ω,

α(x) (� (u) · n) + (1 − α(x))u = 0 on ∂Ω × (0,∞).

(1.3)

Here � (u) = (τij(x)) =

 
λ

nX
k=1

ekk(x)δij + 2µeij(x)

!
is the linearized stress tensor.

The purpose of this paper is to study the initial-boundary value problem (1.1)
from the viewpoint of semigroup theory. To do this, we consider the following
boundary value problem of linear elastostatics (see [17, Chapter 4, Section 4.3]):
For given vector functions g(x) = (gi(x)) and '(x) = (ϕi(x)) defined in Ω and on
∂Ω, respectively, find a vector function v(x) = (vi(x)) in Ω such that(

div (a(x) ·rv) = g in Ω,

α(x) (a(x) ·rv · n) + (1 − α(x))v = ' on ∂Ω.
(1.4)

We study the boundary value problem (1.4) in the framework of L2-spaces, by
using the L2 theory of pseudo-differential operators (see [20]).

If s ∈ R, we letHs(Ω,Rn) = the Sobolev space of all Hs-vector functions v = (vi) on Ω,Bs(∂Ω,Rn) = the Besov space of all Bs-vector functions ' = (ϕi) on ∂Ω.
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For the basic definitions and properties of Sobolev and Besov spaces, see Adams–
Fournier [1], Bergh–Löfström [2], Stein [18] and Triebel [22].

We introduce a subspace of Bs(∂Ω,Rn) which is associated with the boundary
condition

α(x) (a(x) ·rv · n) + (1 − α(x))v = ' on ∂Ω.

If s ∈ R, we letBs
(α)(∂Ω,Rn) = {' = α(x)'1 + (1 − α(x))'2 : '1 ∈ Bs(∂Ω,Rn),'2 ∈ Bs+1(∂Ω,Rn)},

and define its norm

‖'‖α;s = inf{‖'1‖Bs(∂Ω,Rn) + ‖'2‖Bs+1(∂Ω,Rn) : ' = α(x)'1 + (1 − α(x))'2}.

Then it is easy to verify (see [19, Lemma 4.7]) that the space Bs
(α)(∂Ω,Rn) is a

Banach space with the norm ‖ · ‖α;s. Furthermore, we remark thatBs
(α)(∂Ω,Rn) = Bs+1(∂Ω,Rn) if α(x) ≡ 0 on ∂Ω (displacement),Bs
(α)(∂Ω,Rn) = Bs(∂Ω,Rn) if α(x) ≡ 1 on ∂Ω (traction),

and for general α(x) the continuous injectionsBs+1(∂Ω,Rn) ⊂ Bs
(α)(∂Ω,Rn) ⊂ Bs(∂Ω,Rn).

Now we let Av = div (a(x) ·rv) ,Bαv = α(x) (a(x) ·rv · n) + (1 − α(x))v|∂Ω,

and associate with problem (1.4) a linear operatorA = (A,Bα) : Hs(Ω,Rn) −→Hs−2(Ω,Rn) ×Bs−3/2
(α)

(∂Ω,Rn).

Then it is easy to verify that the operator A is continuous for s > 3/2.
Our starting point is the following existence and uniqueness theorem for the

problem (1.4) due to Taira [20, Theorem 3.1] with p := 2:

Theorem 1.1 Let s > 3/2. We assume that the following two conditions (T) and (A)

are satisfied:

(T) The elasticity tensor a(x) = (aijℓm(x)) enjoys the property of symmetry

aijℓm(x) = aℓmij(x) = ajiℓm(x), x ∈ Ω,

and is uniformly pointwise stable, that is, there is a constant η > 0 such that

1

2
e · a(x) · e ≥ η‖e‖2, x ∈ Ω, (1.5)

for all symmetric two tensors e.
(A) 0 ≤ α(x) ≤ 1 on ∂Ω, but α(x) 6≡ 1 on ∂Ω.
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Then the operatorA = (A,Bα) : Hs(Ω,Rn) −→Hs−2(Ω,Rn) ×Bs−3/2
(α)

(∂Ω,Rn)

is an algebraic and topological isomorphism. In particular, there exist constants C1 > 0
and C2 > 0 such that

C1‖u‖Hs(Ω,Rn) ≤ ‖Au‖Hs−2(Ω,Rn) + ‖Bαu‖α;s−3/2 (1.6)

≤ C2‖u‖Hs(Ω,Rn) for all u ∈Hs(Ω,Rn).

Remark 1.1 Condition (A) implies that our boundary condition is not equal to the
pure traction boundary condition. It is known (see [17, Chapter 7, Section 7.3]) that
the pure traction problem may have non-unique solutions even for small loads and
near a stress free state.

The rest of this paper is organized as follows. In Section 2 we introduce a
linear operator A in the Hilbert space L2(Ω,Rn) = H0(Ω,Rn), and state that
−A is a positive definite, self-adjoint operator (Theorem 2.1). Then we can define
the square root C =

√
−A of −A, and introduce an underlying Hilbert spaceH = D(C). We state our fundamental existence and uniqueness theorem for the

initial-boundary value problem (1.1) (Theorem 2.3). Theorem 2.1 is proved in
Section 3 due to its length, and Theorem 2.3 is proved in a series of theorems
(Theorem 5.3, Theorem 6.1, Theorem 7.1 and Theorem 8.1). In Section 4 we
prove that the underlying Hilbert space H is the right space for our variational
approach (Theorem 4.1). Section 5 is devoted to a semigroup approach to the
initial-boundary value problem (1.1) of linear elastodynamics. In particular, we
prove the fundamental generation theorem for a strongly continuous group etA of
unitary operators in the Hilbert space X = H × L2(Ω,Rn) (Theorem 5.1). By
applying Theorem 5.1 to the initial-boundary value problem (1.1), we can obtain
the representation formula of a (unique) solution of problem (1.1) (Theorem 5.3).
This section is the heart of the subject. In Section 6 we prove the fundamental
existence and uniqueness theorem for problem (1.1) (Theorem 6.1). In Section 7 we
prove the fundamental energy inequality for problem (1.1) (Theorem 7.1). Section
8 is devoted to the regularity theorem for problem (1.1) (Theorem 8.1). In the last
Section 9 we give two important open problems concerning the initial-boundary
value problem (1.1) of linear elastodynamics.

The presentation on some results of this paper was given in “Conference on
Evolution Equations and Semigroups” which was held between April 8 and 13,
2002 at Cortona, Italy.

2 Statement of Main Results

In this section we introduce a linear operator A in the Hilbert space L2(Ω,Rn),
and state that −A is a positive definite, self-adjoint operator (Theorem 2.1). Then
we can define the square root C =

√
−A, and introduce an underlying Hilbert

space H = D(C) which is the right space for our variational approach. We state
our fundamental existence and uniqueness theorem for the initial-boundary value
problem (1.1) (Theorem 2.3).
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2.1 Hilbert Space H
We introduce a linear operator A from the Hilbert space L2(Ω,Rn) into itself as
follows:

(1) The domain D(A) is the space

D(A) = {u ∈H2(Ω,Rn) : α(x) (a(x) ·ru · n) + (1 − α(x))u = 0 on ∂Ω}.

(2) Au = div (a(x) ·ru) for every u ∈ D(A).

We remark that the domain D(A) is dense in the space L2(Ω,Rn).

Then we have the following fundamental result:

Theorem 2.1 The operator −A is a positive definite, self-adjoint operator in the

Hilbert space L2(Ω,Rn).

Theorem 2.1 will be proved in the next Section 3 due to its length.

By virtue of Theorem 2.1, we have the following generation theorem for an
analytic semigroup in the Hilbert space L2(Ω,Rn) (cf. [19, Theorem 1.2]):

Theorem 2.2 The operator A generates an analytic semigroup etA in some sector

containing the positive real axis.

Moreover, we can define the square root C =
√
−A of the operator −A by the

formula (cf. [19, Theorem 1.10])Cu = − 1

π

Z ∞

0
s−1/2 (sI −A)−1Au ds for all u ∈ D(A),

and introduce an underlying Hilbert space H as follows (cf. [21, Theorem 3.1]):H = the domain D(C) with the inner product

(u,v)H = (Cu,Cv)L2(Ω,Rn), u,v ∈ D(C).

Remark 2.1 We have the following assertion for the non-degenerate case (see [6]):H = D(C) =

(H1
0 (Ω,Rn) if α(x) ≡ 0 on ∂Ω (the Dirichlet case),H1(Ω,Rn) if α(x) > 0 on ∂Ω (the Robin case),

where H1
0 (Ω,Rn) = {u ∈H1(Ω,Rn) : u = 0 on ∂Ω}.

2.2 Existence and Uniqueness Theorem for Problem (1.1)

Now our fundamental existence and uniqueness theorem for the initial-boundary
value problem (1.1) can be stated as follows:
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Theorem 2.3 Assume that conditions (T) and (A) are satisfied. Then, for any given

data u0 ∈ D(A), u1 ∈H, f(t) ∈ C1([0,∞),L2(Ω,Rn)),

the initial-boundary value problem (1.1) has a unique solutionu(t) ∈ C2([0,∞),L2(Ω,Rn)) ∩ C1([0,∞),H) ∩ C([0,∞), D(A)). (2.1)

Moreover, the solution u(t) can be represented explicitly as the formulau(t) = cos(tC)u0 + C−1 sin(tC)u1 +

Z t

0
C−1 sin((t − s)C)f(s) ds, (2.2)

and we have the energy inequality

‖u(t)‖H2(Ω,Rn) + ‖u′(t)‖H + ‖u′′(t)‖L2(Ω,Rn) (2.3)

≤ C

�
‖u0‖H2(Ω,Rn) + ‖u1‖H + ‖f(0)‖L2(Ω,Rn) +

Z t

0
‖f ′(s)‖L2(Ω,Rn) ds

�
,

with a constant C > 0 independent of t.

Theorem 2.3 will be proved in a series of theorems (Theorem 5.3, Theorem 6.1,
Theorem 7.1 and Theorem 8.1).

We give two simple but important examples of Theorem 2.3 (cf. [14, Theorem
I], [16, Theorem 3.9]):

Example 2.1 We let

a(x) = (aijℓm(x)) = (δiℓδjm) .

Assume that condition (A) is satisfied. Then Theorem 2.3 applies to the mixed
displacement-traction problem for the wave equation (1.2). Indeed, it is easy to
verify that inequality (1.5) holds true with η = 1/2.

Example 2.2 We let

a(x) = (aijℓm(x)) = (λδijδℓm + µδiℓδjm) ,

where λ and µ are Lamé moduli. In addition to condition (A), assume that the
following condition (L) is satisfied:

(L) µ > 0 and 2µ + nλ > 0.

Then Theorem 2.3 applies to the mixed displacement-traction problem for the
elastodynamic wave equation (1.3). Indeed, it is easy to verify that inequality
(1.5) holds true with

η = min
n

µ, µ +
n

2
λ
o

if condition (L) is satisfied (see [17, Chapter 4, Proposition 3.13]).
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3 Proof of Theorem 2.1

In this section we prove Theorem 2.1. By virtue of [25, Chapter VII, Section 3,
Corollary]), we have only to prove the following three assertions:

(i) The operator A : D(A) → L2(Ω,Rn) is bijective.
(ii) The operator A is symmetric in L2(Ω,Rn).
(iii) The operator −A is non-negative in L2(Ω,Rn).

Assertion (i) follows by applying Theorem 1.1 with s := 2 and Bαu = 0.
In order to prove assertion (ii), it suffices to show that

(Au,v)
L2(Ω,Rn) = (u,Av)

L2(Ω,Rn) for all u, v ∈ D(A). (3.1)

By applying the divergence theorem to our situation, we have the formulas

(u,Av)
L2(Ω,Rn) =

Z
Ω
u · div (a(x) ·rv) dx (3.2)

=

Z
∂Ω

u [a(x) ·rv · n] dσ −
Z

Ω
ru · a(x) ·rv dx,

and

(Au,v)
L2(Ω,Rn) =

Z
Ω
v · div (a(x) ·ru) dx (3.3)

=

Z
∂Ω

v [a(x) ·ru · n] dσ −
Z

Ω
rv · a(x) ·ru dx,

where dσ is the area element on the boundary ∂Ω.
However, by the symmetry of the tensor a(x) it follows thatZ

Ω
ru · a(x) ·rv dx =

Z
Ω
rv · a(x) ·ru dx. (3.4)

Moreover, we have, for all u, v ∈ D(A),Z
∂Ω

u [a(x) ·rv · n] dσ = −
Z
{α(x) 6=0}

u · 1 − α(x)

α(x)
v dσ (3.5)

= −
Z
{α(x) 6=0}

v · 1 − α(x)

α(x)
u dσ

=

Z
∂Ω

v [a(x) ·ru · n] dσ.

Here it should be emphasized that the boundary integralZ
{α(x) 6=0}

u · 1 − α(x)

α(x)
v dσ

is finite. Indeed, it follows from formulas (3.5) and (3.2) that

−
Z
{α(x) 6=0}

u · 1 − α(x)

α(x)
v dσ =

Z
∂Ω

u [a(x) ·rv · n] dσ

= (u,Av)
L2(Ω,Rn) +

Z
Ω
ru · a(x) ·rv dx,
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where u, Av ∈ L2(Ω,Rn) and ru, rv ∈ H1(Ω,Rn2

).
Therefore, by using formulas (3.4) and (3.5) we obtain from formulas (3.2) and

(3.3) that

(u,Av)
L2(Ω,Rn) =

Z
∂Ω

u [a(x) ·rv · n] dσ −
Z

Ω
ru · a(x) ·rv dx

=

Z
∂Ω

v [a(x) ·ru · n] dσ −
Z

Ω
rv · a(x) ·ru dx

=

Z
Ω
v · div (a(x) ·ru) dx

= (Au,v)
L2(Ω,Rn) for all u, v ∈ D(A).

This proves the desired formula (3.1).
Finally, it remains to prove assertion (iii). To do this, we have, by formulas

(3.3) and (3.5),

− (Au,u)
L2(Ω,Rn) = −

Z
∂Ω

u [a(x) ·ru · n] dσ +

Z
Ω
ru · a(x) ·ru dx (3.6)

=

Z
{α(x) 6=0}

1 − α(x)

α(x)
‖u‖2 dσ +

Z
Ω
e(u) · a(x) · e(u) dx,

where e(u) = (eij(x)) =

�
1

2

�
∂ui

∂xj
+

∂uj

∂xi

��
is the linearized strain tensor. Therefore, by using inequality (1.5) we find from
formula (3.6) that

(−Au,u)
L2(Ω,Rn) =

Z
{α(x) 6=0}

1 − α(x)

α(x)
‖u‖2 dσ +

Z
Ω
e(u) · a(x) · e(u) dx (3.7)

≥ 2η

Z
Ω
‖e(u)‖2 dx

≥ 0 for all u ∈ D(A).

This proves the non-negativity of −A.
The proof of Theorem 2.1 is complete.

4 Characterization of the Hilbert Space H
In this section we prove that the underlying Hilbert space H is the right space
for our variational approach (Theorem 4.1). To do this, we prove the following
characterization of H in terms of the domain D(A) (cf. [24, Definition 1], [7,
Lemma 3.3]):

Proposition 4.1 The Hilbert space H coincides with the completion of the domain

D(A) with respect to the inner product

(u,v)H = (−Au,v)L2(Ω,Rn) (4.1)

=

Z
Ω
ru · a(x) ·rv dx +

Z
{α(x) 6=0}

1 − α(x)

α(x)
u · v dσ, u,v ∈ D(A).
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Proof (1) Formula (4.1) follows by combining formulas (3.3) and (3.5) if we takeu = v.
(2) We prove that the domain D(A) is dense in D(

√
−A) = D(C). To do this,

we remark (see [19, Section 1.2]) that the operatorsC−1 : L2(Ω,Rn) −→ D(C) =H
and C−1 : D(C) −→ D(C2) = D(A)

are algebraic and topological isomorphisms, and further that

D(C3) ⊂ D(A).

Therefore, we obtain that the domain D(A) is dense in the domain D(C), since
D(A) is dense in the space L2(Ω,Rn).

The situation can be visualized in the following diagram:L2(Ω,Rn)
C

−1

−−−−−→ D(C) =Hx?? x??
D(C)

C
−1

−−−−−→ D(C2) = D(A)x?? x??
D(A) −−−−−→

C−1
D(C3)

The proof of Proposition 4.1 is complete.

The next theorem shows that the Hilbert space H = D(C) is the right space
for the variational approach:

Theorem 4.1 We have the inclusions

D(A) ⊂H ⊂H1(Ω,Rn), (4.2)

with continuous injections.

Proof It suffices to prove that the inclusion H ⊂ H1(Ω,Rn) is continuous. The
proof is divided into three steps.

Step 1: First, it follows from an application of the Rayleigh principle that we
have, for all u ∈ D(A),

‖u‖2
H

= ‖Cu‖2
L2(Ω,Rn) =

�C2u,u�
L2(Ω,Rn)

= (−Au,u)L2(Ω,Rn) (4.3)

≥ λ1 ‖u‖2L2(Ω,Rn) ,

where λ1 > 0 is the first eigenvalue of the operator −A (see Theorem 2.1).
However, it follows from inequality (3.7) that

(−Au,u)
L2(Ω,Rn) =

Z
{α(x) 6=0}

1 − α(x)

α(x)
‖u‖2 dσ +

Z
Ω
e(u) · a(x) · e(u) dx (4.4)
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≥ 2η

Z
Ω
‖e(u)‖2 dx for all u ∈ D(A).

Step 2: The next inequalities are special cases of G̊arding’s inequality for the
elliptic operator u 7→ e(u) (cf. [5, Chapitre 3, Théorèmes 3.1 et 3.3]):

Theorem 4.2 (Korn’s inequalities) (i) For every non-empty open subset γ ⊂ ∂Ω,

there exists a constant c(γ) > 0 such thatZ
Ω
‖e(u)‖2 dx ≥ c(γ)

�Z
Ω
‖u‖2 dx +

Z
Ω
‖ru‖2 dx

�
(4.5)

for all u ∈H1(Ω,Rn) satisfying the condition u = 0 on γ.

(ii) There exists a constant c > 0 such thatZ
Ω
‖e(u)‖2 dx +

Z
Ω
‖u‖2 dx ≥ c

�Z
Ω
‖u‖2 dx +

Z
Ω
‖ru‖2 dx

�
(4.6)

for all u ∈H1(Ω,Rn).

Step 3: By inequality (4.4) and Korn’s inequality (4.6), it follows that

(−Au,u)
L2(Ω,Rn) ≥ 2η

Z
Ω
‖e(u)‖2 dx (4.7)

≥ 2ηc ‖u‖2
H1(Ω,Rn) − 2η ‖u‖2

L2(Ω,Rn) .

Therefore, by combining inequalities (4.3) and (4.7) we obtain that�
λ1

2η
+ 1

�
(−Au,u)

L2(Ω,Rn) ≥ (λ1c) ‖u‖2
H1(Ω,Rn) for all u ∈ D(A),

so that

‖u‖2
H

= (−Au,u)
L2(Ω,Rn) (4.8)

≥
�

λ1c

λ1/(2η) + 1

�
‖u‖2

H1(Ω,Rn) for all u ∈ D(A).

This proves that the injection H → H1(Ω,Rn) is continuous, since the domain
D(A) is dense in the space H.

The proof of Theorem 4.1 is complete.

5 Semigroup Approach to Problem (1.1)

This section is devoted to a semigroup approach to the initial-boundary value
problem (1.1) of linear elastodynamics (Theorem 5.1). In particular, we prove the
fundamental generation theorem for a strongly continuous group etA of unitary
operators in the Hilbert space X = H × L2(Ω,Rn) (Theorem 5.1). By applying
Theorem 5.1 to the initial-boundary value problem (1.1), we can obtain the rep-
resentation formula of a (unique) solution of problem (1.1) (Theorem 5.3). This
section is the heart of the subject.
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By using the operator A, we can formulate problem (1.1) in the abstract form8><>:u′′(t) = Au+ f(t) t > 0,u(0) = u0,u′(0) = u1.

(5.1)

Furthermore, if we let X =H×L2(Ω,Rn),

and U(t) =

�u(t)u′(t)

�
, U0 =

�u0u1

�
, F (t) =

�
0f(t)

�
,

and introduce a linear operatorA =

�
0 IA 0

�
: X −→ X

with domain

D(A) = D(A) ×H,

then we can rewrite the initial value problem (5.1) as follows:(U ′(t) = AU(t) + F (t), t > 0,U(0) = U0.
(5.2)

The fundamental generation theorem for groups can be stated as follows (cf.
[24, Theorem 1], [8, Chapter II, Theorem 7.4]):

Theorem 5.1 The operator A generates a strongly continuous group etA of unitary

operators in the Hilbert space X =H×L2(Ω,Rn). More precisely, the group etA can

be represented explicitly in the form

etA = cos(tC)

�I 0

0 I�+ C−1 sin(tC)

�
0 IA 0

�
. (5.3)

The proof of Theorem 5.1 is based on the following generation theorem for
groups of class (C0) in a Banach space (see [10, Chapter XXII], [25, Chapter IX,
Section 9, Corollary 1]):

Theorem 5.2 Let A be a linear operator with dense domain D(A) and range R(A)
both in a Banach space X. Assume that the resolvent (nI − A)−1 exists and satisfies

the condition (nI − A)−1
 ≤ 1

|n| for every large non-zero integer |n|.

Then A is the infinitesimal generator of a group {St} of class (C0) of contraction

operators in X.
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Proof The proof of Theorem 5.1 is divided into seven steps.
Step 1: First, we show that the operator A is densely defined, that is, the

domain D(A) is dense in the space H.
By Proposition 4.1, it follows that the domain D(A) is dense in H. Since the

domain D(A) is dense in the space L2(Ω,Rn), we find that the domain D(A) =
D(A) ×H is dense in the product space X =H×L2(Ω,Rn).

Step 2: We show that A is a closed operator.
To do this, let {Uj} = {(uj , vj)} be a sequence in the domain D(A) = D(A)×H

and let U = (u,v) and F = (f ,g) be functions of X =H×L2(Ω,Rn) such thatUj =

�ujvj

�
−→ U =

�uv� in X ,AUj =

�
0 IA 0

��ujvj

�
−→ F =

�fg� in H.

Then we have the assertions(uj −→ u in H,vj −→ v in L2(Ω,Rn),

and (vj −→ f in H,Auj −→ g in L2(Ω,Rn).

However, it follows from an application of inequality (1.6) with s := 2 andBαu = 0
that the operator A : D(A) −→ L2(Ω,Rn)

is isomorphic. Here the domain D(A) is a Banach space endowed with the graph
norm

‖u‖D(A) = ‖u‖L2(Ω,Rn) + ‖Au‖L2(Ω,Rn), u ∈ D(A).

It should be noticed that the graph norm ‖ · ‖D(A) is equivalent to the norm
‖ · ‖H2(Ω,Rn). In fact, we have the inequalities

C1‖u‖H2(Ω,Rn) ≤ ‖Au‖L2(Ω,Rn) ≤ ‖u‖D(A), (5.4a)

‖u‖D(A) ≤ ‖u‖L2(Ω,Rn) + C2‖u‖H2(Ω,Rn) ≤ (C2 + 1) ‖u‖H2(Ω,Rn). (5.4b)

Since {uj} is a Cauchy the sequence in H2(Ω,Rn), we can find a functionw ∈H2(Ω,Rn) such that uj −→ w in H2(Ω,Rn).

Then it follows that Aw = lim
j→∞

Auj = g in L2(Ω,Rn) (5.5)

and further that Bαw = lim
j→∞

Bαuj = 0 in B1/2(∂Ω,Rn). (5.6)
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This proves thatu = w ∈ D(A) = {v ∈H2(Ω,Rn) : Bαv = 0 on ∂Ω}, (5.7)

since uj → u in H.
Therefore, we obtain from assertions (5.5), (5.6) and (5.7) that(u ∈ D(A),Au = g ∈ L2(Ω,Rn).

Moreover, since the injection H ⊂ L2(Ω,Rn) is continuous, it follows thatvj −→ f in L2(Ω,Rn),

so that v = f ∈H.

Summing up, we have proved thatU =

�uv� ∈ D(A) = D(A) ×H,AU =

� vAu� =

�fg� = F .

This proves the closedness of A.
Step 3: We show that the operator λI −A is surjective for every λ 6= 0.
Let F = (f ,g) be an arbitrary function of X =H×L2(Ω,Rn). Then we have,

for some function U = (u,v) of X ,

(λI −A)U = F ⇐⇒
(u ∈ D(A), v ∈H,

λu− v = f , −Au+ λv = g
⇐⇒

(u ∈ D(A), v = λu− f ,

(λ2 −A)u = λf + g.

However, since λ2 > 0, it follows from an application of Theorem 2.1 that there
exists a unique function u ∈ D(A) such that

(λ2 −A)u = λf + g ∈ L2(Ω,Rn).

Hence, by letting v = λu− f ∈H,

we obtain that U =

�uv� ∈ D(A) = D(A) ×H,

and that
(λI −A)U = F .

This proves the λI −A is surjective for every λ 6= 0.
Step 4: We show that the operator A is dissipative. More precisely, we have,

for all U , V ∈ D(A) = D(A) ×H,

(AU ,V )
X

= − (U ,AV )
X

. (5.8)
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In particular, we have, for all U ∈ D(A),

(AU ,U)
X

= 0. (5.9)

This proves that A is dissipative.
If we let U =

�u1v1

�
, V =

�u2v2

�
∈ D(A) = D(A) ×H,

then we have the formula

(AU ,V )
X

=

�� v1Au1

�
,

�u2v2

��
X

(5.10)

=

Z
Ω
rv1 · a(x) ·ru2 dx +

Z
{α(x) 6=0}

1 − α(x)

α(x)
v1 · u2 dσ

+ (Au1,v2)L2(Ω,Rn) .

However, we have, by Green’s formula,

(Au1,v2)L2(Ω,Rn) (5.11)

= −
Z

Ω
ru1 · a(x) ·rv2 dx −

Z
{α(x) 6=0}

1 − α(x)

α(x)
v2 · u1 dσ.

Therefore, we obtain from formulas (5.10) and (5.11) that

(AU ,V )
X

=

Z
Ω
rv1 · a(x) ·ru2 dx +

Z
{α(x) 6=0}

1 − α(x)

α(x)
v1 · u2 dσ (5.12)

−
Z

Ω
ru1 · a(x) ·rv2 dx −

Z
{α(x) 6=0}

1 − α(x)

α(x)
v2 · u1 dσ.

Similarly, we have the formula

− (U ,AV )
X

= −
Z

Ω
ru1 · a(x) ·rv2 dx −

Z
{α(x) 6=0}

1 − α(x)

α(x)
u1 · v2 dσ (5.13)

+

Z
Ω
rv1 · a(x) ·ru2 dx +

Z
{α(x) 6=0}

1 − α(x)

α(x)
u2 · v1 dσ.

The desired formula (5.8) follows from formulas (5.12) and (5.13).
Step 5: If λ 6= 0, we show that

‖(λI −A)U‖
X

≥ |λ|‖U‖X for all U ∈ D(A). (5.14)

In other words, we show that the resolvent (λI − A)−1 exists and satisfies the
condition (λI −A)−1

 ≤ 1

|λ| for every λ 6= 0,

since λI −A is surjective for every λ 6= 0 (see Step 3).
Indeed, we have, by formula (5.9),

‖(λI −A)U‖2
X

= ((λI −A)U , (λI −A)U )
X

= λ2‖U‖2X − λ
�
(AU ,U)

X
+ (U ,AU)

X

	
+ ‖AU‖2X
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= λ2‖U‖2X + ‖AU‖2X
≥ λ2‖U‖2X for all U ∈ D(A).

This proves the desired inequality (5.14).
Step 6: Therefore, by applying Theorem 5.2 to our situation ([25, Chapter IX,

Section 9, Remark]) we obtain that the operator A generates a strongly continuous
group etA of unitary operators in the Hilbert space X .

Step 7: Finally, the desired representation formula (5.3) is an immediate con-
sequence of [24, Theorem 1] and [8, Chapter II, Theorem 7.4].

Now the proof of Theorem 5.1 is complete.

By applying Theorem 5.1 to the initial-boundary value problem (1.1), we can
obtain the representation formula (2.2) of a (unique) solution of problem (1.1) (cf.
[7, Theorem 2.1]):

Theorem 5.3 Let u(t) be a (unique) solution of the initial-boundary value problem

(1.1) with data u0 ∈ D(A), u1 ∈H, f(t) ∈ C([0,∞),D(A)).

Then it can be represented explicitly as formula (2.2).

Proof Since we have the formulaU(t) = etAU0 +

Z t

0
e(t−s)AF (s) ds, (5.15)

it follows from formula (5.3) that�u(t)u′(t)

�
=

�
cos (tC)

�I 0

0 I�+ C−1 sin (tC)

�
0 IA 0

���u0u1

�
+

Z t

0

�
cos ((t − s)C)

�I 0

0 I�+ C−1 sin ((t − s)C)

�
0 IA 0

���
0f(s)

�
ds

= cos (tC)

�u0u1

�
+ C−1 sin (tC)

� u1Au0

�
+

Z t

0
cos ((t − s)C)

�
0f(s)

�
ds +

Z t

0
C−1 sin ((t − s)C)

�f(s)
0

�
ds.

This proves the desired formula (2.2).
The proof of Theorem 5.3 is complete.

6 Existence and Uniqueness Theorem for Problem (1.1)

In this section we prove the fundamental existence and uniqueness theorem for the
initial-boundary value problem (1.1) (Theorem 6.1).

First, we have the following existence and uniqueness theorem for the initial
value problem (5.2) (cf. [13], [3, Chapitre 6, Théorème 6.9]):
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Proposition 6.1 For any given dataU0 ∈ D(A), F (t) ∈ C([0,∞), D(A)),

the initial value problem (5.2) has a unique solutionU(t) ∈ C1([0,∞),X ) ∩ C([0,∞),D(A)).

Moreover, we have the energy inequality

‖U(t)‖X ≤ ‖U(0)‖X +

Z t

0
‖F (s)‖X ds. (6.1)

Here we recall that

‖U‖
X

=

�uv�
X

= ‖u‖H + ‖v‖L2(Ω,Rn). (6.2)

Indeed, the desired energy inequality (6.1) follows from formula (5.15), since
etA is a contraction group in X .

Therefore, by applying Proposition 6.1 to the initial-boundary value problem
(1.1) we have the following existence and uniqueness theorem for linear elastody-
namics (cf. [16, Proposition 3.6, Part (i)]):

Theorem 6.1 For any given datau0 ∈ D(A), u1 ∈H, f(t) ∈ C([0,∞),D(A)),

the initial-boundary value problem (1.1) has a unique solutionu(t) ∈ C1([0,∞),H) ∩ C([0,∞),D(A)).

Moreover, we have the energy inequality

‖u(t)‖H + ‖u′(t)‖L2(Ω,Rn) (6.3)

≤ ‖u0‖H + ‖u1‖L2(Ω,Rn) +

Z t

0
‖f(s)‖L2(Ω,Rn) ds.

Indeed, the energy inequality (6.3) follows from inequality (6.1) and formula
(6.2).

7 Energy Estimates for Problem (1.1)

In this section we prove the fundamental energy inequality (2.3) for the initial-
boundary value problem (1.1) (Theorem 7.1).

First, we prove the following energy inequality for the initial value problem
(5.2):
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Proposition 7.1 Assume that a functionU(t) ∈ C1([0,∞),X ) ∩ C([0,∞), D(A)) (7.1)

is a (unique) solution of problem (5.2) with dataU0 ∈ D(A), F (t) ∈ C1([0,∞),X ).

Then we have the energy inequalityU ′(t)


X
≤ ‖AU0 + F (0)‖

X
+

Z t

0
‖F ′(s)‖X ds. (7.2)

Proof By formula (5.15), it follows thatU(t) = etAU0 +

Z t

0
e(t−s)AF (s) ds (7.3)

= etAU0 +

Z t

0
esAF (t − s) ds.

By differentiating formula (7.3), we obtain thatU ′(t) = etA (AU0) + etAF (0) +

Z t

0
esAF ′(t − s) ds (7.4)

= etA (AU0 + F (0)) +

Z t

0
esAF ′(t − s) ds.

Since etA is a contraction group in X , it follows from formula (7.4) thatU ′(t)


X
≤ ‖AU0 + F (0)‖

X
+

Z t

0
‖F ′(t − s)‖X ds. (7.5)

However, we have the formulaZ t

0
‖F ′(t − s)‖X ds = −

Z 0

t
‖F ′(τ )‖X dτ =

Z t

0
‖F ′(τ )‖X dτ. (7.6)

Therefore, the desired energy inequality (7.2) follows by combining inequality
(7.5) and formula (7.6).

The proof of Proposition 7.1 is complete.

By applying Proposition 7.1 to the initial-boundary value problem (1.1), we
have the following energy inequality for linear elastodynamics (cf. [15, Proposition
3.9], [16, Proposition 3.6, Part (ii)]):

Theorem 7.1 Assume that a functionu(t) ∈ C2([0,∞),L2(Ω,Rn)) ∩ C1([0,∞),H)) ∩ C([0,∞), D(A)) (7.7)

is a (unique) solution of the initial-boundary value problem (1.1) with datau0 ∈ D(A), u1 ∈H,f(t) ∈ C1([0,∞),L2(Ω,Rn)).

Then we have the energy inequality (2.3).
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Proof First, we have the formulasU ′(t)


X
=

�u′(t)u′′(t)

�
X

= ‖u′(t)‖H + ‖u′′(t)‖L2(Ω,Rn), (7.8)

and Z t

0
‖F ′(s)‖X ds =

Z t

0
‖f ′(s)‖L2(Ω,Rn) ds. (7.9)

Moreover, we have, by inequalities (5.4),

C1‖u0‖H2(Ω,Rn) ≤ ‖Au0‖L2(Ω,Rn) (7.10)

≤ C2‖u0‖H2(Ω,Rn) for all u0 ∈ D(A).

Hence we have the inequality

‖AU0 + F (0)‖
X

=

� u1Au0 + f(0)

�
X

(7.11)

= ‖u1‖H + ‖Au0 + f(0)‖L2(Ω,Rn)

≤ ‖u1‖H + C2‖u0‖H2(Ω,Rn) + ‖f(0)‖L2(Ω,Rn).

Therefore, by using formulas (7.8) and (7.9) and inequality (7.11) we obtain from
the energy inequality (7.2) that

‖u′(t)‖H + ‖u′′(t)‖L2(Ω,Rn) (7.12)

≤ C2‖u0‖H2(Ω,Rn) + ‖u1‖H + ‖f(0)‖L2(Ω,Rn) +

Z t

0
‖f ′(s)‖L2(Ω,Rn) ds.

On the other hand, since we have the equationu′′(t) = Au(t) + f(t),

it follows from inequalities (7.10) with u0 := u(t) that

C1‖u(t)‖H2(Ω,Rn) ≤ ‖Au(t)‖L2(Ω,Rn) (7.13)

≤ ‖u′′(t) − f(t)‖L2(Ω,Rn)

≤ ‖u′′(t)‖L2(Ω,Rn) + ‖f(t)‖L2(Ω,Rn).

Moreover, since we have the fundamental formula of calculusf(t) = f(0) +

Z t

0
f ′(s) ds,

it follows that

‖f(t)‖L2(Ω,Rn) ≤ ‖f(0)‖L2(Ω,Rn) +

Z t

0
‖f ′(s)‖L2(Ω,Rn) ds. (7.14)

Therefore, by combining inequalities (7.13) and (7.14) we obtain that

‖u(t)‖H2(Ω,Rn) (7.15)

≤ 1

C1

�
‖u′′(t)‖L2(Ω,Rn) + ‖f(0)‖L2(Ω,Rn) +

Z t

0
‖f ′(s)‖L2(Ω,Rn) ds

�
.

The desired energy inequality (2.3) follows by combining inequalities (7.12)
and (7.15).

The proof of Theorem 7.1 is complete.
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8 Regularity Theorem for Problem (1.1)

In this section we prove the following regularity theorem for the initial-boundary
value problem (1.1) (cf. [15, Theorem 4.1], [16, Proposition 3.7]):

Theorem 8.1 Assume that conditions (T) and (A) are satisfied. If a functionu(t) ∈ C1([0,∞),L2(Ω,Rn)) ∩ C([0,∞),H)

is a solution of the initial-boundary value problem (1.1) with datau0 ∈ D(A), u1 ∈H, f(t) ∈ C1([0,∞),L2(Ω,Rn)),

then the solution u(t) enjoys the regularity property (2.1).

Proof The proof of Theorem 8.1 is divided into four steps.
Step 1: We construct a sequence

{fj(t)} ⊂ C1([0,∞),L2(Ω,Rn)) ∩ C([0,∞), D(A)), (8.1)

such that fj(·, t) −→ f(·, t) in L2(Ω,Rn) for every t ∈ R as j → ∞, (8.2a)f ′
j(·, t) −→ f ′(·, t) in L2(Ω,Rn) for every t ∈ R as j → ∞. (8.2b)

We recall (Theorem 2.2) that the operator A generates an analytic semigroup etA

in some sector containing the positive real axis.
For every ε > 0, we let

Mεf(x, t) =
1

ε

Z ε

0
esAf(x, t) ds.

Step 1-1: First, we show that

Mεf(·, t) ∈ C([0,∞), D(A)). (8.3)

Indeed, we have, for any 0 < h < ε,

ehA(Mεf(x, t)) =
1

ε

Z ε

0
ehA(esAf(·, t)) ds =

1

ε

Z ε

0
e(h+s)Af(·, t) ds

=
1

ε

Z ε+h

h
esAf(·, t) ds.

Hence it follows that 
ehA − I

h

!
Mεf(x, t) =

1

ε

 
1

h

Z ε+h

h
esAf(·, t) ds − 1

h

Z ε

0
esAf(·, t) ds

!
(8.4)

=
1

ε

 
1

h

Z ε+h

ε
esAf(·, t) ds − 1

h

Z h

0
esAf(·, t) ds

!
.

However, we have, as h ↓ 0,

1

h

Z ε+h

ε
esAf(·, t) ds −→ eεAf(·, t) in L2(Ω,Rn),
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1

h

Z h

0
esAf(·, t) ds −→ f(·, t) in L2(Ω,Rn),

since the integrand esAf(·, t) is strongly continuous in s.
Therefore, we find from formula (8.4) that, as h ↓ 0, 

ehA − I
h

!
Mεf(x, t) −→ 1

ε

�
eεAf(·, t) − f(·, t)

�
.

This proves that 8<:Mεf(·, t) ∈ D(A),AMεf(·, t) =
1

ε

�
eεAf(·, t) − f(·, t)

�
.

(8.5)

Since f(·, t) ∈ C([0,∞),L2(Ω,Rn)), it follows from formula (8.5) thatA(Mεf)(·, t) =
1

ε
(eεA − I)f(·, t)

−→ 1

ε
(eεA − I)f(·, t′) = A(Mεf)(·, t′) in L2(Ω,Rn) as t → t′.

In view of inequalities (5.4), this proves that

Mεf(·, t) −→ Mεf(·, t′) in the domain D(A) as t → t′.

Therefore, we have proved the desired assertion (8.3).
Step 1-2: Secondly, we show that

Mεf(·, t) ∈ C1([0,∞),L2(Ω,Rn)). (8.6)

Indeed, since f(·, t) ∈ C1([0,∞),L2(Ω,Rn)), we have the formula

d

dt
(Mεf(x, t)) =

1

ε

Z ε

0
esA ∂f

∂t
(x, t) ds.

Moreover, since the semigroup esA is analytic, it follows that we have, as t → t′,

Mεf(·, t) =
1

ε

Z ε

0
esAf(·, t) ds

−→ 1

ε

Z ε

0
esAf(·, t′) ds = Mεf(·, t′) in L2(Ω,Rn)

and

d

dt
(Mεf(·, t)) =

1

ε

Z ε

0
esA ∂f

∂t
(·, t) ds

−→ 1

ε

Z ε

0
esA ∂f

∂t
(·, t′) ds =

d

dt

�
Mεf(·, t′)

�
in L2(Ω,Rn).

Therefore, we have proved the desired assertion (8.6).
Step 1-3: Thirdly, we have, as ε ↓ 0,

Mεf(·, t) =
1

ε

Z ε

0
esAf(·, t) ds (8.7a)



22 K. Taira

−→ f(·, t) in L2(Ω,Rn)) for every t ∈ R,

d

dt
(Mεf(·, t)) =

1

ε

Z ε

0
esA ∂f

∂t
(·, t) ds (8.7b)

−→ ∂f
∂t

(·, t) in L2(Ω,Rn)) for every t ∈ R,

since the functions esAf(·, t) and esA(∂f)(∂t)(·, t) are strongly continuous in s.
Therefore, if we letfj(x, t) = M1/jf(·, t), j = 1, 2, . . . ,

then we find from assertions (8.3), (8.6) and (8.7) that the sequence {fj(t)} satisfies
the desired conditions (8.1) and (8.2).

Step 2: We let Fj(t) =

�
0fj(t)

�
,

and consider the Cauchy problem(U ′(t) = AU(t) + Fj(t), t > 0,U(0) = U0.
(8.8)

Here recall that X =H×L2(Ω,Rn),

and A =

�
0 IA 0

�
: X −→ X

with domain
D(A) = D(A) ×H.

By condition (8.1), we have the following three assertions:

(a) Fj ∈ D(A).
(b) Fj(t) ∈ C([0,∞),X ).
(c) AFj(t) ∈ C([0,∞),X ).

Therefore, by applying the Hille–Yosida theorem ([8, Chapter II, Theorem 1.3])
we can find solutionsUj(t) =

�uj(t)vj(t)

�
∈ C1([0,∞),X ) ∩ C([0,∞), D(A)) (8.9)

of problem (8.8). In particular, we have the formulas 
duj

dt
dvj

dt

!
=

�
0 IA 0

��uj(t)vj(t)

�
+

�
0fj(t)

�
=

� vj(t)Auj(t) + fj(t)

�
. (8.10)

By combining assertion (8.9) and formulas (8.10), we obtain the following four
assertions:

(i) uj ∈ C1([0,∞),H).

(ii)
duj

dt = vj ∈ C1([0,∞),L2(Ω,Rn)).
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(iii)
d2

uj

dt2 =
dvj

dt ∈ C([0,∞),L2(Ω,Rn)).

(iv) Auj =
dvj

dt − fj ∈ C([0,∞),L2(Ω,Rn)).

Since Auj(t) ∈ C([0,∞),L2(Ω,Rn)), it follows from inequalities (7.10) with u0 :=uj(t) − uj(t
′) that we have, as t → t′,

‖uj(t) − uj(t
′)‖D(A) = ‖uj(t) − uj(t

′)‖L2(Ω,Rn) + ‖Auj(t) −Auj(t
′)‖L2(Ω,Rn)

≤ ‖uj(t) − uj(t
′)‖H2(Ω,Rn) + ‖Auj(t) −Auj(t

′)‖L2(Ω,Rn)

≤
�

1

C1
+ 1

�
‖Auj(t) −Auj(t

′)‖L2(Ω,Rn)

−→ 0.

This proves that uj(t) ∈ C([0,∞), D(A)).
Summing up, we have proved that the approximate solutions {uj(t)} enjoy the

regularity property (2.1):uj(t) ∈ C2([0,∞),L2(Ω,Rn)) ∩ C1([0,∞),H) ∩ C([0,∞), D(A)).

Step 3: By applying the energy inequality (2.3) to the functionsuj(t) − uk(t),

we obtain that

‖uj(t) − uk(t)‖H2(Ω,Rn) + ‖u′
j(t) − u′

k(t)‖H (8.11)

+ ‖u′′
j (t) − u′′

k(t)‖L2(Ω,Rn)

≤ C

�
‖fj(0) − fk(0)‖L2(Ω,Rn) +

Z t

0
‖f ′

j(s) − f ′
k(s)‖L2(Ω,Rn) ds

�
.

However, by assertions (8.2) we have the following two assertions:

(1) {fj(0)} is a Cauchy sequence in L2(Ω,Rn).
(2) For any given T > 0, {f ′

j(s)} is a Cauchy sequence in L2(Ω,Rn) for each
s ∈ [0, T ].

Moreover, by applying Lebesgue’s dominated convergence theorem we obtain from
assertion (2) thatZ T

0
‖f ′

j(s) − f ′
k(s)‖L2(Ω,Rn) ds −→ 0 as j, k → ∞.

Hence it follows from inequality (8.11) that we have, for all t ∈ [0, T ],

‖uj(t) − uk(t)‖H2(Ω,Rn) + ‖u′
j(t) − u′

k(t)‖H

+ ‖u′′
j (t) − u′′

k(t)‖L2(Ω,Rn)

≤ C

�
‖fj(0) − fk(0)‖L2(Ω,Rn) +

Z t

0
‖f ′

j(s) − f ′
k(s)‖L2(Ω,Rn) ds

�
≤ C

 
‖fj(0) − fk(0)‖L2(Ω,Rn) +

Z T

0
‖f ′

j(s) − f ′
k(s)‖L2(Ω,Rn) ds

!
−→ 0 as j, k → ∞.

Summing up, we have proved the following three assertions:
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(i) {uj(t)} is a Cauchy sequence in C([0,∞),H2(Ω,Rn)).
(ii) {u′

j(t)} is a Cauchy sequence in C([0,∞),H).

(iii) {u′′
j (t)} is a Cauchy sequence in C([0,∞),L2(Ω,Rn)).

Therefore, by combining assertions (i), (ii) and (iii) we can find a functionv(t) ∈ C2([0,∞),L2(Ω,Rn)) ∩ C1([0,∞),H) ∩ C([0,∞),H2(Ω,Rn))

such that uj(t) −→ v(t) in C([0,∞),H2(Ω,Rn)), (8.12a)u′
j(t) −→ v′(t) in C([0,∞),H), (8.12b)u′′
j (t) −→ v′′(t) in C([0,∞),L2(Ω,Rn)). (8.12c)

Step 4: Finally, by passing to the limit in the Cauchy problem8><>:u′′
j (t) = Auj + fj(t) t > 0,uj(0) = u0,u′
j(0) = u1,

we obtain from assertions (8.2) and (8.12) that the limit functionv(t) ∈ C2([0,∞),L2(Ω,Rn)) ∩ C1([0,∞),H) ∩ C([0,∞), D(A))

is a solution of the initial-boundary value problem (5.1). Here we recall that the
graph norm ‖·‖D(A) is equivalent to the norm ‖·‖H2(Ω,Rn) (see inequalities (7.10)).

Therefore, the desired regularity property (2.1) follows from the uniqueness
theorem for problem (1.1) (Theorem 6.1):u(t) = v(t) ∈ C2([0,∞),L2(Ω,Rn)) ∩ C1([0,∞),H) ∩ C([0,∞), D(A)).

Now the proof of Theorem 8.1 is complete.

9 Open problems

In this last section we give two important open problems concerning the initial-
boundary value problem (1.1) of linear elastodynamics:

(1) The first problem is to generalize main results to the case where the domain
Ω has corner singularities.

(2) The second problem is to study the case where the function α(x) is the char-

acteristic function of a subset of the boundary ∂Ω.

For a smooth domain Ω, partial results are obtained by Hayashida [9, Theorem
1], Ibuki [12, Theorem 2], Inoue [15, Theorem B] and Ito [16, Main Theorem].
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