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#### Abstract

We consider a second order weakly hyperbolic equation with coefficients depending both on time and space. We assume the coefficients of the equation to have some kind of Hölder behavior with respect to time, and we add for the coefficients of the lower order terms an appropriate Levi condition. We prove Gevrey well posedness of the Cauchy problem for this equation for a small enough Gevrey index.


## 1. Introduction

It is well known that the Cauchy problem for a strictly hyperbolic equation with regular (Lipschitz continuous) coefficients with respect to time is $C^{\infty}$ well posed. But if the equation is weakly hyperbolic or if the coefficients are less than Lipschitz continuous, then $C^{\infty}$ well posedness may fail to be true, as shown by counterexamples in [4], [6], [9]. Anyway, it is always possible to find well posedness in Gevrey classes.

In this paper we are going to study a weakly hyperbolic equation of the second order with coefficients in $t, x$, not regular in time, and we are going to find results of well posedness in Gevrey classes $G^{\sigma}$. We remind that $G^{\sigma}\left(\mathbf{R}^{n}\right)=$ $\bigcup_{A>0} G_{A}^{\sigma}\left(\mathbf{R}^{n}\right)$, where for $\sigma \geq 1, A>0$

$$
G_{A}^{\sigma}\left(\mathbf{R}^{n}\right)=\left\{u(x) ;\|u\|_{\sigma, A}<\infty\right\}, \quad\|u\|_{\sigma, A}=\sup _{x \in \mathbf{R}^{n}, \alpha \in \mathbf{Z}_{+}^{n}}\left|\partial^{\alpha} u(x)\right| A^{-|\alpha|}|\alpha|!^{-\sigma} .
$$

Let us consider at first the homogeneous weakly hyperbolic Cauchy problem

$$
\begin{gather*}
\left\{\begin{array}{l}
u_{t t}-\sum_{i, j=1}^{n} a_{i, j}(t, x) u_{x_{i} x_{j}}=0, \quad t \in[0, T], x \in \mathbf{R}^{n}, \\
u(0, x)=u_{0}(x), \\
u_{t}(0, x)=u_{1}(x),
\end{array}\right.  \tag{1.1}\\
a(t, x, \xi)=\sum_{i, j=1}^{n} a_{i j}(t, x) \xi_{i} \xi_{j} \geq 0, \quad t \in[0, T], x, \xi \in \mathbf{R}^{n},|\xi|=1 .
\end{gather*}
$$

If $a_{i j}=a_{i j}(t) \in C^{m, k}[0, T], m \in \mathbf{N}, k \in(0,1]$, then problem (1.1) is well posed in $G^{\sigma}$ for

$$
1 \leq \sigma<1+\frac{m+k}{2}
$$

[5]. This result is optimal, as proved in the same paper by producing a counterexample.
If $a_{i j}=a_{i j}(t, x) \in C^{m, k}\left([0, T] ; G^{\sigma}\right)$, then Gevrey well posedness holds with [11]

$$
1 \leq \sigma<\min \left\{1+\frac{m+k}{2}, 2\right\}
$$

Both in [5] and in [11] the non homogeneous equation

$$
\begin{equation*}
u_{t t}-\sum_{i, j=1}^{n} a_{i, j}(t, x) u_{x_{i} x_{j}}+\sum_{j=1}^{n} b_{j}(t, x) u_{x_{j}}+c(t, x)=0 \tag{1.2}
\end{equation*}
$$

is also considered, respectively with $b_{j}=b_{j}(t), c=c(t)$ and $b_{j}=b_{j}(t, x), c=$ $c(t, x)$. The authors found that the Cauchy problem for equation (1.2) is $G^{\sigma}$-well posed for

$$
1 \leq \sigma<\min \left\{1+\frac{m+k}{2}, 2\right\}
$$

assuming $b_{j} \in L^{1}([0, T]), j=1, \ldots, n$. To overcome the bound $\sigma<2$, Levi conditions on the first order term are necessary, also in the case of regular in time coefficients [3].

Here we consider the Cauchy problem

$$
\left\{\begin{array}{l}
P\left(t, x, D_{t}, D_{x}\right) u(t, x)=0, \quad t \in[0, T], x \in \mathbf{R}^{n}  \tag{1.3}\\
u(0, x)=u_{0}(x) \\
\partial_{t} u(0, x)=u_{1}(x)
\end{array}\right.
$$

for the second order operator

$$
\begin{equation*}
P=D_{t}^{2}-\alpha(t) Q\left(t, x, D_{x}\right)+b\left(t, x, D_{x}\right)+c(t, x) \tag{1.4}
\end{equation*}
$$

where $D=\frac{1}{\sqrt{-1}} \partial$ and

$$
\left\{\begin{array}{l}
Q(t, x, \xi)=\sum_{i, j=1}^{n} q_{i j}(t, x) \xi_{i} \xi_{j} \\
b(t, x, \xi)=\sum_{j=1}^{n} b_{j}(t, x) \xi_{j}
\end{array}\right.
$$

The condition of weak hyperbolicity for $P$ is expressed here below:

$$
\left\{\begin{array}{l}
\alpha(t) \geq 0, \quad t \in[0, T]  \tag{1.5}\\
Q(t, x, \xi) \geq q_{0}|\xi|^{2}, \quad q_{0}>0, t \in[0, T], x, \xi \in \mathbf{R}^{n}
\end{array}\right.
$$

As to the regularity of the coefficients of $P$, we assume, as in [5], [11], that

$$
\left\{\begin{array}{l}
\alpha \in C^{N}[0, T]:=C^{m, k}[0, T], \quad N=m+k, m \in \mathbf{N}, k \in(0,1]  \tag{1.6}\\
q_{i, j} \in C^{\chi}\left([0, T] ; G^{\sigma}\right), \quad \chi \in(0,1), i, j=1, \ldots, n, \sigma \geq 1 \\
b_{j}, c \in C\left([0, T] ; G^{\sigma}\right), \quad j=1, \ldots, n
\end{array}\right.
$$

In Theorem 2.1 we consider the homogeneous operator (1.4), that is (1.4) with $b \equiv c \equiv 0$. We find for problem (1.3) Gevrey well posedness, with different bounds for the Gevrey index $\sigma$ according to the relationship between $N$ and $\chi$. More precisely we prove the following:
i) If $\chi<N /(2+N)$, then the Hölder behavior and the ellipticity of the symbol $Q$ dominate, and we have $G^{\sigma}$ well posedness if

$$
1 \leq \sigma<\frac{1}{1-\chi}
$$

The bound $1 /(1-\chi)$ is sharp in the strictly hyperbolic case (see the counterexample in [4]), so it clearly cannot be improved for weakly hyperbolic equations.
ii) If $\chi \geq N /(2+N)$, then the $C^{N}$ behavior dominates and we have $G^{\sigma}$ well posedness if

$$
1 \leq \sigma<1+\frac{N}{2}
$$

Thus, we find the same bound as [5] but here with coefficients depending also on space, and we remove the condition $\sigma<2$ of [11] thanks to the special structure of (1.4).

In Theorem 3.1 we consider operator (1.4) in its general form, and we look at the right Levi conditions to be put on the term $b$ in order to obtain well posedness of the Cauchy problem (1.3) in Gevrey classes with the same bounds for $\sigma$ as in Theorem 2.1. We suppose so (1.4) to satisfy conditions (1.5), (1.6), and for the lower order terms we assume the following Levi-type condition:

$$
\begin{equation*}
\left|\partial_{x}^{\beta} b_{j}(t, x)\right| \leq C A^{|\beta|} \beta!^{\sigma} \alpha(t)^{\gamma}, \quad(t, x) \in[0, T] \times \mathbf{R}^{n}, \beta \in \mathbf{Z}_{+}^{n} \tag{1.7}
\end{equation*}
$$

$j=1, \ldots, n, \gamma \in[0,1 / 2]$ to be chosen. Then we prove the following:
i) $\chi<N /(2+N)$,

$$
\gamma \geq 1-\frac{1}{2 \chi} \Rightarrow G^{\sigma} \text { well posedness, } \quad 1 \leq \sigma<\frac{1}{1-\chi}
$$

ii) $\chi \geq N /(2+N)$,

$$
\gamma \geq \frac{1}{2}-\frac{1}{N} \Rightarrow G^{\sigma} \text { well posedness, } \quad 1 \leq \sigma<1+\frac{N}{2} .
$$

Remark 1.1. In both cases, the relation between the Levi exponent $\gamma$ and the Gevrey index $\sigma$ is

$$
\gamma>\frac{\sigma-2}{2(\sigma-1)}
$$

Thus we can take:

- $\gamma=0$ if $\sigma<2$, result which is in line with [3], [8]: $G^{\sigma}$ well posedness holds without assuming any Levi condition;
- $\gamma=1 / 2$ if $\sigma \rightarrow \infty$, result which is in line with [5], [10], since

$$
\left|\partial_{x}^{\beta} b(t, x, \xi)\right| \leq C_{\beta} \sqrt{a(t, x, \xi)}, \quad t \in[0, T], x, \xi \in \mathbf{R}^{n}, \beta \in \mathbf{Z}_{+}^{n}
$$

is a sufficient Levi condition to obtain $C^{\infty}$ well posedness in the case of analytic coefficients.

The results in this paper are obtained following this scheme:

1) we regularize the characteristic roots of $P$ (which are not distinct and not regular in time), and then we factorize the operator $P$ by means of the approximated roots;
2) we reduce the equation $P u=f$ to an equivalent first order $2 \times 2$ system $L U=F$ with

$$
L=\partial_{t}+i \Lambda\left(t, x, D_{x}\right)+R\left(t, x, D_{x}\right),
$$

where $\Lambda$ is a real diagonal matrix of symbols of order 1 , and

$$
\left|D_{\xi}^{\alpha} \partial_{x}^{\beta} R(t, x, \xi)\right| \leq c_{\alpha, \beta}(t) A^{|\beta|} \beta!^{\sigma}\langle\xi\rangle^{h-|\alpha|}, \quad h \in(0,1), \sigma \geq 1
$$

with $c_{\alpha, \beta} \in L^{1}[0, T], \alpha, \beta \in Z_{+}^{n}$;
3) we give an energy estimate for the operator $L$ in Sobolev-Gevrey spaces of index $\sigma<1 / h$, with loss of derivatives.
A similar technique has already been used in [1], [2] to give results of $C^{\infty}$ and $G^{\sigma}$ well posedness for a Cauchy problem of the form (1.3), (1.4), (1.5) in the case of $\alpha \in C^{\infty}$ with zeroes of a finite order $k$, and under a Levi condition of the form (1.7) with $\gamma=1 / 2-1 / k$. In particular in [2] Gevrey well posedness for $\gamma<1 / 2-1 / k$ is proved.

## 2. Gevrey Well Posedness for the Homogeneous Equation

Let us consider the Cauchy problem (1.3) for the homogeneous operator $P$ given by (1.4) with $b \equiv c \equiv 0$. For the coefficients of

$$
\begin{equation*}
P=D_{t}^{2}-\alpha(t) Q\left(t, x, D_{x}\right) \tag{2.1}
\end{equation*}
$$

we require assumptions (1.5), (1.6) to be satisfied.
We are going to find the sharp index $\sigma$ of Gevrey well posedness, depending on $N$ and $\chi$. More precisely, results of well posedness are going to be found in the Sobolev-Gevrey space $H^{s, \varepsilon, \sigma}$, where for $\varepsilon \geq 0, \sigma \geq 1$ we define

$$
H^{s, \varepsilon, \sigma}\left(\mathbf{R}^{n}\right)=\left\{u(x) ; e^{\varepsilon\left\langle D_{s}\right\rangle^{1 / \sigma}} u \in H^{s}\left(\mathbf{R}^{n}\right)\right\} ;
$$

in $H^{s, \varepsilon, \sigma}$ the norm is

$$
\|u\|_{s, \varepsilon, \sigma}=\left\|e^{\varepsilon\left\langle D_{x}\right\rangle^{1 / \sigma}} u\right\|_{S},
$$

and $\|u\|_{s}$ denotes the usual norm of $u$ in the Sobolev space $H^{s}$. Notice that

$$
H^{s, \varepsilon, \sigma} \subset G^{\sigma}, \quad \varepsilon>0 .
$$

Bounded pseudodifferential operators in these spaces are given by the classes $S^{m, \sigma}$ of Gevrey symbols. We remind that, for $m \in \mathbf{N}$ and $\sigma \geq 1, S^{m, \sigma}=S^{m, \sigma}\left(\mathbf{R}^{n} \times \mathbf{R}^{n}\right)$ denotes the space of all functions $a(x, \xi)$ satisfying

$$
\left|\partial_{\xi}^{\alpha} \partial_{x}^{\beta} a(x, \xi)\right| \leq C_{\alpha} M^{|\beta|} \beta!^{\sigma}\langle\xi\rangle^{m-|\alpha|}, \quad \alpha, \beta \in \mathbf{Z}_{+}^{n}, M, c_{\alpha}>0, x, \xi \in \mathbf{R}^{n},
$$

which is the limit space

$$
S^{m, \sigma}:=\lim _{\ell \rightarrow+\infty} S_{\ell}^{m, \sigma}, \quad S_{\ell}^{m, \sigma}:=\lim _{M \rightarrow+\infty} S_{\ell, M}^{m, \sigma}
$$

of the Banach spaces $S_{M, \ell}^{m, \sigma}$ of all symbols such that

$$
|a|_{m, \sigma, M, \ell}:=\sup _{|\alpha| \leq \ell, \beta \in \mathbf{Z}_{+}^{n}} \sup _{x, \xi}\left|\partial_{\xi}^{\alpha} \partial_{x}^{\beta} a(x, \xi)\right| M^{-|\beta|} \beta!^{-\sigma}\langle\xi\rangle^{-m+|\alpha|}<+\infty .
$$

The result of well posedness is presented in the following Theorem:
Theorem 2.1. Consider the Cauchy problem (1.3) for the operator (2.1) under conditions (1.5), (1.6).
i) If $\chi<\frac{N}{N+2}$, then problem (1.3) is $G^{\sigma}$ well posed, $1 \leq \sigma<\frac{1}{1-\chi}$.
ii) If $\chi \geq \frac{N}{N+2}$, then problem (1.3) is $G^{\sigma}$ well posed, $1 \leq \sigma<1+\frac{N}{2}$.

Moreover, denoting by $\sigma_{0}$ the bound $1+N / 2$ or $1 /(1-\chi)$ according to the case we have the following: there exists a positive constant $\lambda$ such that for any $\mu \in \mathbf{R}$, $u_{0}, u_{1} \in H^{\mu, \lambda, \sigma}, f \in C\left([0, T] ; G^{\sigma}\right), 1 \leq \sigma<\sigma_{0}$, the unique solution $u(t, x)$ of $(1.3)$ satisfies the following energy estimate:

$$
\begin{align*}
& \|u(t, \cdot)\|_{\mu, \lambda-\int_{0}^{\prime} \varphi(\tau) d \tau, \sigma}^{2}+\left\|\partial_{t} u(t, \cdot)\right\|_{\mu, \lambda-\int_{0}^{\prime} \varphi(\tau) d \tau, \sigma}^{2}  \tag{2.2}\\
& \quad \leq C_{\mu}\left(\left\|u_{0}\right\|_{\mu, \lambda, \sigma}^{2}+\left\|u_{1}\right\|_{\mu, \lambda, \sigma}^{2}+\int_{0}^{t}\|f(\tau, \cdot)\|_{\mu, \lambda-\int_{0}^{\tau} \varphi(s) d s, \sigma}^{2}\right)
\end{align*}
$$

for every $u \in C\left([0, T] ; H^{\mu+1, \lambda, \sigma}\right) \cap C^{1}\left([0, T] ; H^{\mu, \lambda, \sigma}\right)$, and for a non negative function $\varphi \in L^{1}([0, T]), T \ll$.

Proof. The proof is divided into 3 steps, according to the scheme described in the introduction.

Step 1. The first step in the proof is to approximate the characteristic roots

$$
\pm \lambda(t, x, \xi)= \pm \sqrt{\alpha(t) Q(t, x, \xi)}
$$

of $P$ with positive and regular symbols $\pm \tilde{\lambda}(t, x, \xi)$ of order one, and then to factorize $P$ by means of the approximated characteristic roots.

Given a function

$$
\varrho \in C_{0}^{\infty}(\mathbf{R}), \quad 0 \leq \varrho \leq 1, \quad \int \varrho(\tau) d \tau=1
$$

and extended the symbol $Q$ on $\mathbf{R}$ by considering

$$
Q(\tau, x, \xi)=Q(T, x, \xi) \text { for } \tau \geq T, \quad Q(\tau, x, \xi)=Q(0, x, \xi) \text { for } \tau \leq 0
$$

Gevrey well posedness for a weakly hyperbolic equation in Gevrey classes
we define:

$$
\begin{equation*}
\tilde{\lambda}(t, x, \xi)=\sqrt{\alpha(t)+\langle\xi\rangle^{-2 x}} \int \sqrt{Q(\tau, x, \xi)} \varrho(\langle\xi\rangle(t-\tau))\langle\xi\rangle d \tau \tag{2.3}
\end{equation*}
$$

In order to factorize the operator $P$ by means of the regularized roots $\pm \tilde{\lambda}$ we need to consider the symbols $\partial_{t} \tilde{\lambda}$ and $\lambda-\tilde{\lambda}$.

We have

$$
\begin{aligned}
\partial_{t} \tilde{\lambda}(t, x, \xi)= & \frac{i \alpha^{\prime}(t)}{2 \sqrt{\alpha(t)+\langle\xi\rangle^{-2 \chi}}} \int \sqrt{Q(\tau, x, \xi)} \varrho(\langle\xi\rangle(t-\tau))\langle\xi\rangle d \tau \\
& +\sqrt{\alpha(t)+\langle\xi\rangle^{-2 \chi}} \int \sqrt{Q(\tau, x, \xi)} \varrho^{\prime}(\langle\xi\rangle(t-\tau))\langle\xi\rangle^{2} d \tau ;
\end{aligned}
$$

using the change of variables $\langle\xi\rangle(t-\tau)=s$ it is easy to find that

$$
\begin{equation*}
S_{1}(t, x, \xi)=\int \sqrt{Q(\tau, x, \xi)} \varrho(\langle\xi\rangle(t-\tau))\langle\xi\rangle d \tau \in L^{1}\left([0, T] ; S^{1, \sigma}\right) \tag{2.4}
\end{equation*}
$$

using now $\int \varrho^{\prime}(s) d s=0$ we can write

$$
\begin{aligned}
& \int \sqrt{Q(\tau, x, \xi)} \varrho^{\prime}(\langle\xi\rangle(t-\tau))\langle\xi\rangle^{2} d \tau \\
& \quad=\int\left(\sqrt{Q(\tau, x, \xi)}-\sqrt{Q(t, x, \xi))} \varrho^{\prime}(\langle\xi\rangle(t-\tau))\langle\xi\rangle^{2} d \tau\right.
\end{aligned}
$$

and then with the same change of variables and thanks to the second condition in (1.6) we obtain

$$
\begin{equation*}
S_{2}(t, x, \xi)=\int \sqrt{Q(\tau, x, \xi)} \varrho^{\prime}(\langle\xi\rangle(t-\tau))\langle\xi\rangle^{2} d \tau \in L^{1}\left([0, T] ; S^{2-x, \sigma}\right) \tag{2.5}
\end{equation*}
$$

Thus

$$
\left\{\begin{array}{l}
\partial_{t} \tilde{\lambda}(t, x, \xi)=\frac{i \alpha^{\prime}(t)}{2 \sqrt{\alpha(t)+\langle\xi\rangle^{-2 \chi}}} S_{1}(t, x, \xi)+\sqrt{\alpha(t)+\langle\xi\rangle^{-2 x}} S_{2}(t, x, \xi)  \tag{2.6}\\
S_{1} \in L^{1}\left([0, T] ; S^{1, \sigma}\right), \quad S_{2} \in L^{1}\left([0, T] ; S^{2-\chi, \sigma}\right)
\end{array}\right.
$$

Moreover, looking at (2.3) and using $\int \varrho(s) d s=1$ we have

$$
\begin{aligned}
& \tilde{\lambda}(t, x, \xi)-\lambda(t, x, \xi) \\
&= \sqrt{\alpha(t)+\langle\xi\rangle^{-2 \chi}} \int(\sqrt{Q(\tau, x, \xi)}-\sqrt{Q(t, x, \xi)}) \varrho(\langle\xi\rangle(t-\tau))\langle\xi\rangle d \tau \\
&+\left(\sqrt{\alpha(t)+\langle\xi\rangle^{-2 x}}-\sqrt{\alpha(t)}\right) \sqrt{Q(t, x, \xi)}
\end{aligned}
$$

A simple computation and again the use of the second hypothesis in condition (1.6) makes clear that

$$
\int(\sqrt{Q(\tau, x, \xi)}-\sqrt{Q(t, x, \xi)}) \varrho(\langle\xi\rangle(t-\tau))\langle\xi\rangle d \tau \in L^{1}\left([0, T] ; S^{1-\chi, \sigma}\right)
$$

and also

$$
\left(\sqrt{\alpha(t)+\langle\xi\rangle^{-2 \chi}}-\sqrt{\alpha(t)}\right) \sqrt{Q(t, x, \xi)} \in L^{1}\left([0, T] ; S^{1-\chi, \sigma}\right)
$$

Thus

$$
\begin{equation*}
\tilde{\lambda}-\lambda \in L^{1}\left([0, T] ; S^{1-\chi, \sigma}\right) \tag{2.7}
\end{equation*}
$$

By (2.7) we have also

$$
\left\{\begin{array}{l}
{\left[\tilde{\lambda}\left(t, x, D_{x}\right)\right]^{2}-\left[\lambda\left(t, x, D_{x}\right)\right]^{2}=\sqrt{\alpha(t)+\left\langle D_{x}\right\rangle^{-2 x}} S_{3}\left(t, x, D_{x}\right),}  \tag{2.8}\\
S_{3}(t, x, \xi) \in L^{1}\left([0, T] ; S^{2-\chi, \sigma}\right) .
\end{array}\right.
$$

Now from (2.6), (2.8) we come to the factorization

$$
\begin{align*}
D_{t}^{2}- & \alpha(t) Q\left(t, x, D_{x}\right)  \tag{2.9}\\
= & \left(D_{t}-\tilde{\lambda}\left(t, x, D_{x}\right)\right)\left(D_{t}+\tilde{\lambda}\left(t, x, D_{x}\right)\right)+\frac{i \alpha^{\prime}(t)}{2 \sqrt{\alpha(t)+\left\langle D_{x}\right\rangle^{-2 x}}} S_{1}\left(t, x, D_{x}\right) \\
& +\frac{\alpha(t)}{4 Q\left(t, x, D_{x}\right)} \sum_{j=1}^{n} \partial_{\xi_{j}} Q\left(t, x, D_{x}\right) D_{x_{j}} Q\left(t, x, D_{x}\right) \\
& +\sqrt{\alpha(t)+\left\langle D_{x}\right\rangle^{-2 x}} S_{4}\left(t, x, D_{x}\right)+R\left(t, x, D_{x}\right)
\end{align*}
$$

with

$$
\left\{\begin{array}{l}
S_{1}(t, x, \xi) \in L^{1}\left([0, T] ; S^{1, \sigma}\right)  \tag{2.10}\\
S_{4}(t, x, \xi)=S_{2}(t, x, \xi)+S_{3}(t, x, \xi) \in L^{1}\left([0, T] ; S^{2-x, \sigma}\right) \\
R(t, x, \xi) \in C\left([0, T] ; S^{0, \sigma}\right)
\end{array}\right.
$$

Step 2. The second step in the proof is to reduce the equation $P u=f$ for the scalar operator $P$ in (2.1) to an equivalent first order system by using factorization (2.9). We define

$$
\begin{equation*}
\omega(t, \xi)=\sqrt{\alpha(t)+\langle\xi\rangle^{-2 x}}\langle\xi\rangle \tag{2.11}
\end{equation*}
$$

and

$$
\left\{\begin{array}{l}
v_{0}=\omega\left(t, D_{x}\right) u  \tag{2.12}\\
v_{1}=\left(D_{t}+\tilde{\lambda}\left(t, x, D_{x}\right)\right) u .
\end{array}\right.
$$

Notice that $\omega \in C\left([0, T] ; S^{1}\right), \omega^{-1} \in C\left([0, T] ; S^{0}\right)$. We have

$$
\begin{align*}
\left(D_{t}+\tilde{\lambda}\right) v_{0}= & \sqrt{\alpha(t)+\left\langle D_{x}\right\rangle^{-2 \chi}}\left\langle D_{x}\right\rangle v_{1}  \tag{2.13}\\
& +\frac{i \alpha^{\prime}(t)}{2\left(\alpha(t)+\left\langle D_{x}\right\rangle^{-2 x}\right)} v_{0}+[\tilde{\lambda}, \omega] \omega^{-1} v_{0}
\end{align*}
$$

where the operator $[\tilde{\lambda}, \omega] \omega^{-1}$ is of order 0 , and

$$
\begin{align*}
\left(D_{t}\right. & -\tilde{\lambda}) v_{1}  \tag{2.14}\\
& =\left(\frac{\alpha^{\prime}(t)}{\alpha(t)+\left\langle D_{x}\right\rangle^{-2 \chi}} T_{1}+\frac{\alpha(t)}{\sqrt{\alpha(t)+\left\langle D_{x}\right\rangle^{-2 \chi}}} T_{2}+T_{3}+T_{4}\right) v_{0}
\end{align*}
$$

$T_{j}=T_{j}\left(t, x, D_{x}\right), \quad$ with $\quad T_{3}(t, x, \xi) \in C\left([0, T] ; S^{1-x, \sigma}\right), \quad T_{1}(t, x, \xi), T_{2}(t, x, \xi)$, $T_{4}(t, x, \xi) \in C\left([0, T] ; S^{0, \sigma}\right)$.

Then, from (2.11), (2.13), (2.14), problem (1.3) is equivalent to the Cauchy problem

$$
\left\{\begin{array}{l}
L_{1} V=0,  \tag{2.15}\\
V(0, x)=V_{0},
\end{array} \quad V=\left(v_{0}, v_{1}\right)\right.
$$

for the first order system

$$
\begin{aligned}
L_{1}= & \partial_{t}+i\left(\begin{array}{cc}
\tilde{\lambda}\left(t, x, D_{x}\right) & -\omega\left(t, D_{x}\right) \\
0 & -\tilde{\lambda}\left(t, x, D_{x}\right)
\end{array}\right) \\
& +\frac{\alpha^{\prime}(t)}{\alpha(t)+\left\langle D_{x}\right\rangle^{-2 x}} A_{1}\left(t, x, D_{x}\right)+C_{1}\left(t, x, D_{x}\right) \\
& +\frac{\alpha(t)}{\sqrt{\alpha(t)+\left\langle D_{x}\right\rangle^{-2 x}}} D_{1}\left(t, x, D_{x}\right)+E_{1}\left(t, x, D_{x}\right)
\end{aligned}
$$

where $A_{1}(t, x, \xi), C_{1}(t, x, \xi), D_{1}(t, x, \xi), E_{1}(t, x, \xi)$ are $2 \times 2$ matrices such that

$$
\left\{\begin{array}{l}
A_{1}, D_{1}, E_{1} \in C\left([0, T] ; S^{0, \sigma}\right) \\
C_{1} \in C\left([0, T] ; S^{1-\chi, \sigma}\right)
\end{array}\right.
$$

To diagonalize the matrix

$$
\left(\begin{array}{cc}
\tilde{\lambda}(t, x, \xi) & -\omega(t, \xi) \\
0 & -\tilde{\lambda}(t, x, \xi)
\end{array}\right)
$$

we use

$$
M(t, x, \xi)=\left(\begin{array}{cc}
1 & \frac{\langle\xi\rangle}{2 S_{1}(t, x, \xi)} \\
0 & 1
\end{array}\right)
$$

$S_{1}$ in (2.4), which is elliptic of order zero. Thus problem (2.15) is equivalent to

$$
\left\{\begin{array}{l}
L U=0  \tag{2.16}\\
U(0, x)=U_{0}
\end{array}\right.
$$

where $U=M\left(t, x, D_{x}\right) V$ and

$$
\begin{gather*}
L=\partial_{t}+i \Lambda\left(t, x, D_{x}\right)+\frac{\alpha^{\prime}(t)}{\alpha(t)+\left\langle D_{x}\right\rangle^{-2 \chi}} A\left(t, x, D_{x}\right)+C\left(t, x, D_{x}\right)  \tag{2.17}\\
+\frac{\alpha(t)}{\sqrt{\alpha(t)+\left\langle D_{x}\right\rangle^{-2 \chi}}} D\left(t, x, D_{x}\right)+E\left(t, x, D_{x}\right) \\
\Lambda\left(t, x, D_{x}\right)=\left(\begin{array}{cc}
\tilde{\lambda}\left(t, x, D_{x}\right) & 0 \\
0 & -\tilde{\lambda}\left(t, x, D_{x}\right)
\end{array}\right) \tag{2.18}
\end{gather*}
$$

with new $2 \times 2$ matrices

$$
\left\{\begin{array}{l}
A(t, x, \xi), D(t, x, \xi), E(t, x, \xi) \in C\left([0, T] ; S^{0, \sigma}\right) \\
C(t, x, \xi) \in C\left([0, T] ; S^{1-x, \sigma}\right)
\end{array}\right.
$$

Looking now at the terms in (2.17) we have that

$$
\frac{\alpha(t)}{\sqrt{\alpha(t)+\langle\xi\rangle^{-2 \chi}}} D(t, x, \xi) \leq \sqrt{\alpha(t)+\langle\xi\rangle^{-2 \chi}} D(t, x, \xi) \in C\left([0, T] ; S^{0, \sigma}\right)
$$

while

$$
\begin{align*}
\tilde{A}(t, x, \xi) & =\frac{\alpha^{\prime}(t)}{\alpha(t)+\langle\xi\rangle^{-2 \chi}} A(t, x, \xi)  \tag{2.19}\\
& =\frac{\alpha^{\prime}(t)}{\left(\alpha(t)+\langle\xi\rangle^{-2 \chi}\right)^{1-1 / N}} \cdot \frac{A(t, x, \xi)}{\left(\alpha(t)+\langle\xi\rangle^{-2 \chi}\right)^{1 / N}}
\end{align*}
$$
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is such that for all $\beta, \gamma \in Z_{+}^{n}$ it is

$$
\left|\partial_{\xi}^{\beta} \partial_{x}^{\gamma} \tilde{A}(t, x, \xi)\right| \leq c_{\beta, \gamma} \frac{\alpha^{\prime}(t)}{\alpha(t)+\langle\xi\rangle^{-2 \chi}}\langle\xi\rangle^{-|\beta|} ;
$$

the symbol $\tilde{A} \in L^{1}\left([0, T] ; S^{2 \chi / N}\right)$, since if $\alpha \in C^{N}$, then $\alpha^{1 / N}$ is an absolutely continuous function (see Lemma 1 in [5]).

Here we need to distinguish two cases because the orders $2 \chi / N$ and $1-\chi$ fight one against the other. We have

$$
2 \chi / N=1-\chi \quad \text { for } \chi=N /(2+N)
$$

Thus:
i) if $\chi<\frac{N}{N+2}$, then the $C^{\chi}$ behavior dominates, and the Cauchy problem (2.16) for the operator (2.17) can be written in the form

$$
\left\{\begin{array}{l}
\left(\partial_{t}+i \Lambda\left(t, x, D_{x}\right)+R\left(t, x, D_{x}\right)\right) U(t, x)=0  \tag{2.20}\\
U(0, x)=U_{0}
\end{array}\right.
$$

with

$$
R(t, x, \xi) \in L^{1}\left([0, T] ; S^{1-\chi, \sigma}\right)
$$

It is well known that to have existence and uniqueness of the solution of such a Cauchy problem one has to require that the Gevrey index is

$$
\sigma<\frac{1}{1-\chi}:=\sigma_{0} .
$$

ii) if $\chi \geq \frac{N}{N+2}$, then the $C^{N}$ behavior dominates, and the Cauchy problem (2.16) for the operator (2.17) can be written again in the form (2.20) but this time with

$$
R(t, x, \xi) \in L^{1}\left([0, T] ; S^{2 /(N+2), \sigma}\right)
$$

In order to have existence and uniqueness of the solution we need to ask

$$
\sigma<\left(\frac{2}{N+2}\right)^{-1}=1+\frac{N}{2}:=\sigma_{0}
$$

Step 3. Starting from now, we will denote by $\sigma_{0}$ the bound $1+N / 2$ or $1 /(1-\chi)$ according to the case we are considering. We give hereafter the energy estimate for the operator

$$
\begin{equation*}
L=\partial_{t}+i \Lambda\left(t, x, D_{x}\right)+R\left(t, x, D_{x}\right) \tag{2.21}
\end{equation*}
$$

$\Lambda$ in (2.18), with

$$
R(t, x, \xi) \in L^{1}\left([0, T] ; S^{1 / \sigma_{0}, \sigma}\right)
$$

by proving the following:
Energy estimate. There exists a positive constant $\lambda$ such that for any $\mu \in \mathbf{R}$, $U \in H^{\mu, \lambda, \sigma}, \quad F \in C\left([0, T] ; G^{\sigma}\right), \quad 1 \leq \sigma<\sigma_{0}$, the unique solution $U(t, x)$ of the Cauchy problem

$$
\left\{\begin{array}{l}
L U=0 \\
U(0)=U_{0}
\end{array}\right.
$$

$L$ in (2.21), satisfies the estimate:

$$
\begin{equation*}
\|U(t, \cdot)\|_{\mu, \lambda-\int_{0}^{\prime} \varphi(\tau) d \tau, \sigma}^{2} \leq C_{\mu}\left(\left\|U_{0}\right\|_{\mu, \lambda, \sigma}^{2}+\int_{0}^{t}\|F(\tau, \cdot)\|_{\mu, \lambda-\int_{0}^{\tau} \varphi(s) d s, \sigma}^{2}\right) \tag{2.22}
\end{equation*}
$$

for every $U \in C\left([0, T] ; H^{\mu+1, \lambda, \sigma}\right) \cap C^{1}\left([0, T] ; H^{\mu, \lambda, \sigma}\right)$, and for a non negative function $\varphi \in L^{1}([0, T]), T \ll$.

Proof of the energy estimate. We give the energy estimate only for $\mu=0$, because if $\mu \neq 0$ we have

$$
\left\langle D_{x}\right\rangle^{-\mu} L\left\langle D_{x}\right\rangle^{\mu}=L+R_{\mu},
$$

$R_{\mu}$ of order zero, so we can always reduce to the case $\mu=0$ without any loss of generality.

From (2.17) and (2.19), it is clear the existence of a function $\varphi(t) \geq 0$, $\varphi \in L^{1}([0, T])$, such that

$$
\left|\partial_{\xi}^{\alpha} \partial_{x}^{\beta} R(t, x, \xi)\right| \leq c_{\alpha, \beta} \varphi(t)\langle\xi\rangle^{1 / \sigma_{0}-|\alpha|}, \quad \alpha, \beta \in \mathbf{Z}_{+}^{n}, x, \xi \in \mathbf{R}^{n} .
$$

Let us define the operator $w\left(t, D_{x}\right)$ with symbol

$$
\begin{equation*}
w(t, \xi)=e^{\left(\lambda-\int_{0}^{\prime} \varphi(\tau) d \tau\right)\langle\xi\rangle^{1 / \sigma_{0}}} \tag{2.23}
\end{equation*}
$$

$\lambda>0$ to be choosen, and consider the operator

$$
\begin{equation*}
L_{w}=w L w^{-1} \tag{2.24}
\end{equation*}
$$

The Cauchy problem $L U=0, U(0)=U_{0}$ is equivalent to
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$$
\left\{\begin{array}{l}
L_{w} Z=0 \\
Z(0)=Z_{0}
\end{array}\right.
$$

with
(2.25) $\quad L_{w}=\partial_{t}+i\left(\begin{array}{cc}\tilde{\lambda} & 0 \\ 0 & -\tilde{\lambda}\end{array}\right)+\varphi(t)\left\langle D_{x}\right\rangle+R+$ lower order terms, on condition that

$$
\int_{0}^{T} \varphi(t) d t \leq \lambda, \quad \lambda \leq \lambda_{0}
$$

(see the composition theorems in [7]), and with

$$
\begin{equation*}
Z(t, x)=e^{\left(\lambda-\int_{0}^{\prime} \varphi(\tau) d \tau\right)\langle\xi\rangle^{1 / / 0}} U(t, x) \tag{2.26}
\end{equation*}
$$

The operator $\varphi(t)\left\langle D_{x}\right\rangle+R$ is positively defined because

$$
\begin{equation*}
|\langle R Z, Z\rangle| \leq\left\langle\varphi(t)\left\langle D_{x}\right\rangle^{1 / \sigma_{0}} Z, Z\right\rangle \tag{2.27}
\end{equation*}
$$

where $\langle\cdot, \cdot\rangle$ denotes the scalar product in $H^{0}\left(\mathbf{R}^{n}\right)=L^{2}\left(\mathbf{R}^{n}\right)$.
Consider now

$$
\frac{d}{d t}\|Z(t)\|_{0}^{2}=2 \Re\left\langle Z^{\prime}(t), Z(t)\right\rangle
$$

From (2.25), (2.27), we have

$$
\frac{d}{d t}\|Z(t)\|_{0}^{2} \leq C\left(\|Z(t)\|_{0}^{2}+\left\|L_{w} Z(t)\right\|_{0}^{2}\right)
$$

Thus, by Gronwall's inequality we find

$$
\begin{equation*}
\|Z(t)\|_{0}^{2} \leq C_{0}\left(\left\|Z_{0}\right\|_{0}^{2}+\int_{0}^{t}\left\|L_{w} Z(\tau)\right\|_{0}^{2} d \tau\right) \tag{2.28}
\end{equation*}
$$

Now to obtain (2.22) one only has to remember the definition of $Z$ in (2.26). Estimate (2.2) follows then immediately from (2.22), using (2.12). Notice that transformation (2.23) carries the loss of $\int_{0}^{t} \varphi(\tau) d \tau$ derivatives, with $T \ll$. The maximum loss is so

$$
\int_{0}^{T} \varphi(\tau) d \tau<+\infty
$$

Theorem (2.1) is completely proved.

## 3. Gevrey Well Posedness under Levi Conditions

In this last section of the paper we investigate the behavior of the lower order terms $b\left(t, x, D_{x}\right), c(t, x)$ in equation (1.4) with respect to the results of Gevrey well posedness of Theorem 2.1.

We consider here the Cauchy problem (1.3) in the general case of $P$ given by (1.4). We assume the coefficients of (1.4) to satisfy (1.5), (1.6), and we add for the lower order terms condition (1.7).

Then we have the following result of well posedness under Levi conditions:

Theorem 3.1. Consider the Cauchy problem (1.3) for $P$ in (1.4) and under conditions (1.5), (1.6), (1.7).
i) If $\chi<\frac{N}{N+2}$ and $\gamma \geq 1-\frac{1}{2 \chi}$, then problem (1.3) is $G^{\sigma}$ well posed for every $1 \leq \sigma<\frac{1}{1-\chi}$.
ii) If $\chi \geq \frac{N}{N+2}$ and $\gamma \geq \frac{1}{2}-\frac{1}{N}$, then problem (1.3) is $G^{\sigma}$ well posed for every $1 \leq \sigma<1+\frac{N}{2}$.
Moreover, the energy estimate (2.2) for the solution $u(t, x)$ of (1.3) remains valid.

Proof. The proof will follow the one of Theorem 2.1 with the addition of the lower order terms $b, c$ at each step.

Like in Step 1, we approximate the characteristic roots by defining $\tilde{\lambda}$ as in (2.3), and we obtain from (1.4), (2.9) the factorization

$$
\begin{align*}
& \quad \text { (3.1) } \begin{array}{l}
\quad\left(t, x, D_{x}\right) \\
\qquad \begin{array}{l}
\left(D_{t}-\tilde{\lambda}\left(t, x, D_{x}\right)\right)\left(D_{t}+\tilde{\lambda}\left(t, x, D_{x}\right)\right)+\frac{i \alpha^{\prime}(t)}{2 \sqrt{\alpha(t)+\left\langle D_{x}\right\rangle^{-2 x}}} S_{1}\left(t, x, D_{x}\right) \\
\\
\quad+\frac{\alpha(t)}{4 Q\left(t, x, D_{x}\right)} \sum_{j=1}^{n} \partial_{\xi_{j}} Q\left(t, x, D_{x}\right) D_{x_{j}} Q\left(t, x, D_{x}\right) \\
\\
\quad+\sqrt{\alpha(t)+\left\langle D_{x}\right\rangle^{-2 x}} S_{4}\left(t, x, D_{x}\right)+b\left(t, x, D_{x}\right)+c(t, x)+R\left(t, x, D_{x}\right),
\end{array} \\
S_{1}(t, x, \xi) \in L^{1}\left([0, T] ; S^{1, \sigma}\right), \quad S_{4}(t, x, \xi) \in L^{1}\left([0, T] ; S^{2-x, \sigma}\right), \quad \text { and } \quad R(t, x, \xi) \in
\end{array} \tag{3.1}
\end{align*}
$$ $C\left([0, T] ; S^{0, \sigma}\right)$.

As in Step 2, we perfom the reduction (2.11), (2.12). We obtain (2.13) and
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$$
\begin{align*}
\left(D_{t}-\tilde{\lambda}\right) v_{1}= & \left(\frac{\alpha^{\prime}(t)}{\alpha(t)+\left\langle D_{x}\right\rangle^{-2 \chi}} T_{1}+\frac{\alpha(t)}{\sqrt{\alpha(t)+\left\langle D_{x}\right\rangle^{-2 x}}} T_{2}+T_{3}\right.  \tag{3.2}\\
& \left.-\frac{b\left(t, x, D_{x}\right)}{\sqrt{\alpha(t)+\left\langle D_{x}\right\rangle^{-2 x}}\left\langle D_{x}\right\rangle}+T_{4}\right) v_{0},
\end{align*}
$$

$T_{j}=T_{j}\left(t, x, D_{x}\right), \quad$ with $\quad T_{3}(t, x, \xi) \in C\left([0, T] ; S^{1-x, \sigma}\right), \quad T_{1}(t, x, \xi), T_{2}(t, x, \xi)$, $T_{4}(t, x, \xi) \in C\left([0, T] ; S^{0, \sigma}\right)$.

Then, from (2.11), (2.13), (3.2) and after the diagonalization of the principal part of the system performed in the previous section, the Cauchy problem (1.3) is equivalent to problem

$$
\left\{\begin{array}{l}
L U=0  \tag{3.3}\\
U(0, x)=U_{0}
\end{array}\right.
$$

where

$$
\begin{align*}
L= & \partial_{t}+i \Lambda\left(t, x, D_{x}\right)+\frac{\alpha^{\prime}(t)}{\alpha(t)+\left\langle D_{x}\right\rangle^{-2 x}} A\left(t, x, D_{x}\right)  \tag{3.4}\\
& +\frac{b\left(t, x, D_{x}\right)}{\sqrt{\alpha(t)+\left\langle D_{x}\right\rangle^{-2 x}}\left\langle D_{x}\right\rangle} B\left(t, x, D_{x}\right)+C\left(t, x, D_{x}\right) \\
& +\frac{\alpha(t)}{\sqrt{\alpha(t)+\left\langle D_{x}\right\rangle^{-2 x}}} D\left(t, x, D_{x}\right)+E\left(t, x, D_{x}\right),
\end{align*}
$$

$\Lambda$ in (2.18), with

$$
\left\{\begin{array}{l}
A(t, x, \xi), B\left(t, x, D_{x}\right), D(t, x, \xi), E(t, x, \xi) \in C\left([0, T] ; S^{0, \sigma}\right) \\
C(t, x, \xi) \in C\left([0, T] ; S^{1-x, \sigma}\right)
\end{array}\right.
$$

To deal with the new term $\frac{b\left(t, x, D_{x}\right)}{\sqrt{\alpha(t)+\left\langle D_{x}\right\rangle^{-2 x}}\left\langle D_{x}\right\rangle} B\left(t, x, D_{x}\right)$ we use the Levi condition (1.7) to write

$$
\frac{b(t, x, \xi)}{\sqrt{\alpha(t)+\langle\xi\rangle^{-2 x}}\langle\xi\rangle} B(t, x, \xi)=\frac{b(t, x, \xi)}{\left(\alpha(t)+\langle\xi\rangle^{-2 x}\right)^{\gamma}\langle\xi\rangle} \cdot \frac{B(t, x, \xi)}{\left(\alpha(t)+\langle\xi\rangle^{-2 \chi}\right)^{1 / 2-\gamma}},
$$

where

$$
\frac{b(t, x, \xi)}{\left(\alpha(t)+\langle\xi\rangle^{-2 \chi}\right)^{\gamma}\langle\xi\rangle} \in C\left([0, T] ; S^{0, \sigma}\right),
$$

and

$$
\frac{B(t, x, \xi)}{\left(\alpha(t)+\langle\xi\rangle^{-2 \chi}\right)^{1 / 2-\gamma}} \in L^{1}\left([0, T] ; S^{2 x(1 / 2-\gamma)}\right)
$$

Thus, according to Theorem 2.1 we distinguish two cases.
i) If $\chi<\frac{N}{N+2}$, we ask $2 \chi(1 / 2-\gamma) \leq 1-\chi$. We obtain that if

$$
\gamma \geq 1-\frac{1}{2 \chi}=\gamma_{0}
$$

then the Cauchy problem (3.3) for the operator (3.4) is of the form (2.20), with

$$
R(t, x, \xi) \in L^{1}\left([0, T] ; S^{1-\chi, \sigma}\right)
$$

Gevrey well posedness holds so for

$$
\sigma<\frac{1}{1-\chi}=\sigma_{0}
$$

ii) If $\chi \geq \frac{N}{N+2}$, we require $2 \chi(1 / 2-\gamma) \leq 2 \chi / N$. We obtain that if

$$
\gamma \geq \frac{1}{2}-\frac{1}{N}=\gamma_{0}
$$

the Cauchy problem (3.3) for the operator (3.4) is of the form (2.20), with

$$
R(t, x, \xi) \in L^{1}\left([0, T] ; S^{2 /(N+2), \sigma}\right)
$$

Gevrey well posedness holds for

$$
\sigma<1+\frac{N}{2}=\sigma_{0}
$$

The energy estimate can be now derived from Step 3 of Theorem 2.1 exactly in the same way. Theorem 3.1 is proved.

Remark 3.2. We finally notice that:

- the choice of $\gamma$ depends only on the dominant between $N$ and $\chi$;
- if $\gamma<\gamma_{0}$ (according to the case), then (3.3) can be written again in the form (2.20), but with a remainder

$$
R(t, x, \xi) \in L^{1}\left([0, T] ; S^{\gamma_{0}, \sigma}\right)
$$

and the Cauchy problem (1.3) is well posed only for

$$
\sigma<\frac{1}{\gamma_{0}}<\sigma_{0} .
$$

In such a case the lower order term $b$ destroys the well posedness results of Theorem 2.1.
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