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#### Abstract

Robust regression is an important tool for analyzing data that are contaminated with outliers. Fomengko et al. [5] proposed a nonlinear robust prediction based on the M-estimation; their method, however, needs a specific nonlinear regression model in advance. In this paper, we propose a method to obtain a nonlinear robust prediction without specifying a nonlinear model in advance. We combine M-estimation and kernel principal component regression to obtain the nonlinear prediction. Then, we compare the proposed method with some other methods.
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## 1 Introduction

Regression analysis is one of the most widely used techniques for analyzing data. The ordinary multiple linear regression model is given by

$$
\begin{equation*}
\mathbf{Y}=\mathbf{X} \boldsymbol{\beta}+\boldsymbol{\epsilon} \tag{1.1}
\end{equation*}
$$

where $\mathbf{Y}=\left(\begin{array}{llll}Y_{1} & Y_{2} & \ldots & Y_{N}\end{array}\right)^{T}, \tilde{\mathbf{X}}=\left(\begin{array}{llll}\mathbf{x}_{1} & \mathbf{x}_{2} & \ldots & \mathbf{x}_{N}\end{array}\right)^{T}, \mathbf{X}=\left(\begin{array}{ll}\mathbf{1}_{N} & \tilde{\mathbf{X}}\end{array}\right), \mathbf{x}_{i}=$ $\left(\begin{array}{llll}x_{i 1} & x_{i 2} & \ldots & x_{i p}\end{array}\right)^{T} \in \mathbb{R}^{p}, \boldsymbol{\beta}=\left(\begin{array}{llll}\beta_{0} & \beta_{1} & \ldots & \beta_{p}\end{array}\right)^{T}$ is a vector of regression coefficients, $\boldsymbol{\epsilon}=\left(\begin{array}{llll}\epsilon_{1} & \epsilon_{2} & \ldots & \epsilon_{N}\end{array}\right)^{T}$ is a vector of random errors, $I_{N}$ denotes the $N \times N$ identity matrix, $x_{i j} \in \mathbb{R}$ for $i=1,2, \ldots, N ; j=1,2, \ldots, p$; and $\sigma^{2} \in \mathbb{R}$ where $\mathbb{R}$ is the set of real numbers. The sizes of $\mathbf{x}_{i}, \mathbf{Y}, \tilde{\mathbf{X}}, \mathbf{X}, \boldsymbol{\beta}$ and $\boldsymbol{\epsilon}$ are $p \times 1, N \times 1, N \times p$, $N \times(p+1),(p+1) \times 1$ and $N \times 1$, respectively, and $\mathbf{1}_{N}=\left(\begin{array}{llll}1 & 1 & \ldots & 1\end{array}\right)_{N \times 1}^{T}$. The vector $\mathbf{x}_{i}^{T}$ denotes the transpose of the vector $\mathbf{x}_{i}$. Matrix $\mathbf{X}$ is called the regression matrix.

Let $\mathbf{y}=\left(\begin{array}{llll}y_{1} & y_{2} & \ldots & y_{N}\end{array}\right)^{T} \in \mathbb{R}^{N}$ be the observed data corresponding to $\mathbf{Y}$. Hence, we have

$$
\begin{equation*}
\mathbf{y}=\mathbf{X} \boldsymbol{\beta}+\boldsymbol{e} \tag{1.2}
\end{equation*}
$$

[^0]where $\boldsymbol{e} \in \mathbb{R}^{N}$ is a vector of residuals. The aim of regression analysis is to find the estimator of $\boldsymbol{\beta}$, say $\hat{\boldsymbol{\beta}}=\left(\begin{array}{llll}\hat{\beta}_{0} & \hat{\beta}_{1} & \ldots & \hat{\beta}_{p}\end{array}\right)^{T} \in \mathbb{R}^{p+1}$, such that the least-squares function,

$$
\begin{align*}
\mathcal{S}(\boldsymbol{\beta}) & =\boldsymbol{e}^{T} \boldsymbol{e} \\
& =(\mathbf{y}-\mathbf{X} \boldsymbol{\beta})^{T}(\mathbf{y}-\mathbf{X} \boldsymbol{\beta}), \tag{1.3}
\end{align*}
$$

is minimized. The solution can be found by solving the following linear equation

$$
\begin{equation*}
\mathbf{X}^{T} \mathbf{X} \hat{\boldsymbol{\beta}}=\mathbf{X}^{T} \mathbf{y} \tag{1.4}
\end{equation*}
$$

Eq. (1.4) is called the least squares normal equations and $\hat{\boldsymbol{\beta}}$ is called the ordinary least-squares (OLS) estimator of $\boldsymbol{\beta}$. The procedure to obtain $\hat{\boldsymbol{\beta}}$ by solving Eq. (1.3) is called the OLS method.

The prediction value of $\mathbf{y}$, say $\hat{\mathbf{y}}$, is given by

$$
\hat{\mathbf{y}}=\left(\begin{array}{llll}
\hat{y}_{1} & \hat{y}_{2} & \ldots & \hat{y}_{N} \tag{1.5}
\end{array}\right)^{T}:=\mathbf{X} \hat{\boldsymbol{\beta}},
$$

and the residual between $\mathbf{y}$ and $\hat{\mathbf{y}}$ is given by

$$
\hat{\mathbf{e}}=\left(\begin{array}{llll}
\hat{e}_{1} & \hat{e}_{2} & \ldots & \hat{e}_{N} \tag{1.6}
\end{array}\right)^{T}:=\mathbf{y}-\hat{\mathbf{y}} .
$$

The root mean square error ( $R M S E$ ) by OLS is given by

$$
\begin{equation*}
R M S E_{o l s}:=\sqrt{\frac{\hat{\mathbf{e}}^{T} \hat{\mathbf{e}}}{N}}, \tag{1.7}
\end{equation*}
$$

and the prediction by ordinary linear regression is given by

$$
\begin{equation*}
f(\boldsymbol{x}):=\hat{\beta}_{0}+\sum_{j=1}^{p} \hat{\beta}_{j} x_{j}, \tag{1.8}
\end{equation*}
$$

where $f$ is a function from $\mathbb{R}^{p}$ to $\mathbb{R}$ and $\mathbf{x}=\left(\begin{array}{llll}x_{1} & x_{2} & \ldots & x_{p}\end{array}\right)^{T} \in \mathbb{R}^{p}$.
The main disadvantage of the OLS method is its sensitivity to outliers, i.e., residuals of the observed data are large numbers. Outlier have a large influence the prediction value because squaring residuals magnifies the effect of the outliers. If the outliers are contained in the observed data, the predictions of ordinary linear regression and kernel principal component regression ( $K P C R$ ) become inappropriate to be used. Since those methods were constructed based on OLS method. The KPCR was studied by Rosipal et al. [14, 15, 16], Hoegaerts et al. [7], Jade et al. [9], Wibowo et al. [21] and Wibowo [20].

Andrews, Carol and Ruppert; Hogg, Hubber, Krasker and Welsch; Rousseeuw, and Rousseeuw and Leroy proposed robust regression methods to eliminate the influence of the outliers [12]. The M-estimation, which was first introduced by Huber in 1964, is one of the most widely used methods for the robust regression in which the method usually yields a linear prediction. We notice that Fomengko [5] proposed a nonlinear robust prediction based on M-estimation with specifying a nonlinear regression model in advance. In many situations, however, an appropriate nonlinear regression model for a set of data is unknown in advance. Hence, the proposed method has limitations in applications.

In this paper, we propose a technique to obtain a nonlinear robust prediction without specifying a nonlinear model in advance. In our proposed technique, we combine M-estimation and KPCR to obtain the nonlinear robust prediction. The procedure to derive the nonlinear prediction of the proposed method is straightforward as the procedure of the M-estimation in linear regression, except that some mathematical techniques are done to obtain the nonlinear robust prediction. We refer the proposed technique as the Robust $K P C R(R-K P C R)$.

This manuscript is organized as follows: Section 2, we review the robust linear regression based on M-estimation. In Section 3, the R-KPCR and its algorithm will be discussed. In Section 4, we compare the capabilities of R-KPCR with other methods. Finally, conclusions are given in Section 5.

## 2 Linear Robust Regression based on M-Estimation

M-estimation method can be considered as a modification of both regression based on OLS and maximum likelihood estimation that eliminate the effects of outlying observation on the regression estimation. Note that, Eq. (1.3) can be written as

$$
\begin{equation*}
\sum_{i=1}^{N} e_{i}^{2} \tag{2.1}
\end{equation*}
$$

where $e_{i}=y_{i}-\dot{\mathbf{x}}_{i}^{T} \boldsymbol{\beta}$ and $\dot{\mathbf{x}}_{i}^{T}=\left(\begin{array}{ll}1 & \mathbf{x}_{i}^{T}\end{array}\right)$. In the M-estimation method, the term $e_{i}^{2}$ is replaced by $\rho\left(e_{i}\right)$ where $\rho$ is a function from $\mathbb{R}$ to $\mathbb{R}$. Hence, we must find the estimator of $\boldsymbol{\beta}$ such that the function

$$
\begin{equation*}
\sum_{i=1}^{N} \rho\left(e_{i}\right)=\sum_{i=1}^{N} \rho\left(y_{i}-\dot{\mathbf{x}}_{i}^{T} \boldsymbol{\beta}\right) \tag{2.2}
\end{equation*}
$$

is minimized. Consequently, RMSE of linear robust regression based on M-estimation is calculated by using $\rho\left(e_{i}\right)$. The function $\rho$ should be symmetric $\left(\rho\left(e_{i}\right)=\rho\left(-e_{i}\right)\right)$, positive $\left(\rho\left(e_{i}\right) \geq 0\right)$, strictly monotonically increasing $\left(\rho\left(\left|e\left(i_{1}\right)\right|\right)>\rho\left(\left|e\left(i_{2}\right)\right|\right)\right.$ if $\left.\left|e\left(i_{1}\right)\right|>\left|e\left(i_{2}\right)\right|\right)$, and a convex function on $\mathbb{R}$. For example, for the OLS estimation, $\rho(z)=z^{2}$. The most commonly used choice of $\rho$ is the Huber function [2]

$$
\rho(z)= \begin{cases}1 / 2 z^{2} & |z| \leq k  \tag{2.3}\\ k|z|-1 / 2 k^{2} & |z|>k\end{cases}
$$

where $k \in \mathbb{R}$. Fomenko et al. [5] used the Tukey biweighted function

$$
\rho(z)= \begin{cases}1 / 6\left[\left(1-\left(1-z^{2}\right)^{3}\right]\right. & |z| \leq 1  \tag{2.4}\\ 1 / 6 & |z|>1\end{cases}
$$

To minimize Eq. (2.2), equate the first partial derivatives of $\rho$ with respect to $\beta_{j}$ $(j=0,1, \ldots, p)$ to zero. This gives the system of $p+1$ equations

$$
\begin{equation*}
\sum_{i=1}^{N} \rho^{\prime}\left(e_{i}\right) \dot{\mathbf{x}}_{i}^{T}=\mathbf{0}^{T}, \tag{2.5}
\end{equation*}
$$

where $\rho^{\prime}$ is the derivative of $\rho$. Then, we define the weight function

$$
w(z)= \begin{cases}\rho^{\prime}(z) / z & \text { if } z \neq 0  \tag{2.6}\\ 1 & \text { if } z=0\end{cases}
$$

Then, Eq. (2.5) can be written as

$$
\begin{equation*}
\sum_{i=1}^{N}\left(\frac{\rho^{\prime}\left(e_{i}\right)}{e_{i}}\right) e_{i} \dot{\mathbf{x}}_{i}^{T}=\sum_{i=1}^{N} w_{i} e_{i} \dot{\mathbf{x}}_{i}^{T}=\mathbf{0}^{T} \tag{2.7}
\end{equation*}
$$

where $w_{i}=w\left(e_{i}\right)$. Since $e_{i}=y_{i}-\dot{\mathbf{x}}_{i}^{T} \boldsymbol{\beta}$, we obtain

$$
\begin{equation*}
\sum_{i=1}^{N} w_{i} y_{i} \dot{\mathbf{x}}_{i}^{T}=\sum_{i=1}^{N} w_{i} \dot{\mathbf{x}}_{i}^{T} \boldsymbol{\beta} \dot{\mathbf{x}}_{i}^{T} \tag{2.8}
\end{equation*}
$$

In matrix form, Eq. (2.8) becomes

$$
\begin{equation*}
\mathbf{X}^{T} \mathbf{W} \mathbf{X} \boldsymbol{\beta}=\mathbf{X}^{T} \mathbf{W} \mathbf{y} \tag{2.9}
\end{equation*}
$$

where $\mathbf{W}=\operatorname{diag}\left(w_{1}, w_{2}, \ldots, w_{N}\right)$ and called the weigthed least squares equations. Let $\hat{\boldsymbol{\beta}}^{*}$ be the solution of Eq. (2.9). Hence, we have

$$
\begin{equation*}
\mathbf{X}^{T} \mathbf{W} \mathbf{X} \hat{\boldsymbol{\beta}}^{*}=\mathbf{X}^{T} \mathbf{W} \mathbf{y} \tag{2.10}
\end{equation*}
$$

The estimator $\hat{\boldsymbol{\beta}}^{*}$ is called the robust estimator of $\boldsymbol{\beta}$. The weights, however, depend upon the residuals, the residuals depend upon the estimated regression coefficients and the the estimated regression coefficients depends upon the weights. An iterative solution, called iteratively reweighted least-squares (IRLS), is therefore required. The IRLS's algorithm is given in the following steps:

1. Select the initial estimator of $\boldsymbol{\beta}$, say $\hat{\boldsymbol{\beta}}^{*(0)}$, by OLS.
2. At each iteration $t$, calculate residual $e_{i}^{(t-1)}=y_{i}-\dot{\mathbf{x}}_{i}^{T} \boldsymbol{\beta}^{*(t-1)}, w_{i}^{(t-1)}=w\left(e_{i}^{(t-1)}\right)$ and $\mathbf{W}^{(t-1)}=\operatorname{diag}\left(w_{1}^{(t-1)}, w_{2}^{(t-1)}, \ldots, w_{N}^{(t-1)}\right)$.
3. Solve the new weighted least squares equations

$$
\mathbf{X}^{T} \mathbf{W}^{(t-1)} \mathbf{X} \hat{\boldsymbol{\beta}}^{*(t)}=\mathbf{X}^{T} \mathbf{W}^{(t-1)} \mathbf{y}
$$

Step 2 and Step 3 are repeated until the estimated regression coefficients convergence.

The convergence proof of IRLS's algorithm is not possible without unsupported distribution assumption. The convergence proof of IRLS can be found in [22]. However, IRLS works well in practice $[3,8]$ and is frequently used in the computational statistic community $[4,13]$.

## 3 Robust Kernel Principal Component Regression

### 3.1 Regression in Feature Space

Assume we have a function $\psi: \mathbb{R}^{p} \rightarrow \mathcal{F}$, where $\mathcal{F}$ is the feature space which is an Euclidean space with dimension $p_{F}\left(p_{F} \geq p\right)$. Then, we define $\boldsymbol{\Psi}=\left(\begin{array}{l}\psi\left(\mathbf{x}_{1}\right)\end{array} \ldots \quad \psi\left(\mathbf{x}_{N}\right)\right)^{T}$, $\mathbf{C}:=\frac{1}{N} \boldsymbol{\Psi}^{T} \boldsymbol{\Psi}=\frac{1}{N} \sum_{i=1}^{N} \psi\left(\mathbf{x}_{i}\right) \psi\left(\mathbf{x}_{i}\right)^{T}$ and $\mathbf{K}=\boldsymbol{\Psi} \boldsymbol{\Psi}^{T}$ where sizes of $\boldsymbol{\Psi}, \mathbf{C}$ and $\mathbf{K}$ are $N \times p_{F}, p_{F} \times p_{F}$ and $N \times N$, respectively. We assume that $\sum_{i=1}^{N} \psi\left(\mathbf{x}_{i}\right)=\mathbf{0}$. If $\mathcal{F}$ is infinite-dimensional, we consider the linear operator $\psi\left(\mathbf{x}_{i}\right) \psi\left(\mathbf{x}_{i}\right)^{T}$ instead of the matrix $\mathbf{C}$ [18]. The eigenvalues and eigenvectors of the matrices $\mathbf{C}$ and $\mathbf{K}$ are related by the following theorem.

Theorem 3.1. [21] Suppose $\hat{\lambda} \neq 0$ and $\hat{\mathbf{a}} \in \mathcal{F} \backslash\{\mathbf{0}\}$. The following statements are equivalent:

1. $\hat{\lambda}$ and $\hat{\mathbf{a}}$ satisfy $\lambda \mathbf{a}=\mathbf{C a}$.
2. $\hat{\lambda}$ and $\hat{\mathbf{a}}$ satisfy $\lambda N \mathbf{K} \hat{\boldsymbol{b}}=\mathbf{K}^{2} \hat{\boldsymbol{b}}$ and $\mathbf{a}=\sum_{i=1}^{N} \hat{b}_{i} \psi\left(\mathbf{x}_{i}\right)$, for some $\hat{\mathbf{b}}=\left(\begin{array}{llll}\hat{b}_{1} & \hat{b}_{2} & \ldots & \hat{b}_{N}\end{array}\right)^{T} \in \mathbb{R}^{N} \backslash\{\mathbf{0}\}$.
3. $\hat{\lambda}$ and $\hat{\mathbf{a}}$ satisfy $\lambda N \tilde{\boldsymbol{b}}=\mathbf{K} \tilde{\boldsymbol{b}}$ and $\mathbf{a}=\sum_{i=1}^{N} \tilde{b}_{i} \psi\left(\mathbf{x}_{i}\right)$, for some $\tilde{\mathbf{b}}=\left(\begin{array}{llll}\tilde{b}_{1} & \tilde{b}_{2} & \ldots & \tilde{b}_{N}\end{array}\right)^{T} \in \mathbb{R}^{N} \backslash\{\mathbf{0}\}$.

The standard centered multiple linear regression model in the feature space is given by

$$
\begin{equation*}
\mathbf{Y}_{o}=\boldsymbol{\Psi} \gamma+\tilde{\boldsymbol{\epsilon}} \tag{3.1}
\end{equation*}
$$

where $\gamma=\left(\begin{array}{llll}\gamma_{1} & \gamma_{2} & \ldots & \gamma_{p_{F}}\end{array}\right)^{T}$ is a vector of regression coefficients in the feature space, $\tilde{\boldsymbol{\epsilon}}$ is a vector of random errors in the feature space and $\mathbf{Y}_{o}=\left(I_{N}-\frac{1}{N} \mathbf{1}_{N} \mathbf{1}_{N}^{T}\right) \boldsymbol{Y}$. Let $\mathbf{y}_{o}=\left(\begin{array}{llll}y_{o 1} & y_{o 2} & \ldots & y_{o N}\end{array}\right)^{T} \in \mathbb{R}^{N}$ be the observed data corresponding to $\mathbf{Y}_{o}$. Hence, we have

$$
\begin{equation*}
\mathbf{y}_{o}=\mathbf{\Psi} \gamma+\tilde{\boldsymbol{e}} \tag{3.2}
\end{equation*}
$$

where $\tilde{\boldsymbol{e}} \in \mathbb{R}^{N}$ is a vector of residuals. Here, we cannot use the generalized inverse matrix to obtain the estimator of $\gamma$ since $\boldsymbol{\Psi}$ is not known explicitly.

Let $\hat{p}_{F}$ be the $\operatorname{rank}$ of $\boldsymbol{\Psi}$ where $\hat{p}_{F} \leq \min \left(N, p_{F}\right)$. Since the $\operatorname{rank}(\boldsymbol{\Psi})$ is equal to $\operatorname{rank}(\mathbf{K})$ and $\operatorname{rank}\left(\boldsymbol{\Psi}^{T} \boldsymbol{\Psi}\right)$, then $\operatorname{rank}(\mathbf{K})$ and $\operatorname{rank}\left(\boldsymbol{\Psi}^{T} \boldsymbol{\Psi}\right)$ are equal to $\hat{p}_{F}$. Since the matrix $\mathbf{K}$ is symmetric and positive semidefinite, the eigenvalues of $\mathbf{K}$ are nonnegative real numbers [1]. Let $\lambda_{1} \geq \lambda_{2} \geq \ldots \geq \lambda_{\tilde{r}} \geq \lambda_{\tilde{r}+1} \geq \ldots \geq \lambda_{\hat{p}_{F}}>\lambda_{\hat{p}_{F}+1}=\ldots=$ $\lambda_{N}=0$ be the eigenvalues of $\mathbf{K}$ and $\mathbf{B}=\left(\begin{array}{llll}\mathbf{b}_{1} & \mathbf{b}_{2} & \ldots & \mathbf{b}_{N}\end{array}\right)$ be the matrix of the corresponding normalized eigenvectors $\mathbf{b}_{l}$ of $\mathbf{K}$. Then, let $\boldsymbol{\alpha}_{l}=\frac{\mathbf{b}_{l}}{\sqrt{\lambda_{l}}}$ and $\mathbf{a}_{l}=\boldsymbol{\Psi}^{T} \boldsymbol{\alpha}_{l}$ for $l=1,2, \ldots, \hat{p}_{F}$. By Theorem 3.1 we obtain

$$
\begin{gathered}
\frac{\lambda_{l}}{N} \mathbf{a}_{l}=\mathbf{C} \mathbf{a}_{l} \quad \text { for } l=1,2, \ldots, \hat{p}_{F} \\
\mathbf{a}_{i}^{T} \mathbf{a}_{j}= \begin{cases}1 & \text { if } i=j, \\
0 & \text { otherwise },\end{cases}
\end{gathered}
$$

or equivalent to

$$
\begin{gathered}
\lambda_{l} \mathbf{a}_{l}=\boldsymbol{\Psi}^{T} \mathbf{\Psi} \mathbf{a}_{l} \quad \text { for } l=1,2, \ldots, \hat{p}_{F} \\
\mathbf{a}_{i}^{T} \mathbf{a}_{j}= \begin{cases}1 & \text { if } i=j, \\
0 & \text { otherwise }\end{cases}
\end{gathered}
$$

Since the rank of $\boldsymbol{\Psi}^{T} \boldsymbol{\Psi}$ is equal to $\hat{p}_{F}$, then the remaining ( $p_{F}-\hat{p}_{F}$ ) eigenvalues of $\boldsymbol{\Psi}^{T} \boldsymbol{\Psi}$ are zero eigenvalues. Let $\lambda_{k},\left(k=\hat{p}_{F}+1, \hat{p}_{F}+2, \ldots, p_{F}\right)$, be the zero eigenvalues of $\boldsymbol{\Psi}^{T} \boldsymbol{\Psi}$ and $\mathbf{a}_{k}$ be the normalized eigenvectors of $\boldsymbol{\Psi}^{T} \boldsymbol{\Psi}$ corresponding to $\lambda_{k}$. Hence, we have

$$
\begin{gathered}
\lambda_{l} \mathbf{a}_{l}=\boldsymbol{\Psi}^{T} \boldsymbol{\Psi} \mathbf{a}_{l} \quad \text { for } l=1,2, \ldots, p_{F} \\
\mathbf{a}_{i}^{T} \mathbf{a}_{j}= \begin{cases}1 & \text { if } i=j, \\
0 & \text { otherwise }\end{cases}
\end{gathered}
$$

Furthermore, we define $\mathbf{A}=\left(\begin{array}{llll}\mathbf{a}_{1} & \mathbf{a}_{2} & \ldots & \mathbf{a}_{p_{F}}\end{array}\right)$. It is evident that $\mathbf{A}$ is an orthogonal matrix, that is, $\mathbf{A}^{T}=\mathbf{A}^{-1}$. It is not difficult to verify that

$$
\mathbf{A}^{T} \boldsymbol{\Psi}^{T} \boldsymbol{\Psi} \mathbf{A}=\mathbf{D}
$$

where

$$
\begin{aligned}
\mathbf{D} & =\left(\begin{array}{ccc}
\mathbf{D}_{\left(\hat{p}_{F}\right)} & \mathbf{O} \\
\mathbf{O} & \mathbf{O}
\end{array}\right), \\
\mathbf{D}_{\left(\hat{p}_{F}\right)} & =\left(\begin{array}{cccc}
\lambda_{1} & 0 & \ldots & 0 \\
0 & \lambda_{2} & \ldots & 0 \\
\ldots & \ldots & \ldots & \ldots \\
0 & 0 & \ldots & \lambda_{\hat{p}_{F}}
\end{array}\right) .
\end{aligned}
$$

By using $\mathbf{A} \mathbf{A}^{T}=\mathbf{I}_{p_{F}}$, we can rewrite the model (3.1) as

$$
\begin{equation*}
\mathbf{y}_{o}=\mathbf{U} \boldsymbol{\vartheta}+\tilde{\boldsymbol{e}} \tag{3.3}
\end{equation*}
$$

where $\mathbf{U}=\boldsymbol{\Psi} \mathbf{A}$ and $\boldsymbol{\vartheta}=\mathbf{A}^{T} \boldsymbol{\gamma}$. Let

$$
\mathbf{U}=\left(\begin{array}{ll}
\mathbf{U}_{\left(\hat{p}_{F}\right)} & \left.\mathbf{U}_{\left(p_{F}-\hat{p}_{F}\right)}\right) \text { and } \boldsymbol{\vartheta}=\left(\begin{array}{ll}
\boldsymbol{\vartheta}_{\left(\hat{p}_{F}\right)}^{T} & \boldsymbol{\vartheta}_{\left(p_{F}-\hat{p}_{F}\right)}^{T}
\end{array}\right)^{T}, ~
\end{array}\right.
$$

where sizes of $\mathbf{U}_{\left(\hat{p}_{F}\right)}, \mathbf{U}_{\left(p_{F}-\hat{p}_{F}\right)}, \boldsymbol{\vartheta}_{\left(\hat{p}_{F}\right)}$, and $\boldsymbol{\vartheta}_{\left(p_{F}-\hat{p}_{F}\right)}$ are $N \times \hat{p}_{F}, N \times\left(p_{F}-\hat{p}_{F}\right)$, $\hat{p_{F}} \times 1$ and $\left(p_{F}-\hat{p}_{F}\right) \times 1$, respectively. The model (3.3) can be written as

$$
\begin{equation*}
\mathbf{y}_{o}=\mathbf{U}_{\left(\hat{p}_{F}\right)} \boldsymbol{\vartheta}_{\left(\hat{p}_{F}\right)}+\mathbf{U}_{\left(p_{F}-\hat{p}_{F}\right)} \boldsymbol{\vartheta}_{\left(p_{F}-\hat{p}_{F}\right)}+\tilde{\boldsymbol{e}} \tag{3.4}
\end{equation*}
$$

As we see that $\mathbf{D}=\mathbf{A}^{T} \boldsymbol{\Psi}^{T} \boldsymbol{\Psi} \mathbf{A}=\mathbf{U}^{T} \mathbf{U}$, and we obtain

$$
\begin{gathered}
\mathbf{U}_{\left(\hat{p}_{F}\right)}^{T} \mathbf{U}_{\left(\hat{p}_{F}\right)}=\mathbf{D}_{\left(\hat{p}_{F}\right)} \\
\mathbf{U}_{\left(p_{F}-\hat{p}_{F}\right)}^{T} \mathbf{U}_{\left(p_{F}-\hat{p}_{F}\right)}=\mathbf{O}
\end{gathered}
$$

and

$$
\mathbf{U}_{\left(\hat{p}_{F}\right)}^{T} \mathbf{U}_{\left(p_{F}-\hat{p}_{F}\right)}=\mathbf{O}
$$

Since $\left(\mathbf{U}_{\left(p_{F}-\hat{p}_{F}\right)} \boldsymbol{\vartheta}_{\left(p_{F}-\hat{p}_{F}\right)}\right)^{T} \mathbf{U}_{\left(p_{F}-\hat{p}_{F}\right)} \boldsymbol{\vartheta}_{\left(p_{F}-\hat{p}_{F}\right)}=0$, we see that $\mathbf{U}_{\left(p_{F}-\hat{p}_{F}\right)} \boldsymbol{\vartheta}_{\left(p_{F}-\hat{p}_{F}\right)}$ is equal to $\mathbf{0}$. Consequently, the model (3.4) reduces to

$$
\begin{equation*}
\mathbf{y}_{o}=\mathbf{U}_{\left(\hat{p}_{F}\right)} \boldsymbol{\vartheta}_{\left(\hat{p}_{F}\right)}+\tilde{\boldsymbol{e}} \tag{3.5}
\end{equation*}
$$

Since

$$
\mathbf{U}=\left(\begin{array}{ll}
\mathbf{U}_{\left(\hat{p}_{F}\right)} & \mathbf{U}_{\left(p_{F}-\hat{p}_{F}\right)}
\end{array}\right)=\left(\begin{array}{ll}
\boldsymbol{\Psi} \mathbf{A}_{\left(\hat{p}_{F}\right)} & \boldsymbol{\Psi} \mathbf{A}_{\left(p_{F}-\hat{p}_{F}\right)}
\end{array}\right)
$$

we obtain $\mathbf{U}_{\left(\hat{p}_{F}\right)}=\boldsymbol{\Psi} \mathbf{A}_{\left(\hat{p}_{F}\right)}$. As we see that $\mathbf{A}_{\left(\hat{p}_{F}\right)}=\boldsymbol{\Psi}^{T}\left(\begin{array}{llll}\boldsymbol{\alpha}_{1} & \boldsymbol{\alpha}_{2} & \ldots & \boldsymbol{\alpha}_{\hat{p}_{F}}\end{array}\right)$. Hence,

$$
\begin{equation*}
\mathbf{U}_{\left(\hat{p}_{F}\right)}=\boldsymbol{\Psi} \boldsymbol{\Psi}^{T} \boldsymbol{\Gamma}_{\left(\hat{p}_{F}\right)}=\mathbf{K} \boldsymbol{\Gamma}_{\left(\hat{p}_{F}\right)} \tag{3.6}
\end{equation*}
$$

where $\boldsymbol{\Gamma}_{\left(\hat{p}_{F}\right)}=\left(\begin{array}{llll}\boldsymbol{\alpha}_{1} & \boldsymbol{\alpha}_{2} & \ldots & \boldsymbol{\alpha}_{\hat{p}_{F}}\end{array}\right)$. However, we do not know $\mathbf{U}_{\left(\hat{p}_{F}\right)}$ explicitly yet. Let us consider the following theorem:

Theorem 3.2. (Mercer [11, 17]) For any symmetric, continuous and positive semidefinite kernel $\xi: \mathbb{R}^{p} \times \mathbb{R}^{p} \rightarrow \mathbb{R}$, there exists a function $\phi: \mathbb{R}^{p} \rightarrow \mathcal{F}$ such that

$$
\xi(\mathbf{x}, \mathbf{y})=\phi(\mathbf{x})^{T} \phi(\mathbf{y})
$$

By using Theorem 3.2, if we choose a continuous, symmetric and positive semidefinite kernel $\kappa: \mathbb{R}^{p} \times \mathbb{R}^{p} \rightarrow \mathbb{R}$ then there exists $\phi: \mathbb{R}^{p} \rightarrow \mathcal{F}$ such that $\kappa\left(\mathbf{x}_{i}, \mathbf{x}_{j}\right)=$ $\phi\left(\mathbf{x}_{i}\right)^{T} \phi\left(\mathbf{x}_{j}\right)$. Instead of choosing $\psi$ explicitly, we choose a kernel $\kappa$ and employ the corresponding function $\phi$ as $\psi$. Let $K_{i j}=\kappa\left(\mathbf{x}_{i}, \mathbf{x}_{j}\right)$. Hence, we have

$$
\mathbf{K}=\left(\begin{array}{cccc}
K_{11} & K_{12} & \ldots & K_{1 N} \\
K_{21} & K_{22} & \ldots & K_{2 N} \\
\cdots \ldots & \ldots & \ldots & \ldots \\
K_{N 1} & K_{N 2} & \ldots & K_{N N}
\end{array}\right)
$$

and it is explicitly known now. This implies that $\mathbf{U}_{\left(\hat{p}_{F}\right)}$ is also explicitly known and model (3.5) is well defined now.

Let

$$
\mathbf{U}=\left(\begin{array}{ll}
\mathbf{U}_{(\tilde{r})} & \left.\mathbf{U}_{\left(\hat{p}_{F}-\tilde{r}\right)}\right) \text { and } \boldsymbol{\vartheta}=\left(\begin{array}{ll}
\boldsymbol{\vartheta}_{(\tilde{r})}^{T} & \boldsymbol{\vartheta}_{\left(\hat{p}_{F}-\tilde{r}\right)}^{T}
\end{array}\right)^{T} . . . .
\end{array}\right.
$$

Hence model (3.5) can be written as

$$
\begin{equation*}
\mathbf{y}_{o}=\mathbf{U}_{(\tilde{r})} \boldsymbol{\vartheta}_{(\tilde{r})}+\mathbf{U}_{\left(\hat{p}_{F}-\tilde{r}\right)} \boldsymbol{\vartheta}_{\left(\hat{p}_{F}-\tilde{r}\right)}+\tilde{\boldsymbol{e}} . \tag{3.7}
\end{equation*}
$$

Note that, $\mathbf{U}_{\left(\hat{p}_{F}\right)}=\mathbf{K} \boldsymbol{\Gamma}_{\left(\hat{p}_{F}\right)}$ and $\boldsymbol{\Gamma}_{\left(\hat{p}_{F}\right)}=\left(\begin{array}{llll}\boldsymbol{\alpha}_{1} & \boldsymbol{\alpha}_{2} & \ldots & \boldsymbol{\alpha}_{\hat{p}_{F}}\end{array}\right)$. If we only use the first $\tilde{r}$ vectors of $\boldsymbol{\alpha}_{1}, \boldsymbol{\alpha}_{2}, \ldots, \boldsymbol{\alpha}_{\hat{p}_{F}}$, model (3.7) becomes

$$
\begin{equation*}
\mathbf{y}_{o}=\mathbf{U}_{(\tilde{r})} \boldsymbol{\vartheta}_{(\tilde{r})}+\tilde{\mathbf{e}}_{\mathbf{1}} \tag{3.8}
\end{equation*}
$$

where $\tilde{\mathbf{e}}_{\mathbf{1}}=\left(\begin{array}{llll}\tilde{e}_{\mathbf{1} 1} & \tilde{e}_{\mathbf{1}} & \ldots & \tilde{e}_{\mathbf{1} N}\end{array}\right)^{T}$ is a vector of residuals influenced by dropping the term $\mathbf{U}_{\left(\hat{p}_{F}-\tilde{r}\right)} \boldsymbol{\vartheta}_{\left(\hat{p}_{F}-\tilde{r}\right)}$ in model (3.7). Let $\mathbf{U}_{(\tilde{r})}=\left(\begin{array}{llll}\mathbf{u}_{1} & \mathbf{u}_{2} & \ldots & \mathbf{u}_{N}\end{array}\right)^{T}$. Now, we apply M-estimation method for model (3.8) which minimize

$$
\begin{equation*}
\sum_{i=1}^{N} \rho\left(\tilde{e}_{\mathbf{1} i}\right)=\sum_{i=1}^{N} \rho\left(y_{o i}-\mathbf{u}_{i}^{T} \boldsymbol{\vartheta}_{(\tilde{r})}\right) \tag{3.9}
\end{equation*}
$$

with respect to $\boldsymbol{\vartheta}_{(\tilde{r})}$. To minimize Eq. (3.9), equate the first partial derivatives of $\rho$ with respect to $\beta_{j}(j=0,1, \ldots, p)$ to zero. This gives the system of $\hat{p}_{F}$ equations

$$
\begin{equation*}
\sum_{i=1}^{N} \rho^{\prime}\left(\tilde{e}_{\mathbf{1}}\right) \mathbf{u}_{i}^{T}=\mathbf{0}^{T} \tag{3.10}
\end{equation*}
$$

Then, we define the weight function

$$
\tilde{w}(z)= \begin{cases}\rho^{\prime}(z) / z & \text { if } z \neq 0  \tag{3.11}\\ 1 & \text { if } z=0\end{cases}
$$

Then, Eq. (3.19) can be written as

$$
\begin{equation*}
\sum_{i=1}^{N}\left(\frac{\rho^{\prime}\left(\tilde{e}_{\mathbf{1} i}\right)}{\tilde{e}_{\mathbf{1} i}}\right) \tilde{e}_{\mathbf{1} i} \mathbf{u}_{i}^{T}=\sum_{i=1}^{N} \tilde{w}_{i} \tilde{e}_{\mathbf{1} i} \mathbf{u}_{i}^{T}=\mathbf{0}^{T} \tag{3.12}
\end{equation*}
$$

where $\tilde{w}_{i}=\tilde{w}\left(\tilde{e}_{\mathbf{1}}\right)$. Since $\tilde{e}_{\mathbf{1} i}=y_{o i}-\mathbf{u}_{i}^{T} \boldsymbol{\vartheta}_{(\tilde{r})}$, we obtain

$$
\begin{equation*}
\sum_{i=1}^{N} \tilde{w}_{i} y_{o i} \mathbf{u}_{i}^{T}=\sum_{i=1}^{N} \tilde{w}_{i} \mathbf{u}_{i}^{T} \boldsymbol{\vartheta}_{(\tilde{r})} \mathbf{u}_{i}^{T} \tag{3.13}
\end{equation*}
$$

In matrix form, Eq. (3.13) becomes

$$
\begin{equation*}
\mathbf{U}_{(\tilde{r})}^{T} \tilde{\mathbf{W}} \mathbf{U}_{(\tilde{r})} \boldsymbol{\vartheta}_{(\tilde{r})}=\mathbf{U}_{(\tilde{r})}^{T} \tilde{\mathbf{W}} \mathbf{y}_{\mathbf{o}} \tag{3.14}
\end{equation*}
$$

where $\tilde{\mathbf{W}}=\operatorname{diag}\left(\tilde{w}_{1}, \tilde{w}_{2}, \ldots, \tilde{w}_{N}\right)$. Let $\hat{\boldsymbol{\vartheta}}_{(\tilde{r})}^{*}=\left(\begin{array}{llll}\hat{\vartheta}_{1}^{*} & \hat{\vartheta}_{2}^{*} & \ldots & \hat{\vartheta}_{\tilde{r}}^{*}\end{array}\right)^{T}$ be the solution of Eq. (3.15). Hence, we have

$$
\begin{equation*}
\mathbf{U}_{(\tilde{r})}^{T} \tilde{\mathbf{W}} \mathbf{U}_{(\tilde{r})} \hat{\boldsymbol{\vartheta}}_{(\tilde{r})}^{*}=\mathbf{U}_{(\tilde{r})}^{T} \tilde{\mathbf{W}} \mathbf{y}_{\mathbf{o}} \tag{3.15}
\end{equation*}
$$

As mentioned in Section 2, the weights, however, depend upon the residuals, the residuals depend upon the estimated regression coefficients and the the estimated regression coefficients depends upon the weights. Therefore, $\hat{\boldsymbol{\vartheta}}_{(\tilde{r})}^{*}$ is obtained by IRLS's algorithm.

The prediction of $\mathbf{y}$ with the first $\tilde{r}$ vectors of $\boldsymbol{\alpha}_{1}, \boldsymbol{\alpha}_{2}, \ldots, \boldsymbol{\alpha}_{\hat{p}_{F}}$, say $\tilde{\mathbf{y}}$, is given by

$$
\begin{equation*}
\tilde{\mathbf{y}}:=\bar{y} \mathbf{1}_{N}+\mathbf{K} \boldsymbol{\Gamma}_{(\tilde{\tilde{r}})} \hat{\boldsymbol{\vartheta}}_{(\tilde{\tilde{r}})}^{*} . \tag{3.16}
\end{equation*}
$$

The residual between $\mathbf{y}$ and $\tilde{\mathbf{y}}$ is given by

$$
\begin{equation*}
\hat{\tilde{\mathbf{e}}}_{1}:=\mathbf{y}-\tilde{\mathbf{y}}, \tag{3.17}
\end{equation*}
$$

Then, the prediction by the $R-K P C R$ with the first $\tilde{r}$ vectors of $\boldsymbol{\alpha}_{1}, \boldsymbol{\alpha}_{2}, \ldots, \boldsymbol{\alpha}_{\hat{p}_{F}}$ is given by

$$
\begin{equation*}
g_{(\tilde{r})}(\mathbf{x}):=\bar{y}+\sum_{i=1}^{N} \tilde{c}_{i} \kappa\left(\mathbf{x}, \mathbf{x}_{i}\right) \tag{3.18}
\end{equation*}
$$

where $g_{(\tilde{r})}$ is a function from $\mathbb{R}^{p}$ to $\mathbb{R},\left(\begin{array}{llll}\tilde{c}_{1} & \tilde{c}_{2} & \ldots & \tilde{c}_{N}\end{array}\right)^{T}=\boldsymbol{\Gamma}_{(\tilde{r})} \hat{\boldsymbol{\vartheta}}_{(\tilde{r})}^{*}$. The number $\tilde{r}$ is called the retained number of nonlinear PCs for the $R-K P C R$.

### 3.2 The R-KPCR's Algorithm

We summarize the procedure in Subsection 3.1 to obtain the prediction by R-KPCR.

## Algorithm:

1. Given $\left(y_{i}, x_{i 1}, x_{i 2}, \ldots, x_{i p}\right), i=1,2, \ldots, N$.
2. Calculate $\bar{y}=\frac{1}{N} \mathbf{1}_{N}^{T} \mathbf{y}$ and $\boldsymbol{y}_{o}=\left(I_{N}-\frac{1}{N} \mathbf{1}_{N} \mathbf{1}_{N}^{T}\right) \boldsymbol{y}$.
3. Choose a kernel $\kappa: \mathbb{R}^{p} \times \mathbb{R}^{p} \rightarrow \mathbb{R}$ and $\rho: \mathbb{R} \rightarrow \mathbb{R}$
4. Construct $K_{i j}=\kappa\left(\mathbf{x}_{i}, \mathbf{x}_{j}\right)$ and $\mathbf{K}=\left(K_{i j}\right)$.
5. Diagonalize $\mathbf{K}$.

Let $\lambda_{1} \geq \lambda_{2} \geq \ldots \geq \lambda_{\tilde{r}} \geq \lambda_{\tilde{r}+1} \geq \ldots \geq \lambda_{\hat{p}_{F}}>\lambda_{\hat{p}_{F}+1}=\ldots=\lambda_{N}=0$ be the eigenvalues of $\mathbf{K}$ and $\mathbf{b}_{1}, \mathbf{b}_{2}, \ldots, \mathbf{b}_{N}$ be the corresponding normalized eigenvectors of $\mathbf{K}$.
6. Construct $\boldsymbol{\alpha}_{l}=\frac{\mathbf{b}_{l}}{\sqrt{\lambda_{l}}}$ for $l=1,2, \ldots, \tilde{r}$ and $\boldsymbol{\Gamma}_{(\tilde{r})}=\left(\begin{array}{llll}\boldsymbol{\alpha}_{1} & \boldsymbol{\alpha}_{2} & \ldots & \boldsymbol{\alpha}_{\tilde{r}}\end{array}\right)$ where $\tilde{r} \in\left\{1,2, \ldots, \hat{p}_{F}\right\}$.
7. Calculate $\mathbf{U}_{(\tilde{r})}=\mathbf{K} \Gamma_{(\tilde{r})}$.
8. Find estimator of $\boldsymbol{\vartheta}_{(\tilde{r})}$ by IRLS
(a) Select the initial estimator of $\boldsymbol{\vartheta}_{\left(\hat{p}_{F}\right)}$, say $\hat{\boldsymbol{\vartheta}}_{\left(\hat{p}_{F}\right)}^{*(0)}$, by OLS.
(b) At each iteration $t$, calculate residual $\tilde{e}_{1 i}^{(t-1)}=y_{o i}-\mathbf{u}_{i}^{T} \hat{\boldsymbol{\vartheta}}_{\left(\hat{p}_{F}\right)}^{*(t-1)}$,

$$
\widetilde{w}_{i}^{(t-1)}= \begin{cases}\frac{\rho^{\prime}\left(\tilde{e}_{1 i}^{(t-1)}\right)}{\tilde{e}_{1 i}^{t-1)}} & \text { if } \tilde{e}_{1 i}^{(t-1)} \neq 0, \\ 1 & \text { if } \tilde{e}_{1 i}^{(t-1)}=0,\end{cases}
$$

$$
\text { and } \tilde{\mathbf{W}}^{(t-1)}=\operatorname{diag}\left(\tilde{w}_{1}^{(t-1)}, \tilde{w}_{2}^{(t-1)}, \ldots, \tilde{w}_{N}^{(t-1)}\right) .
$$

(c) Solve the new weighted least squares equations

$$
\mathbf{U}_{(\tilde{r})}^{T} \tilde{\mathbf{W}}^{(t-1)} \mathbf{U}_{(\tilde{r})} \hat{\boldsymbol{\vartheta}}_{(\tilde{r})}^{*(t)}=\mathbf{U}_{(\tilde{r})}^{T} \tilde{\mathbf{W}}^{(t-1)} \mathbf{y}_{\mathbf{o}}
$$

Step (b) and (c) are repeated until the estimated regression coefficients convergence. Let the estimated regression coefficients convergence at

$$
\hat{\boldsymbol{\vartheta}}_{(\tilde{r})}^{*(t)}=\left(\begin{array}{llll}
\hat{\vartheta}_{1}^{*(t)} & \hat{\vartheta}_{2}^{*(t)} & \ldots & \hat{\vartheta}_{\tilde{r}}^{*(t)}
\end{array}\right)^{T}
$$

9. Calculate $\tilde{\mathbf{c}}=\left(\begin{array}{llll}\tilde{c}_{1} & \tilde{c}_{2} & \ldots & \tilde{c}_{N}\end{array}\right)^{T}=\boldsymbol{\Gamma}_{(\tilde{r})} \hat{\boldsymbol{\vartheta}}_{(\tilde{r})}^{*(\hat{t})}$.
10. Given a vector $\mathbf{x} \in \mathbb{R}^{p}$, the prediction by R-KPCR with the first $\tilde{r}$ vectors of $\boldsymbol{\alpha}_{1}, \boldsymbol{\alpha}_{2}, \ldots, \boldsymbol{\alpha}_{\hat{p}_{F}}$ is given by

$$
g_{\tilde{r}}(\mathbf{x})=\bar{y}+\sum_{j=1}^{N} \tilde{c}_{i} \kappa\left(\mathbf{x}, \mathbf{x}_{j}\right),
$$

Note that the above algorithms work under the assumption $\sum_{i=1}^{N} \psi\left(\mathbf{x}_{i}\right)=\mathbf{0}$. When $\sum_{i=1}^{N} \psi\left(\mathbf{x}_{i}\right) \neq \mathbf{0}$, we have only to replace $\mathbf{K}$ by $\mathbf{K}_{N}:=\mathbf{K}-\mathbf{E K}-\mathbf{K E}+\mathbf{E K E}$ in Step 4, where $\mathbf{E}$ is the $N \times N$ matrix with all elements equal to $\frac{1}{N}$. Further, we diagonalize $\mathbf{K}_{N}$ in Step 5 and work based on $\mathbf{K}_{N}$ in the subsequent steps.

The cross validation (CV) technique can be used to determine the appropriate $\tilde{r}$ in model (3.18). The CV has a large literature, see for example $[6,10,12,19]$. In the CV, the original data are partitioned into $L$ disjoint subsets where $L$ is a positive integer. A subset data, say $G_{k}(k=1,2, \ldots, L)$, is chosen as the validation for testing the prediction model and the remaining $L-1$ subsets data are used to
estimate the regression coefficients $\boldsymbol{\vartheta}_{(\tilde{r})}$. The CV technique uses the prediction error sum of squares (PRESS) to obtain the appropriate $\tilde{r}$, say $\tilde{r}^{*}$. The PRESS of $G_{k}$ is given by

$$
\begin{equation*}
\operatorname{PRESS}\left(G_{k}\right)_{(\tilde{r})}=\sum_{s=1}^{m_{k}} \rho\left(y_{s}^{k}-g_{(\tilde{r})}\left(\mathbf{x}_{s}^{k}\right)\right), \tag{3.19}
\end{equation*}
$$

where $\mathbf{x}_{s}^{k}$ and $y_{s}^{k}$ are contained in $G_{k}$ and $m_{k}$ is the cardinality of $G_{k}$. Then, $\operatorname{PRESS}\left(G_{k}\right)$ is summed over all the subsets data, say,

$$
\begin{equation*}
\operatorname{PRESS}_{(\tilde{r})}=\sum_{k=1}^{L} \operatorname{PRESS}\left(G_{k}\right)_{(\tilde{r})} \tag{3.20}
\end{equation*}
$$

The number $\tilde{r}^{*}$ is chosen such that $\operatorname{PRESS}_{\left(\tilde{r}^{*}\right)} \leq \operatorname{PRESS}_{(\tilde{r})}$ for $\tilde{r}=1,2, \ldots, \hat{p}_{F}$.

## 4 Case Study

In the case study, we fix the number of regressors to one and use the Gaussian kernel $\kappa(\mathbf{x}, \mathbf{y})=\exp \left(\frac{-\|\mathbf{x}-\mathbf{y}\|^{2}}{\varrho}\right)$ where $\varrho$ is the parameter of the kernel. The toy data were constructed by the function

$$
\begin{equation*}
f(x)=2.5 \sin (x), \tag{4.1}
\end{equation*}
$$

with $x_{i 1}=-2 \pi+0.2 \times i$ for $i=0,1, \ldots, 62$; and

$$
y_{i}= \begin{cases}f\left(x_{i 1}\right)+\dot{e}_{i} & \text { if } i \in\{0,1, \ldots, 62\} \backslash\{5,40,55\}  \tag{4.2}\\ 15+\dot{e}_{5} & \text { if } i=5 \\ -15+\dot{e}_{40} & \text { if } i=40 \\ -15+\dot{e}_{55} & \text { if } i=55\end{cases}
$$

where $\dot{e}_{i}, \dot{e}_{5}, \dot{e}_{40}$ and $\dot{e}_{55}$ are real numbers generated by a normally distributed random with zero mean and standard deviation $\sigma_{1} \in[0,1]$. The set of the data ( $y_{i}, x_{i 1}$ ) is called the training data set. We also generated another set of data for the predictions by ordinary linear regression, robust linear regression, KPCR and R-KPCR. It was also constructed by the Eq. (4.1) with $\hat{x}_{j 1}=-2 \pi+0.25 \times j$ for $j=0,1, \ldots, 50$; and

$$
\hat{y}_{j}= \begin{cases}f\left(\hat{x}_{j 1}\right)+\hat{e}_{j} & \text { if } j \in\{0,1, \ldots, 50\} \backslash\{5,20\},  \tag{4.3}\\ 9+\hat{e}_{5} & \text { if } j=5, \\ -10+\hat{e}_{20} & \text { if } j=20,\end{cases}
$$

where $\hat{e}_{j}, \hat{e}_{5}$ and $\hat{e}_{20}$ are also real numbers generated by a normally distributed random noise with zero mean and standard deviation $\sigma_{2} \in[0,1]$. The set of the data ( $\hat{y}_{j}, \hat{x}_{j 1}$ ) is called the testing data set. For shake of comparisons, we set $\sigma_{1}$ and $\sigma_{2}$ are equal to 0.2 and 0.25 , respectively.

To test the performance of the four methods, we generated 10000 sets of the training data and the testing data. For shake of comparisons, the value of $\tilde{r}$ is chosen to be equal the retained number of nonlinear PCs for the KPCR, say $\hat{r}$. A plot of the predictions of the four methods corresponding to the toy data are given in Figure 1. The average of RMSEs of the four methods are shown in Table 1. In comparing to ordinary linear regression, robust linear regression and KPCR, the R-KPCR yields the better results as shown in Table 1.


Figure 1: A plot of predictions for the linear regression (Green), robust linear regression (Magenta-dash line), KPCR (Blue) and R-KPCR (Red) with $\varrho$ and $\tilde{r}$ equal to 5 and 10, respectively. The robust regression methods used the Huber function with k is equal to 2 . The black stars are the toy data by adding the random noise: (a) training data, (b) testing data.

Table 1: The comparison of ordinary linear regression, robust linear regression, KPCR and R-KPCR.

|  | Model | RMSE |  |
| :---: | :---: | :---: | :---: |
|  |  | Training | Testing |
| Tukey biweighted function | ordinary linear regression | 3.36965128586967 | 2.48160865268650 |
|  | robust linear regression | 0.16562014395649 | 0.33437227269687 |
|  | KPCR ( $\rho=2.5, \hat{r}=14)$ | 2.81004003365153 | 1.90467636266656 |
|  | KPCR $(\rho=5, \hat{r}=10)$ | 2.84127583904498 | 1.75054139256838 |
|  | R-KPCR $(\rho=2.5, \tilde{r}=14)$ | 0.16532672128538 | 0.17193946920348 |
|  | R-KPCR $(\rho=5, \tilde{r}=10)$ | 0.16412845968267 | 0.16705693873425 |
| Huber function | ordinary linear regression | 3.40241441626446 | 2.48915962165389 |
|  | robust linear regression | 1.66326272704349 | 1.56821960764758 |
|  | KPCR $(\rho=2.5, \hat{r}=14)$ | 2.787507237923666 | 1.899546619671557 |
|  | KPCR $(\rho=5, \hat{r}=10)$ | 2.79447892213644 | 1.88776460800414 |
|  | R-KPCR $(\rho=2.5, \tilde{r}=14)$ | 1.152228759181353 | 0.725512925314396 |
|  | R-KPCR $(\rho=5, \tilde{r}=10)$ | 1.14679840289139 | 0.72096269525088 |

## 5 Conclusion

Robust regression is a technique in regression analysis to eliminate the effects of outliers. If the outliers are contained in the observed data, both prediction of ordinary linear regression and KPCR can be inappropriate to be used. We noticed that Fomengko et al. [5] proposed a nonlinear robust prediction based on the Mestimation where their method needs a specific nonlinear regression model in advance. In many situations, however, an appropriate nonlinear regression model for a set of data is unknown in advance. Hence, the proposed method has limitations in applications.

In this paper, we proposed the R-KPCR to obtain a nonlinear robust prediction where our proposed method does not need to specify a nonlinear model in advance. Our case study showed that R-KPCR yields the better result that of ordinary linear regression, robust linear regression and KPCR.
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