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Abstract

In this paper, we propose a new call admission control {CAC) scheme for voice
calls in mobile communication networks. Rejection of a hand-off call is more un-
desirable than that of a new call, for a hand-off call loss causes a severer mental
pain. By quantifying their respective pains, we consider them as different costs.
The key point of our CAC is restricting new calls in order to minimize the total
expected costs per unit time over the long term. An optimal policy is derived from
a semi-Markov decision process in which the interval between two consecutive deci-
sion epochs is exponentially distributed. Based on this optimal policy, we calculate
the steady state probability with respect to the number of established voice connec-
tions on the uplink. Thereafter, we evaluate the blocking and forced termination
probabilities for voice traffic.

Furthermore, we present an analytic model for the integrated voice and data traf-
fic on the downlink. The state of this model stands for the number of voice calls
in OFF state and data packets in the system at the beginning of every frame on
condition that the number of voice connections is fixed. After the steady state prob-
ability for this model is calculated, we examine the effect of CAC on the throughput
and waiting time of data packets at low, middle and high voice load conditions.

We find that the forced termination probability is improved hy our CAC scheme
at the sacrifice of the blocking probability and channel utilization for voice calls.
Besides our CAC is effective for data traffic at middle and high voice load condition.

Keywords: call level, frame level, call admission control, semi-Markov decision
process, CDMA, QoS, packet error probability



1 Imtroduction

Recent years have witnessed a remarkable development in mobile communication tech-
niques. The population of mobile users is explosively growing with the technological
progress. Application services provided today are diverse, including cellular telephony,
e-mail and the Internet browsing. It is predicted that data traffic will occupy high pro-
portion of entire traffic in the near future, so the call admission control (CAC) becomes
a mandatory element of mobile communication networks.

A direct-sequence code division multiple access (DS-CDMA) scheme gets much atten-
tion as one of the third generation access protocols, for it improves not only channel
capacity but also security and interference. In order to guarantee in advance the specified
quality of service (QoS) requirements, the number of users that can be simultaneously
accommodated must be regulated, because CDMA realizes multiple access by a wideband
averaging technique which reduces the interference by averaging it over a long time inter-
val.

Many researchers have tackled with approximations of calculating the bit error proba-
bility (BEP) in the DS-CDMA system. In [1], expressions are developed for the multiple
access interference (MAI) and the upper and lower bounds are given on the average error
probability for a direct-sequence spread spectrum multiple access (DS-SSMA) system.
An accurate approximation, called “improved Gaussian approximation,” is subsequently
presented in [2]. Another approximation that is simpler but maintains the same accuracy
is proposed in [3], which is further simplified in [4].

As for the CAC, many schemes have been proposed; however, few have taken hand-off
calls into account. A CAC scheme is implemented in [5] by employing a semi-Markov
decision process. But hand-off calls are not considered in this model. Besides the voice
activity factor is used instead of an on-off model for each call, because it is assumed that
the CDMA system monitoring cannot draw the line between talkspurt and silence periods
for each call. In [6] the congestion control is carried out for data traffic to ensure that the
packet error probability (PEP) of voice be lower than a specified QoS requirement. To
fully utilize the channel capacity, the congestion control dynamically updates the proba-
bility that users who are assigned special codes start transmitting their data packets.

In this paper, we consider a CAC scheme by including hand-off calls. We investigate to
what degree it has an impact on the performance of mobile communication networks. Qur
system is modeled in two time scales, that is, a call level (the order of a few minutes) and
a frame level (the order of a few ten milliseconds). A CAC scheme dealing with hand-off
calls is executed in the call level. Once the best policy is obtained as the result of CAC,



the hand-off rate is computed from the probabilistic analysis of the behavior of mobile
terminals as in [7]-[10]. The steady state probability in the call level model is used to
calculate the blocking and forced termination probabilities for voice traffic. In addition a
frame level model which meets a QoS requirement for data is proposed. We consider an
on-off model for each admitted call and a two-dimensional Markov chain for integrated
voice and data traffic. The steady state probability in the frame level model is used to
calculate the packet throughput and waiting time for data traffic.

The rest of this paper is organized as follows. Section 2 describes our call and frame
level models. Section 3 defines performance measures for voice and data traffic. Section 4

presents numerical results. Conclusions are drawn in Section 5.

2 System Model

Let us distinguish the time scale of data traffic from that of voice traffic. Data packets
transmitted by mobile users are first grouped into frames the length of which is a few tens
of milliseconds, then encoded, repeated to adjust the data rate, and interleaved. On the
other hand, voice calls have call holding and cell residence times of which the length is a
few minutes. If the system is assumed to be stable in the frame level before the number
of calls changes in the call level, then it is reasonable that the system is independently
modeled in two time scales. Hence, we consider a call level model in which the time unit
is one minute and a frame level model in which the time unit, which equals to the length
of a frame, is 20 milliseconds.

Voice has priority over data due to its delay sensitive property. Channels are first
assigned to all the voice users and the leftover is used for data users. We exclude the case
in which the transmission of data traffic causes the system to reject new or hand-off voice
calls. Thus we can treat only the number of voice connections in the call level. On the
assumption that it is fixed, we deal with integrated voice and data traffic in the frame
level. In the following subsections, we define these models specifically, and analyze them.

2.1 Call level model

In this subsection, we propose a call level model for a cell in a cellular communication
network. We follow a chain of events a call experiences in the cell. We present a CAC

method using a semi-Markov decision process.



2.1.1 Imbedded Markov chain

Let us pay our attention to a single cell. The cell can accommodate calls up to the mul-
tiple access capability (MAC) for voice users K®, which is determined by a specified QoS
requirement. If a new call is placed and the number of existing calls is less than K v then
the call is admitted into the cell; otherwise, the call is blocked. Similarly, if a hand-off
call arrives and the number of existing calls is less than K, then the hand-off process
succeeds; otherwise, the call is forcibly terminated (i.e. the hand-off process fails).

The average call holding and cell residence times are denoted by 1/u; and 1 [laz, Te-
spectively. Both times are assumed to be exponentially distributed. Let A; and ), be the
rates at which new and hand-off calls are generated respectively according to independent

Poisson processes.

Figure 1: State transition diagram.

Consider an imbedded Markov chain [11] in which the state is defined by the number
of calls simultaneously existing in the cell. In this method, we identify a set of decision
epochs such that, if we specify the state in the call level model and also provide information
on the decision epoch thereafter, then we can know the state in the call level model at
the next such decision epoch. We will take up these decision epochs in detail in the next
subsection. There are three cases with respect to the one step transition from state i.
First, if a new or hand-off call is placed in a cell and is admitted into the cell, then the
chain moves from state i to state i + 1. Second, if the call is placed but rejected, then the
chain stays in state i. Third, if the call is completed or leaves the cell as a hand-off call,
then the chain moves from state i to state i — 1. Figure 1 depicts these transitions. These
transition probabilities are denoted by g;41,¢:; and g;;_1;i = 0,1,-- -, K*, respectively.
They are given in terms of u;, 2, A1, A2, and the parameter of CAC; see equations (9)-
(11) below. Since g;; = 0 if |i — j| > 1, the Markov chain is a birth-and-death process.
Let p;;7 = 0,1,---, KV be the steady state probability for the chain to be found in state

J- Then we can have the set of linear equations



Kv
Di = DiGi; i=0,1,--- K"
i=0

Kv
Yopi=1
7=0

which has a positive solution.

Given the steady state probabilities for the number of simultaneous calls in the cell,
the inbound hand-off rate from neighboring cells A; can be determined by the fixed-point
method [9]. Suppose that the network consists of independent and statistically identical
cells, the rate \; can be considered to be equal to the outbound hand-off rate to adjacent
cells A5. The algorithm to calculate the rate A; is as follows.

(1)

1. Initialize Ao = A5 = 0.
2. Calculate p;; 7 =0,1,---, K* by solving equations (1).

3. Compute
Kﬁ

Ap =23 = ijjllﬂ- (2)
i=1

4. Repeat steps 2 and 3 until Ay converges.

2.1.2 Call admission control policy

Accidents that ongoing conversations are forcibly terminated generally displease us more
than initial access failures. Thus it makes sense that we weight rejection costs of new and
hand-off calls and minimize the average cost per unit time over the long term. The cost
should quantify the strength of stress which rejected customers feel.

A policy which rejects a new call even if there are available channels may reject fewer
hand-off calls on the average than ancther policy which accepts a new call whenever there
are available channels. Here, the word “policy” means a compass which indicates an
action to take in all state. Finding the optimal policy is the goal of our CAC. In other
words, the optimal choice of actions {accept or reject) is made in each state to minimize
the average cost per unit time over the long term.

In order to find the optimal policy, we employ a semi-Markov decision process as in [5].
The process is observed when a conversation is completed, a calling user goes out of the
cell, a new call is placed, or a hand-off call arrives. Since each of these events occurs in a
Poisson process, the interval between two consecutive observation points, called decision
epochs, is exponentially distributed. After observing the process, a decision has to be
made according to the policy and the corresponding cost is incurred as a consequence of
the decision made. A set of possible states is defined by



I={x=(z,j)|t=0,1,--,K",]=0,1,2} (3)

where i is the number of calls simultaneously existing in the cell; 7 represents the kind
of decision epochs. When j = 0, which means that a conversation completion or a caller
going out of the cell is observed, the epoch is referred to as a fictitious decision epoch
because no cost is incurred on account of no call rejection. When j = 1 or 2, where the
former means that a new call arrival is observed and the latter means that a hand-off call
arrival is observed, these epochs are referred to as real decision epochs and a desirable
choice a € {0, 1} must be made. Here, the rejection and acceptance are denoted by 0 and
1, respectively.
Suppose that the cost function is given by

Cle)=(1-a)y; a€{01} (4)
where Cx(a) indicates the expected cost incurred until the next decision epoch if action a
is chosen in state x = (i, j); v; quantifies the strength of stress which a rejected user feels
7 =0,1,2, where 7 = 0.
Let the expected time until the next decision epoch when action a is chosen in state x
be denoted by 7x(a). Then the following equations hold due to the memoryless property
at decision epochs.

1

- x = (,0)
'rx(a) - A] + 1\2 + (1; 1)([11 + [Iz) I—a (5)

- + - x=(:1o0r2
Mt A+ (E+ )+ p2) A+ Ao+ i + p2) ( )

According to the memoryless property, the following state transition probabilities are
derived.

( /\1

A1+’\2+(i_1)(ﬂ1+ﬂ2) xl:b_l’l)
2 =(1— b X = (1
A1+A2+()i(— 1)(,,1)+m) x'=(i-1,2) = (3,0)
IR X = (i—1,0)
Pyx(a) = 4 "1+A2+(t): D) + pa2) | ! ©
A1+A2+(i+0)(p1+m) X’=(1+a’1)
A2 _ '
AL+ A2+ (B4 a)(p + pe) x' =(i+a,2) } x=(i,10r2)

(i +a)(p + pa) .
L A+ A2 + (i + a)( + ) xl_(”a’O)J



where x’ denotes the next state.

Now, the value-iteration algorithm of a semi-Markov decision process [12] is applied to
our CAC model in order to determine the optimal policy. To do so, we need to convert
a semi-Markov decision model into a discrete-time Markov decision model such that the
average costs per unit time over the long term of each stationary policy are the same in
both models.

If the current state is x and action a is chosen, then the average cost per unit time until
the next decision epoch is given by Cy(a)/7x(a). If a constant 7 is chosen to satisfy the
condition 0 < 7 < miny, 7x(a), then a decision epoch occurs in time 7 with probability
7/7x(a). The quantity V,(x) is introduced as the minimal total expected cost with n
decision epochs left to the time horizon when the current state is x. A terminal cost
Vo(x”) is incurred if the process ends at state x”. Since the key point is minimizing the
average cost per unit time over the long term, we must go backward in the time axis

until the cost V,(-) — V,-1(-) per unit time converges. This circumstance is illustrated in

Figure 2.
X xf xlll x”
Cx (a) Cxl (a) me (a)
7x(a) = (@) Txe (@)
Va(x)  Vaoi(x) Va(x") Vo(x")

Figure 2: Diagram for the value-iteration algorithm.

Considering the original semi-Markov decision model as a discrete-time Markov decision
model, the value-iteration algorithm to find the optimal policy can be written as follows.

1. Choose V5(x) such that 0 < Vj(x) < min,{Cx(a)/7x(a)} for all x. Set n = 1.
2. Compute for all x

V) = i |28 = ZPx.,«(a)vn-l(x'n{l—‘T—x'[a—)}w.-l(x)]. ™

ae{0,1} | 1c(a) ot
3. Compute the upper and lower bounds
M, = max {V,(x) = Va-1(x)} and my = min {Va(x) = Va1(x)}- (8)

4. If 0 < (M, — my,) < em,, then the algorithm is stopped with the optimal policy.
Otherwise n = n + 1 and go to step 2.

7



Here, € is a small positive constant for stopping the iteration. In our numerical experi-
ments, the algorithm had convergence with £ = 10-3.

It is proved in [13] that this algorithm will be stopped after finitely many iterations
under the assumption that the associated Markov chain is aperiodic for each stationary
policy. However, even though the Markov chain is periodic, the periodicity can be cir-
cumvented by a perturbation of the one step transition probabilities [12]. Furthermore,
it is shown in [14] the value iteration method exhibits a geometric rate of convergence,
whenever convergence occurs.

Once the optimal policy {4 ;i = 0,1,---,K"j = 0,1,2} is determined, the state
transition probabilities gi;+1, i+ and ¢;;_; in equation (1) are derived. Namely,

2
Giie1 = 3 au;)P(ild)
=0 .
a1 + g gAe
A+ A2 + i + p2)
where dg;0) = 0; P(j|i) is the conditional probability that the kind of the next decision
epoch is j on the condition that there are ¢ calls in the cell. Similarly, we get

(9)

q,-,i _ (1 -_ &(i,l))»xl + (1 —_ &(,-,2))/\2 (10)
’\1 + AQ +l(ﬂ1 +- ,UQ)

(1 + pa)
iy = . 11
Bei-1 A1+ Az + (g + u2) (11)

Finally, we substitute these transition probabilities into equation (1) to obtain the
steady state probabilities p;; 7 = 0,1,---, K" for a cell under the optimal CAC policy.

2.2 ¥Frame level model

In this section, another model is considered concerning the integrated voice and data

traffic on the downlink (from base station to mobile terminals) in the frame level on the

condition that the number of established voice connections (i.e. admitted calls) is fixed.
A

2.2.1 Talkspurt and silence periods

As each voice user admitted into the system alternates talkspurt and silence periods, ev-
ery call is assumed to be in either “ON” or “OFF” state. If a call is in ON state, then
the user is speaking (i.e. his/her voice traffic is transmitted on the uplink). If a call
is in OFF state, then the user is listening to the other party’s voice (i.e. his/her voice
traffic is transmitted on the downlink) or both end users are silent, (i.e. no voice traffic is

8



transmitted). However, the last case is assumed to be rare, and it is ignored. Thus, for
the traffic on the downlink, what is important is the number of calls in OFF state, not
that in ON state.

Let the average lengths of talkspurt and silence periods be denoted by £ and 75, re-
spectively. If these periods are assumed to be distributed exponentially, then the state
transition probabilities a and # from ON to OFF and OFF to ON in a frame of length T
can be calculated respectively as

a = 1-em(—) (12)
T
B = 1-en(-]). (13)

This two-state Markov chain is shown in Figure 3.

B

Figure 3: ON-OFF state transition diagram for each user.

If there are m established voice connections at any instant of time, then their transitions
between ON and OFF are independent of each other, and never affected by data packets
because voice calls are assumed to be always served prior to data packets. Thus, the
number of transitions between ON and OFF follows a binomial distribution. It is also
assumed that the system reaches the steady state in the frame level before the number
of calls (i.e. m established voice connections) changes in the call level. Therefore, the

following state transition equation holds for the number of calls in the frame level.
\

Ngy = Ny + B(m — Ny, @) - B(NY, B) (14)

where N} is a random variable which stands for the number of calls in OFF state at the
beginning of the ¢th frame; B(n, «) is a binomial random variable with parameters n and
a.

It is convenient for the numerical calculation to replace equation (14) with the following
equation in terms of the state transition probabilities:

9



R.“,i’(m) - Z (m;Z)al(l . a)m—i—!(. i - )61'1—!—11'(1 _ ﬁ)i’—l 0<i, i <m.
I~o i+l
(15)
Fiv(m) is the probability that the number of calls in OFF state changes from i to i in a
frame when there are m established voice connections.

2.2.2 Markov chain for data traffic process

Since data traffic is more demanding than voice with respect to the PEP as a QoS re-
quirement, the MAC for data users K¢ is usually set to be less than that for voice users
K". But data is delay insensitive compared with voice. Thus data packets are trans-
mitted only if there are channels available which can transmit them while meeting their
QoS requirements on the downlink; otherwise they must wait until any channel becomes
free. Alternatively, the number of channels available for data packets is dependent on the
number of calls in OFF state at the beginning of a frame. A channel must serve as long
as the data buffer is not empty. It is assumed that exactly one packet per frame is served
by one channel.

Consequently, transmitting data packets never interrupts the state transition between
ON and OFF of each established voice connection. On the other hand, the QoS require-
ment for data is never violated by squeezing the state transition of each voice connection,
for the transmission of one packet never goes over multiple frames. To understand this
frame level model more concretely, the reader is referred to Figure 4.

A(Aq) A(Aq)
(Ntv—l! Ntd—l) 1 (Nt"a Ntd) l (Nt”+1v Ntd+l)
fe— t — 1 th frame t th frame
min(C4 ,, N2 ) min(C¢, Nf)

Figure 4: Sketch of the frame level model.

Here N{' denotes the number of data packets in the system. The state (N?, N¢) means
that there are Ny calls in OFF state and N{ packets in the system at the beginning of the
tth frame. A Poisson random variable with parameter A4, which is the average number of

10



data packets arriving in a frame, is denoted by A(A4). The number of channels available
at the beginning of the tth frame C¢ is given by

C? = max(K*® — N?,0) (16)
Thus the base station transmits min(C{, N) packets in the ¢th frame. Figure 4 can be
put into words as follows. Data packet arrivals occur randomly. Those that have arrived
by the beginning of a frame may be served in that frame. Packet departures take place
just before the end of each frame. Moreover Figure 4 helps to derive the state transition

equation at frame boundaries as

N1 = NY + A(Ag) — min(CY, NY). (17)

When m calls exist in the system, let I'(m) represent a set of combinations n = (3, 5),
where ¢ is the number of calls in OFF state and 7 is the number of data packets in the
system at the beginning of a frame:

I'm)={n=©Gji=01,---,mj=01,--,K*+ K%} (18)

Here K?® denote the buffer size for data packets; thus K¢ + K? is the maximum number
of data packets in the system, which occurs when there is no voice connection in the cell.
We need the steady state probability m; ;y; (3, ) € I'(m) for the process (NP, N?) that
evolves according to equations (14) and (17). This steady state probability will be used
to calculate various performance measures as discussed later.

Additionally, replacing the equation (17) with the state transition probability is helpful
to conduct the numerical experiment. Suppose that the state changes from n = (3, ) to
n’ = (¢, j') and the number of packets increases by J in a frame. We then have

6 =6(i,5,¢,5') == j — j + min{ca(4), 5} (19)
where cq4(i) is the value of C%, and min{c4(z), 7} is the number of data packets actu-
ally transmitted in a frame when the state is n = (i, j) at the beginning of the frame.
Consequently, the state transition probabilities in the frame level model are obtained as

-

Pr(m )'\d eXP( Ad) j < K
Fenean(m =1 pe(m) Z Adh exP( X i’ =K* 20)
0 i > K*

where P7;(m) is given in equation (15).

11



3 Performance Measures

In this section, we introduce some performance measures suitable for each traffic type
in order to compare the CAC model with the non-CAC model. Namely, we use the
blocking and forced termination probabilities for voice traffic and the packet throughput
and waiting time for data traffic.

3.1 Multiple access capability

In this paper, the DS-CDMA protocol is considered as a multiple access technique. It is
an averaging system which reduces the interference by averaging the signal power over a
long time interval. Therefore, the more multiple DS signals overlap in time and frequency
the noisier the received signal is, resulting in the degradation of QoS. To guarantee various
QoS requirements, we must adjust the MAC for each type of users. We consider only the
PEP as a specified QoS requirement.

Various approximation techniques for the BEP have been developed for the DS-CDMA
radio system using binary phase shift keyed (BPSK) signaling. In particular, the improved
Gaussian approximation in [2] is accurate. In this paper we use an approximation given
in [4], which simplifies the improved Gaussian approximation while maintaining the same
accuracy.

It is assumed that interfering signal sequences are random and that the MAI is the
only source of bit errors. Suppose that the ratio N = T,/T, is a constant, where T} is
the duration of each encoded data bit and 7. is the duration of each chip in the signal
sequence, and that the system has K simultaneous users. It is well known that the BEP
can be approximately calculated by finding the average signal-to-noise ratio (SNR) z and
using the @ function

Q@) = 7= [ expl(-F)du. (21

According to [4], the simplified improved Gaussian approximation yields results close to
the improved Gaussian approximation as long as the BEP is larger than about 10°6. If
the mean u and the variance o of the distribution of the MAI variance are available, then
the BEP is given by

2 1 1

where

12



a=Q( E) (23)

U
N2
b = Q (\ 4+ V30 ) (24)
N2
The values of 4 and o are given by
b= (K- (26)
o o~ (K- 1)%. 27)

Let us now consider the PEP using above the BEP. We can express the PEP in a closed
form if we ignore the bit-by-bit error dependency for ease of computation. Suppose that
one packet length is L bits and the block error correction capability is incorporated into
the data packet which can correct ¢ or fewer bits. Then the PEP becomes as follows.

i

PEP(K)=1- Zjo (f) BEP(K)'(1 — BEP(K))X (28)

This equation yields two MACs, K" for voice and K¢ for data, if PEP(K) satisfy their
QoS requirements: e.g., PEP(K") < 1072 for voice and PEP(K¢?) < 10~ for data.

3.2 Blocking and forced termination probabilities

There are two situations which irritate users. One is that users who newly try to call
someone are rejected by the system due to no available channel (i.e. blocking new calls).
The other is that users who are on the phone and crossing the cell boundary are forcibly
broken off (i.e. forced termination of hand-off calls). We introduce new call blocking and
hand-off call forced termination probabilities as performance measures in the call level.

If a new call is placed in a cell and the action which follows the optimal policy is
“reject”, then the rejection is regarded as blocking of a new call. If a hand-off call arrives
in a cell and is rejected according to the optimal policy, then the rejection is regarded as
forced termination of a hand-off call. Let Pb and Pf represent the blocking and forced
termination probabilities, respectively. Then

13



Pb = 1
A] + A2 &("lz)zop‘l (") ) E I (29)
Pf = -2 _ Y o el (30)
Al + A? a( =0 ’

where p;;¢ = 0,1,---, K" is the steady state probability for the number of calls in a cell,

given as the solution to equation (1).

3.3 Throughput and waiting time

It is pointed out in the previous section that the number of simultaneously transmitted
data packets has to be less than K for data users in order to guarantee the QoS require-
ment for data. Since the number of channels available for data packets varies with the
number of calls in OFF state, the packet throughput is not constant even when the data
buffer is full of packets waiting to be transmitted. When a packet arrives at any instaﬁt
of time, it must wait till the beginning of the next frame even though there are some idle
channels. The waiting time in the data buffer (i.e. queueing delay) depends on the packet
throughput.

Consider the steady state (i, 5) € I'(m) on the condition that m voice connections are
established, where we have i calls in OFF state and 7 data packets in the system at the
beginning of a frame. If the steady state probability m; ;) is obtained, then the packet
throughput S;(m), conditioned on m established voice connections, can be calculated as

follows.

Sa(m)= 3 min{ca(d), 5H1 — PEP(i + j)}n; (31)
(i9)€r(m)

The average packet throughput Sy is then given by

Ko
Sq= m{;ﬂ PmSa(m). \ (32)

Next, we focus on the average waiting time W;, the interval between the arrival and
departure times of a packet counted in the number of frames. Note that the average num-
ber of data packets in the system Nu(m), conditioned on m established voice connections
is given by

Nafm)= 3 jmgj) (33)

(1.g)el’(m)

14



Thus the average waiting time Wj is calculated by

1 Zﬁlo pmNg(m) 1 1 AT
Wa= o + =2+ = Y puNa(m).
4= K o Gm) 2 S PmNa(m) (34)

where 1 is 1/2 is the average time from the arrival time of a packet to the beginning of
the next frame because of random arrivals in a frame; the last term in the right-hand side
is the average queueing delay by Little’s law.

4 Numerical Experiments

In this section, numerical experiments are carried out in order to evaluate to what degree
our CAC scheme has an impact on the performance of voice and data traffic. It is
assumed that the average call holding time 1/4; = 1.5 and the average cell residence time
1/uy = 5 (minutes); Japanese average talkspurt period £ = 0.6 and the average silence
period n = 0.9 (seconds) [15}; the size of the data buffer K* = 20 (packets).

We begin with determining the values of MACs K* and K¢ for voice and data users,
respectively. We examine the effectiveness of the CAC in the call level by means of
the blocking and forced termination probabilities for voice calls. We conclude with the
assessment of the CAC in the frame level by the throughput and waiting time of data -

packets.

4.1 Results and discussions

The IS-95 air interface [16] says that the signal at a rate of 19.2 Kbps is spread with an
orthogonal Walsh code at a rate of 1.2288 Mcps, that is, N = 1228.8/19.2 = 64. Data
packets to be transmitted are first grouped into 20 milliseconds frames (T’ = 20 x 1073).
Since it is assumed that exactly one packet is transmitted in a frame and the bit rate is
14.4 Kbps, the packet length L is 14.4 x 20 = 288 bits. Furthermore, it is assumed that
one packet includes the block error correction capability that can correct two or fewer bit
errors (¢ = 2 in equation (28)).

We have discussed in section 3.1 that the MAC is dependent 011‘l system parameters and
specified QoS requirements. The system has to ensure that the PEP of transmitted data
packets never violates the specified QoS requirement. Referring to Figure 5, obtained by
equation (28), we can find that K” = 22 and K? = 14, which correspond to such numbers
of simultaneous users that the PEP is lower than 10~2 for voice and 107> for data. From
now on, K* = 22 and K¢ = 14 are fixed when calculating various performance measures.

Figure 6 shows the blocking probability Pb as a function of new call arrival rate A;.
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Here, ratio=1 means the absence of CAC in the sense that the system equally works for
all calls generated in a cell whether the calls are new or hand-off. Ratio=10 and ratio=100
mean that the rejection of hand-off calls gives users 10 and 100 times more stress than new
calls. If the system restricts new calls for hand-off calls, then it is natural that the larger
ratio, the larger the blocking probability. The blocking probabilities after implementation
of the CAC with ratio=10 and ratio=100 are 2.6 and 5.8 times, respectively, larger than
that under the non-CAC at A\; = 6.

In Figure 7, we plot the forced termination probability Pf as a function of new call
arrival rate A\;. As hand-off calls have great advantage over new calls under the CAC with
large ratio, the forced termination probabilities are smaller under the CAC with larger
ratio. We note that the forced termination probability drops at A; = 13 for ratio=10 and
at A; = 10 for ratio=100. The reason is that the number of calls existing in a cell, from
which the optimal policy starts rejecting new calls for hand-off calls at those arrival rate,
is decremented by one. The figure shows that the forced termination probabilities under
the CAC with ratio=10 and ratio=100 are 4.5 x 10~ and 8.9 x 1073 times, respectively,
larger than that under the non-CAC at A; = 15.

We should not overlook the difference in the effects of CAC at low and high voice load
conditions. Because the blocking probabilities whether under the CAC or under the non-
CAC are very large at heavy voice load, the effect of CAC at heavy voice load is relatively
small compared with that at light voice load in Figure 6. On the other hand, the effect
of CAC on the forced termination probabilities at heavy voice load is larger than that at
light voice load in Figure 7.

Figure 8 shows that the channel utilization under the CACs with ratio=10 and ra-
tio=100 is 0.94 and 0.90 times, respectively, larger than that under the non-CAC at
A1 = 15. This implies that channels for hand-off calls are underutilized under the CAC,
while they are effectively utilized under the non-CAC.

Let us turn to look at the effect of CAC on the performance of data traffic. To begin
with, our frame level model makes sure that the system ensure the target PEP for data
whether the voice load is low or high. Figures 9-11 display the average packet throughput
versus the packet arrival rate at low, middle and high voice load tonditions, respectively.
As the control of calls is not effective at low voice load condition, the throughput seems
to be insensitive to the ratio. In the case of middle and high voice load, we observe that
the CAC can boost the throughput significantly. Figure 10 shows that the CACs with
ratio=10 and ratio=100 at middle voice load improve the throughput up to 1.9% and
8.4%, respectively, at Ay = 15. In Figure 11, we find that the CACs with ratio=10 and
ratio=100 at high voice load improve the throughput up to 19.6% and 32.4%, respectively,
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at A\g = 15.

Suppose that the size of the data buffer is finite or that the average waiting time has
to be upper bounded. Since the waiting time depends on the throughput, the effect of
CAC on the waiting time is related with that on the throughput. Figures 12-14 show the
average waiting time versus the packet arrival rate at low and high voice load conditions,
respectively. Figure 12 shows that the waiting time seems to be insensitive to the ratio at
low voice load. Figure 13 shows up to 7.1% and 25.5% improvement in the waiting time
at Ay = 1 under the CACs with ratio=10 and ratio=100, respectively, at middle voice
load. In Figure 14, we find up to 34.4% and 49.2% improvement in the waiting time at
Xz = 1 under the CACs with ratio=10 and ratio=100, respectively, at high voice load.
These results indicate us that if the voice load is low, then the waiting times under the
CAC of different ratios are nearly equal; if the voice load is high, then the severer the
CAC is the shorter the waiting time is.
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Figure 5: PEP versus MAC. \
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Figure 9: Packet throughput at low voice load (\; = 6).
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Figure 10: Packet throughput at middle voice load (A, = 10).
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Figure 14: Packet waiting time at high voice load (\; = 15).

5 Conclusions

In this paper we have proposed a CAC scheme for voice traffic on the uplink channel, and
analyzed its effects on the integrated voice and data traffic in the downlink channel in
mobile communication networks. Our CAC scheme in the call level brings good results
to the forced termination probabilities for hand-off calls, while it worsens the blocking
probabilities for new calls. In the frame level, the throughput and waiting time of data
packets are improved at high voice load conditions.

Our analytic model has assumed that exactly one packet is served per frame for sim-
plification. We need to tackle with the case which drops this assumption, because the
transmission of one packet may practically go over multiple frames. Additionally, it would
be interesting to consider the CAC scheme exercised on not only veice but also data traffic.
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