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Regret. region hypothesis testing using unbiased statistics--—-
Application to the left-retracted exponential distribution.

Yoshiko Nogami*

Summary.

Hypothesis testings using unbiased statistics (or estimates) are neglected
for a long time. Actually, hypothesis testings for mean and variance of the
normal distribution are of this type. The tests for the regression coefficients
of the regression analysis and F~tests in the experimental design are also of
this type. In this paper we introduce an optimal hypothesis testing with the
regret region derived from inverting the minimum random interval based on the
unbiased statistic for the parameter obtained by using Lagrange’ s multiplier.

Ag an example the tests for two parameters of the left-retracted exponential

distribution are considered.
Key Words and Phrases.: unbiased statistics, unbised estimates, hypothesis

testing, minimum random interval, the logistic distribution, regret region,

regret-probability function.

1. Introduction.

Iet ¥X;, ... ,X, be a random sample of size n taken from the density F{x|f)
with a real parameter §. TLet T(X,, ... ,X.) be a statistic for §. Iet =: be
the defining property. We call T(X,, ... ,X,)(=:T) an unbiased statistic (or

estimate) for § when E{T)=f. In this paper we first, in Sections 2 and 3,
consider to test the null hypothesis H,:0=}, versus the alternative hypothesis
H, :0#0, (with known real (0,). Let ¢ be the real number such that 0¢:l. We
call (U,,U;) a (1-1) random interval for the parameter r if P, {U; <1 <U; I=l-q.

To get the optimal two-edged tests we find the minimum (1-q) random intervals
for § based on the unbiased statistic T and construct the regret regions derived
from inverting this random intervals for #,. The name of the regret region D
comes from the fact that we regret ncot rejecting H, if TeD and satisfy to reject
Hy, if T§D. We define the regret—probability function by ${§):=P, (D), V8.
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Our optimal test is the one which makes $ (1) a concave function from below and
maximizes $(§) at f, with ${f,)=1-e. The method introduced here also applies
for testing the hypotheses H,': 020, versus H,” :0 <0, and for testing the hypoth-
eses H,”': 080, versus Hy'" i8>0, as well. (See Sections 6 and 7.)

As the example we consider the left-retracted exponential distribution
with the density

£f(x]i,b)=h teg (x-9 /b, for §<x (1)

where -m¢j<«» and b>0., In Secltions 2 and 6 we assume that b is known and in

Sections 3 and 7 we deal with the tests for § with unknown b. 1In Section 5

we introduce the two-edged test for (f#,b}. In Section 4 we test unknown b,

This family (1) of distributions has been used in many areas of application;

for example, survival analysis, life testing and reliability theory et. al..

Based on i.i.d. observations ¥;, ... ,X, from {1) we consider, in Sections 2

and 3 to test the null hypothesis H,:)=), versus the alternative hypothesis H,:
d#0,. In Section 2, to obtain the optimal two-edged test we find the minimmm

random interval for ¢, using the unbiased statistic Y:=X-b (=n"'I]. X,~b) for

¢ and construct the regret region derived from inverting this random interval

for #,. In Section 3 we deal with the two-edged-test with unkmown b. In Section 4

we consider the two—edged test for b. IlLet b, be a positive constant. In
Section 5 we introduce the two-edged test for testing the hypotheses Hy:0=d,,
=h, versus H, :At least one equality in H, fails. In Section 6 we derive the

optimal one-edged test for testing the hypothesis H,’ :)z2t, versus the alterna-

tive hypothesis H,* :§<f,, with known b. In Section 7 we deal with the one-edged

tests for | with unknown b.

2. The Two-edged test for § with known b.
Iet X,, ... ,¥, be a random sample of size n taken from (1) with known b,
We consider the problem of testing the hypotheses H,:0=f, versus H, :0#8,. We
first derive necessary distributiong to find the minimum random interval for 9.
As the statistic for | we take Y:=X-b. We can easily check E(Y)=(. Iet Xy
be the i-th smallest observation such that X, #¥X(» % ... £X(. We find the



Jjoint density of variables W:i=X¢,, + ..., +X(n (=X + ... +X,), V=X, Z2y=X(a,,

«sa Zn—lmx(n~l) as follows:

g(errZZIZ:H e 1 Za- 10)= (n!b”"e“ (w-nai/b’
<

for 8vEz,€ 238 ... S8Z,- 8wl -2
0, otherwise,

Integrating out z, through z,., from the above density we get the joint density
of (W,V) as follows:
n-3 -
(w-v)/(n-1)  (w11.12,)/3 (w2200 /2

i venl § G(W, V, 23, «eu,Ba-r[0)

It

g{w, vii)

v Zn-3 Zn-12

dz, ,dz,-2 ...dz,

(n/I{n-1) )b e (v-no} /b (yeny)r=2, for §Eviw/n(<n) (2)

i

0, otherwise.

Taking the marginal density of W and furthexmore, letting t:=2(w-nf)/b we have
the density of T so that

hy (Uy={1/T{n)e *73n-13n, for 0st; =0, for t<0. (3)
which is the chi-square density with 2n degrees of freedom.
Iet r; and r, be real numbers such that r;«<r;. To find the minimum (1-g¢)

random interval for | we want to minimize r,-r, subject to

Py [T, <¥—0 <1y ]=1~1. (4)



But, by the transformation t=2n(y+b-0)/b (4) is equivalent to
P{t., «Tct, 1=1—q (5)

where t,:=2n(r,+b)/b for i=1, 2. Hence, we want to minimize t,-t, subject to the
condition (5). Let I be a Lagrange’ s multiplier and define
te
Listy—t,—4{§ h.{t) dt —-l+qg}. (6}
t
Then, jL/it,=0=iL/9t, leads to

hn(t—l);hn(ta) (="1). (7)
Taking t, and t, which satisfy (7) and /L/31=0, noticing that t,<T=2n(¥+b-0)}/b
<t, and letting ty=bt,/(2n) and t,=bt,/(2n) we obtain the minimum (1l-¢) random
interval for § as follows:

(Y+b-t,, Y+b~t, ). (8)

Hence, by inverting (8) for ¢, our regret region hased on (W,V) becomes

§ovt,—be¥e)+t,-b and V2§, where Y=n"'W-b. Here, we emphasize the necessity of
having the set {V2f,} in the regret region. To check the optimality of this

test we obtain the regret-probability function of the test as follows:

$(0)= Polfotta-b<¥<iott,~b and Vzi,)

((1-1)exp{-n(04-0)/b}, for 0<04
PLt,-2n(8-0, ) /DeT<t,-2n(0~0,)/b], for 0,80 <0+t
= (9)
PLO«TEL,~2n({0~1, ) /D], for fottaS0 <l ott,
0, - for §y+t.S0.

Hence, dp(0)/dn»0 for 0<ho; dp(0)/d0=2nb~'{ he(t,-2n(i§—0,)/b)-hr{t;-2n(8-0,)/D)}



<f for 1,80 <ho+t; because of (7) and (3), and A} () )/40<0 for f,+Ly30 <hp+ty.
Since $’ (04)=0 by (7) and §(0,)=1-1, we have that $(0)S1—-¢ for real ¢. Thus,
the gptimality of the test is proved.

In the next section we consider the two-edged test with unknown b.

3. The two-edged tests for § with unknown b.

In this section we let b he unknown. We test the hypotheses H,:0={, versus
H,:0#0,. Let Wand V be as defined in Section 2. Since (W-nV)/{n-1) is an
unbiased statistic for b, we use the statistic

t=({n~1){n" W4 )/ ({W-nV)
and furthermore the test statistic

S:={log.(n/(n-1)) +log.Z}!"? (9)

whose density has one peak. Since from (2) and a little calculation, the p.d.f.
of Z is obtained by

gz (z)=(n-1)"/{n""'z"}, for (n-1)/nfz; =0, otherwise, (10}
Tfrom the transformation (9) applied to (10) we obtain the density of 8§ as follows:
gs (s)=2(n-1)exp{-(n-1)s?}s, for 0%¢s; =0, for s<0. {11)
Let. r, and r; be pogitive numbers such that r,«<r,,
2
} gs(s) ds=1-g

r

and

gs {r, )=gg(xr;y).

For such r; and r, we have that r, «S<r; or exp{r,?}«(W-n))/(W—nV)<exp{r,?}.



Hence, the minimum (l-¢) random interval for § is
(n™ ' (W-exp{r, 2 } (W-nV) ), n ! (W~exp(r, 2 } (W-nV) ) ). {12)
Thus, our regret region based on (W, V) for testing H, versus H, is as follows:

{(W, V) n" Y {(W-exp{r; 2 H{W-nV) ) <f, 0™ ! (W—exp{r, 2} {(W-nV)) and #,<V].

In the next section we show two-edged tests for b.

4. The two-edged tests for b.
-In this section we consider to test the hypotheses H, :b=b, versus H, :bib,.
We first assume that 0 is known. Let W and V be as defined in Section 2.
We use the test statistic T:=2(W~nf)/b. From Section 2 the density of T is
given oy [3). Taking positive numbers t, and t, which satisfy (5), (6) and (7)

we obtain the minimum (1-¢)} random interval for b as follows:

({(W-nf)/t,, (W-—nd ) /t;). (13)
By inverting {(13) for hy; our regret region based on W becomes

ng +bo 1, <Wenf +b0 ts.

Secondly, we assume that ¢ is unknown. We consider another test based on
the statistic S:=2{W-nV)/b. From {2) and & little computation we get the density
h,.,(s) of S where h, (s) is given by (3). Hereafter, we proceed the same way as
above. Taking positive numbers t, and t, which satisfy (5), {(6) and (7) with

T and n there replaced by 5 and n-1i, respectively we obtain the minimm random

interval for b as follows:

{( (W—nV)/t,, (W-nv)/t,). _ (14)



Thus, by inverting (14) for b, the regret region of our test is as follows:

{{W,V): (WmV)/t, <b; <«{W-nV)/t,}.

In the next section we introduce the two-edged test for (i0,b).

5. The two-edged test for (0 ,b).

In this section we consider to test the hypothesis H,:0=},, b=b, versus
the alternative hypothesis H,; At least one equality in H, fails. Let W and Vv
be as defined in Section 2. We let S:=(W-nV)!72. To get the two-edged test

for (#,b) we use the statistic

Z:=2/A-L(n" 'W-g ) /({/BS).

We find the density of Z, apply Lagrange’s multiplier to get the minimum
random interval for ({0,b) and from this random interval obtain the regret
region based on (W,V) for the two-edged test with respect to (4§, b).

We first find the density of Z and show that this density of Z has one peak.
Iet Ui= n{V-§}/S5. To get the density of Z we first find the density of (5, V)
from (2) of (W, V), then the density of (S,U) from the density of (S,V} and
finally the density of (S,%) with the transformation Z={2{n~-1/(n{b) } (S+U) from
the density of {(S,U). Obtained density of (S,2) is as follows:

hs, 2 (s, 2)=d(n/{b"~ /2T (n-1){n~1})s? "~ *exp{-nzs/(2{ (n~1)b) }, (15)
for 0<{2/n-1s/(nfb)}sz
g, otherwise.

Let

z
Han—l(z]:z{ th-—i(t-) dt-w Vz.

—~



Integraling cut s from {15) we get the density of z as follows:
hy(z) =cz™ *"~" U Hy,_, (nfz?/(n-1)), ¥z20; =0, Yz<0,
whare

ci= (n-1)"'220-![ (20-1)/{n?"~2[ (n-1) }.

Since h; (0)=0=h; (—»), we show fthat there exists unique z (>0) such that h,’ (z)

=0, Now,
hy’ (2)=c{~(2n-1)z"*"Hy,_, (n?z?/(n-1})+{2n?/(n-1)}z" "2 h,,_,(n*z2/(n-1))}.
Let §{(z):=(2n?z*/{(n-1)(20-1)})hy, -, (n*z? /(n~1})=C 2%y, (n?2?/(0n~1)). We
would like to show that there exists unique z such that §(z)=H,,-,(n?z?/(n-1)).
Since
t' (z)=c,z2{4n-2-n%z*/(n-1) thy .- (2)
and
dH; .-, (n*2?/(n-1)}/dz=2n%z/(n-1)h, .., (n*z*/(n~1)),
we have that [/ (z)>dH,,-,{n?z?/(n-1})/dz (»>0) for 0«z¢ (2n-1)(n-1)/n. Thus,
there exists unique z(>0) such that h;’ (z)=0. Therefore, h;(z) is the density
with one peak.
To find the minimm (l-¢) random interval for (f§,b) we let r, and r, he
positive numbers such that r,<r, and want to minimize r,-r, subject to
P, [x, <Z<rs ]=1—1. (18)

In the same fashion as (5), (6) and (7) we obtain

by {r,; )=h, (r; }. (17)



Hence, the minimum {(1~g) random interval for (§,b) is as follows:
{¢0,b): r «2{n~1(n"'W~§)/b{W-nV) <r;},

where r, and r, satisfy (16) and (17). Thus, our regrel region based on (W,V)

becomes as follows:
{({W,V): ri< 2/n-1(n" W0, )/ {be (W—V) «r, and §,{V}.
In the next two sections we deal with the one-edged tests.

6. The one-edged test for § with known b.

In this section we consider to test the hypotheses Hy,’ :020, versus H;’ :0 <,
based on a random sample X,, ... ,X¥, from {1) with known b. Tet ¥, W, Vand T
be as defined in Section 2. ILet tg:=bt,/(2n) where t; is given by

Ju+]
| hy{t) dt=1-q.
t'S
Here, h,(t) is given by (3). From Section 2 we can easily see that our test

has the following regret region based on (W,V):

{(W,V): fo+ts—b<¥ and {44V}
where ¥Y:=n"‘W-b. ILet gy, v(¥,v{t) be the joint density of (¥,V). Then, from
{2) and the relation gy, y(v,v|0)=g(n{y+b), v{l)n we can easily get the regret-
probability function of above test as follows:

$(0)= P,[#,+ts-b<Y and ¢,5V}

(1-1)exp{-n(ls—0)/b},  for 0<iq

=‘P[t5—2n(0—'00)/b§T], for ﬂoéﬂ(ﬂo‘!"tﬁ

LO, for D,+tssh.



10.

Since d$ (1) /d0>0 for #<«04+ty; and hence $ (§)S1-e=p(0,) for 0#«f,, our test has
oplLimal property.

In the next section we consider one-edged tests for § with unknown b.

7. The one-edged tests for § with unknown b.

We consider to test the hypotheses H," :020, versus H,": (<, based on &
random sample X;, ... ,X%; from (1) with unknown bh. Let W and V be as in
Section 2.

ILet r, be a positive mmber such that

i}
f gs(s) ds= 1—a
r,
where gs(s) is given by (11). From (12) in Section 3 we can easily see that

the minimum (1-¢) random interval for ¢ is obtained as follows:
(o, 07! (W-exp{r,*} (W—nV)).
Hence, our regret region based on (W,V) is as follows:
(W, V)1 fon ! (Wrexp{r, 2 }(W-nV)) and §,5V].
We next consider to test the hypotheses Hy'’ :080, versus H,"' :0>0,. Let
Ty be a positive number such that
I,
{ gg(s) ds=1-3.
0
From (13) in Section 3 the minimum (l-1) random interval for ¢ is as follows:
(n~*' (W-exp{r;* H{W-nv)), m).

Hence, our regret region based on (W,V) is as follows:

{(W,V): n"! (W-exp{r,?}{W-1V))<l,}.



