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Abstract

The homogeneous model for linear programs provides a most simple and firm theory
in interior point algorithms. In 1999, Andersen and Ye generalized this model to mono-
tone complementarity problems (CPs) and showed that most of desirable properties can
be inherited as long as the problem has the monotonicity. However, much dependence on
the monotonicity prevents us from extending the model to more general problems, e.g., P0

CPs or P∗ CPs. In this paper, we propose a new homogeneous model and its associated
algorithm which have the following features: (a) The homogeneous model preserves the P0

(P∗) property if the original problem is a P0 (P∗) CP. (b) The algorithm can be applied
to P0 CPs starting at a positive point near the central trajectory, and it does not need to
use any big-M penalty parameter. (c) The algorithm generates a sequence that approaches
feasibility and optimality simultaneously for any P∗ CP having a complementarity solution,
and (d) it solves the P∗ CP having a strictly feasible point.

Key words. P0 and P∗ complementarity problem, homogeneous algorithm, existence of tra-
jectory, global convergence

1 Introduction

This paper deals with the standard complementarity problem (CP)

(CP) Find (x, s) ∈ �2n

s.t. s = f(x),
(x, s) ≥ 0,
xisi = 0 (i ∈ N),

where f is a continuously differentiable function from �n
+ := {x ∈ �n : x ≥ 0} to �n and

N := {1, 2, . . . , n}.
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A CP is said to be (asymptotically) feasible if and only if there is a bounded sequence
{(xk, sk)} ∈ �2n

++, k = 1, 2, . . . , such that

lim
k→∞

sk − f(xk) = 0

where any limit point (x̂, ŝ) of the sequence is called an (asymptotically) feasible point for the
CP. In particular, an (asymptotically) feasible point (x̂, ŝ) satisfying (x̂, ŝ) > (0, 0) is called an
interior feasible point or a strictly feasible point.

A CP is said to be (asymptotically) solvable if there is an (asymptotically) feasible point
(x̂, ŝ) such that x̂T ŝ = 0 where (x̂, ŝ) is called a complementarity solution of the CP.

Many interior point algorithms have been developed for the CP where the function f has
special properties (see a couple of unprecedentedly comprehensive books by Facchinei and Pang
[3, 4], and many other monographs and articles, e.g., [2, 5, 6, 7, 8, 9, 10, 11, 12, 13]). The
following is a list of functions which are often used in the literatures:

Definition 1.1 Let K be a subset of �n and κ ≥ 0. .

(i) A function f is said to be a monotone function from K to �n if and only if there holds

(x1 − x2)T (f(x1) − f(x2)) ≥ 0

for any x1, x2 ∈ K,

(ii) A function f is said to be a P∗(κ) function from K to �n if and only if

(1 + 4κ)
∑
i∈I+

(x1
i − x2

i )(fi(x1) − fi(x2)) +
∑
i∈I−

(x1
i − x2

i )(fi(x1) − fi(x2)) ≥ 0

for any x1, x2 ∈ K, where I+ := I+(x) and I− := I−(x) are a couple of index sets given
by

I+(x) := {i ∈ N : (x1
i − x2

i )(fi(x1) − fi(x2)) ≥ 0},
I−(x) := {i ∈ N : (x1

i − x2
i )(fi(x1) − fi(x2)) < 0}.

(iii) A function f is said to be a P0 function from K to �n if and only if for any x1 �= x2 ∈ K,
there exists at least one index i ∈ N such that

(x1
i − x2

i )(fi(x1) − fi(x2)) ≥ 0.

We say that the CP is monotone (respectively, P∗(κ) or P0) if f is monotone (respectively,
P∗(κ) or P0). It can be seen from the definitions above that the monotone CP is a P∗(κ) CP
with κ = 0, and the P∗(κ) CP is a P0 CP for every κ ≥ 0.

Among other algorithms, Andersen and Ye[1] provide a homogeneous model and an associ-
ated algorithm for the monotone CP, having the following features:

(a) The homogeneous model preserves the monotone property if the original problem is a
monotone CP.
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(b) The algorithm can start at a positive point, feasible or infeasible, near the central trajectory
of the positive orthant, and it does not need to use any big-M penalty parameter.

(c) If the problem is a monotone CP having a complementarity solution, the algorithm gener-
ates a sequence that approaches feasibility and optimality simultaneously.

(d) The algorithm solves the monotone CP without any regularity assumption concerning the
existence of optimal, feasible, or strictly feasible points.

(e) It achieves O(
√
n log(1/ε))-iteration complexity if f satisfies a Lipschitz-type smoothness

condition.

(f) If the problem is infeasible, the algorithm generates a sequence that converges to a certificate
proving infeasibility.

While the algorithm enjoys the properties above, there is a crucial difficulty in applying it
to more general problems, since their homogeneous model does not necessarily holds the P0 (
or P∗(κ)) property even if the original problem is a P0 ( or P∗(κ)) CP. In order to overcome
this difficulty, we provide a new homogeneous model and an algorithm for which we can show
the following results instead of (a)–(f) above:

(a’) The new homogeneous model preserves the P0 ( or P∗(κ)) property if the original problem
is a P0 ( or P∗(κ)) CP.

(b’) The algorithm can start at a positive point, feasible or infeasible, near the central trajec-
tory of the positive orthant, and it does not need to use any big-M penalty parameter.

(c’) If the problem is a P∗(κ) CP having a complementarity solution, the algorithm generates
a sequence that approaches feasibility and optimality simultaneously.

(d’) The algorithm solves the P∗(κ) CP if it has a strictly feasible point.

(e’) It achieves O(
√
nδ(κ, λ) log(1/ε))-iteration complexity for the P∗(κ) CP if the associated

homogeneous function satisfies a Lipschitz-type smoothness condition with a parameter
λ ≥ 0. Here δ(κ, λ) ≥ O(1) is a parameter which depends on the values κ and λ.

Note that for every κ ≥ 0, the strictly feasibility of the P∗(κ) CP is equivalent to the fact
that the (complementarity) solution set of the P∗(κ) CP is nonempty and bounded, which has
been shown by Zhao and Li (Theorem 4.2 in [17]).

Our homogeneous model can be regarded as a natural extension of the one proposed by
Andersen and Ye[1] in terms of the correspondence between (a)–(c) and (a’)–(c’) above, while
the desirable properties (d)–(f) are restricted to (d’) and (e’) by abandoning the monotonicity
of the problem. To the author’s knowledge, this is the first homogeneous model which has the
properties (a’)–(c’), while related interior point homogeneous algorithms for solving the general
CPs have been provided by Lesaja[12, 13].

The paper is organized as follows.
In Section 2, a new homogeneous function ψ and its associated homogeneous model (HCP)

are provided. The model preserves the P0 property if the original problem is a P0 CP. We also
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obtain a similar result concerning the P∗(κ) property, but it holds true on a specific subset of
the domain of the function ψ (Lemma 2.1). The limitation forces us to re-examine some of
theoretical tools used in the field of interior point algorithms, which is a second objective of the
paper.

In Section 3, we discuss the trajectory induced by the homogeneous model, which plays an
essential role in designing interior point algorithms. The existence of the trajectory is ensured
if the original problem is a P∗(κ) CP having a complementarity solution (Theorem 3.4), while
another additional assumption is required to certify that the trajectory leads to a desired
solution from which a complementarity solution of the original CP can be calculated (Theorem
3.6). A sufficient condition for the latter part is that the original problem is a strictly feasible
P∗(κ) CP (Corollary 3.9).

The assumption of the strictly feasibility of the P∗(κ) CP also suggests the possibility of
designing an algorithm for numerically tracing the trajectory (Theorem 3.8). In Section 4, we
give some fundamental results concerning the Jacobian matrix of the homogeneous function in
order to provide a Newton-type algorithm. Most of the results in the section are due to the
work of Peng, Roos and Terlaky (Chapter 4, [16]).

In Section 5, we describe the details of our homogeneous algorithm. The algorithm consists
of a Newton-type direction and an inexact step-size determination, similarly to many other re-
lated algorithms ([14, 11, 8], etc.). The algorithm is well-defined whenever the original problem
is a P0 CP and does not need any information about the value κ if the problem is a P∗(κ) CP
for some κ ≥ 0. The global convergence of the algorithm can be obtained under the assumption
that the original problem is a strictly feasible P∗(κ) CP (Theorem 5.4).

In Section 6, we discuss the convergence rate of our homogeneous algorithm. To do this,
we assume that the homogeneous function ψ satisfies a Lipschitz-type smoothness condition
(Assumption 6.1). Under the condition, we can derive an O(

√
nδκ,λ log(1/ε))-iteration com-

plexity of the algorithm. In general, we may consider that the result shows a local convergence
property of the algorithm.

We give some remarks on further research in Section 7.
Here we list some symbols appearing in the paper. We use �n

+ and �n
++ to denote the sets

{x ∈ �n : x ≥ 0} and {x ∈ �n : x > 0}, respectively. For a given set C, int(C), cl(C) and
∂(C) denote the interior of C, the closure of C and the boundary of C, respectively. For the
vectors x ∈ �n, ∆x ∈ �n and xk ∈ �n, X, ∆X and Xk denote

X := diag {xi (i ∈ N)}, ∆X := diag {∆xi (i ∈ N)}, Xk := diag {xk
i (i ∈ N)}.

We often use the following relationships

X∆x = X(∆X)e = (∆X)Xe = (∆X)x

where e denotes the vector whose elements are 1s.

2 A new homogeneous CP model

Andersen and Ye[1] provide the homogeneous monotone model (HMCP) related to (CP):

(HMCP) Find (x, τ, s, κ) ∈ �2(n+1)
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s.t.


 s

κ


 =


 τf(x/τ)

−xT f(x/τ)


 ,

(x, τ, s, κ) ≥ 0,
xisi = 0 (i ∈ N), τκ = 0.

The homogeneous map 
 τf(x/τ)

−xT f(x/τ)




is monotone on the set �n+1
++ if f is monotone on �n

+ (Theorem 1 of [1]). Therefore, many
results obtained for the monotone (CP) can be applied to the homogeneous monotone model
(HMCP). Unfortunately, this fact does not necessarily hold for general cases. The P0 (pr P∗(κ))
property of the homogeneous model above is not necessarily guaranteed even if f is a P0 ( or
a P∗(κ) function. We introduce a new homogeneous model (HCP) below, aiming to extend the
results in [1] to the P0 and the P∗ CPs:

(HCP) Find (x, t, s, u) ∈ �4n

s.t.


 s

u


 =


 Tf(T−1x)

−Xf(T−1x)


 ,

(x, t, s, u) ≥ 0,
xisi = 0, tiui = 0 (i ∈ N).

We introduce a new variable z = (x, t) ∈ �2n and define ψ : �n
+ ×�n

++ → �2n as follows:

ψ(z) = ψ(x, t) :=


 Tf(T−1x)

−Xf(T−1x)


 . (1)

We use 2N to denote the index set {1, 2, . . . , 2n}. For every nonempty subset C of �n
++, we

introduce a value τC defined by

τC := sup
t1,t2∈C

{
max{t1i t2i : i ∈ N}
min{t1i t2i : i ∈ N}

}
. (2)

Obviously, if the set C is a compact subset of �n
++ then τC has a finite positive value. This can

be seen even if the set C ⊂ �n
++ is a cone given by

C∆ := {αt : t ∈ ∆, α > 0}

where ∆ is a compact subset of �n
++. For an example, let π ∈ (0, 1) and define the set

C(π) := {t ∈ �n
++ : ‖t/α− e‖∞ < π, α > 0}. (3)

Then we can easily see that
C(π) ⊂ Cδ
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where ∆ is a compact subset of �n
++ given by

∆ = {t ∈ �n
++ : ‖t− e‖∞ < π.

and in the case C = C(π), the value τC defined by (2) turns out to be

τC =
(

1 + π

1 − π

)2

> 0.

We often use the set C(π) with π ∈ (0, 1) to derive some important results throughout the
paper. The following lemma shows that the new homogeneous function ψ preserves the P∗
property of f if we confine the domain of t to a set C for which τC has a finite positive value.

Lemma 2.1 (i) If f is a P0 function from �n
+ to �n, then ψ is a P0 function from �n

+ ×�n
++

to �2n.

(ii) Let C be a subset of �n
++ having a finite positive value τC defined by (2). If f is a P∗(κ)

function from �n
+ to �n for some κ ≥ 0, then ψ is a P∗(κC) function from �n

+ × C to
�2n where κC satisfies

1 + 4κC = τC(1 + 4κ). (4)

Proof: For each z1, z2 ∈ �n
+ ×�n

++ and i ∈ 2N , let us define

δi := (z1
i − z2

i )(ψi(z1) − ψi(z2)).

For each i ∈ N , by the definition of ψ, we have,

δi = (x1
i − x2

i )(t
1
i fi(T−1

1 x1) − t2i fi(T−1
2 x2))

= t1i t
2
i (x

1
i − x2

i )

(
1
t2i
fi(T−1

1 x1) − 1
t1i
fi(T−1

2 x2)

)

= t1i t
2
i

(
x1

i

t2i
fi(T−1

1 x1) − x1
i

t1i
fi(T−1

2 x2) − x2
i

t2i
fi(T−1

1 x1) +
x2

i

t1i
fi(T−1

2 x2)

)
,

δn+i = (t1i − t2i )(−x1
i fi(T−1

1 x1) + x2
i fi(T−1

2 x2))

= t1i t
2
i

(
1
t2i

− 1
t1i

)
(−x1

i fi(T−1
1 x1) + x2

i fi(T−1
2 x2))

= t1i t
2
i

(
−x

1
i

t2i
fi(T−1

1 x1) +
x2

i

t2i
fi(T−1

2 x2) +
x1

i

t1i
fi(T−1

1 x1) − x2
i

t1i
fi(T−1

2 x2)

)
.

Thus we can see that for every i ∈ N ,

(t1i t
2
i )

−1(δi + δn+i) = −x
1
i

t1i
fi(T−1

2 x2) − x2
i

t2i
fi(T−1

1 x1) +
x2

i

t2i
fi(T−1

2 x2) +
x1

i

t1i
fi(T−1

1 x1)

=

(
x1

i

t1i
− x2

i

t2i

)(
fi(T−1

1 x1) − fi(T−1
2 x2)

)
. (5)

6



(i): Suppose that f is a P0 function from �n
+ to �n. Let z1 = (x1, t1), z2 = (x2, t2) ∈ �n

+×�n
++

and (x1, t1) �= (x2, t2). If T−1
1 x1 �= T−1

2 x2 then, since f is a P0 function, there exists an index i
for which

x1
i

t1i
− x2

i

t2i
�= 0

holds and (
x1

i

t1i
− x2

i

t2i

)(
fi(T−1

1 x1) − fi(T−1
2 x2)

)
≥ 0.

By the equality (5), we can see that

(t1i t
2
i )

−1(δi + δn+i) ≥ 0

and hence
δi + δn+i ≥ 0,

which implies that
δi ≥ 0 or δn+i ≥ 0.

On the other hand, if T−1
1 x1 = T−1

2 x2 then δi + δn+i = 0 for every i ∈ N , which leads to the
fact

δi ≥ 0 or δn+i ≥ 0.

Therefore, in both cases, there exists an index i such that δi ≥ 0 or δn+i ≥ 0, i.e., ψ is a P0

function.
(ii): Suppose that f is a P∗ function. For every z1 = (x1, t1) ∈ �n

+×C and every z2 = (x2, t2) ∈
�n

+ × C, define the index sets

I1
+ :=

{
i ∈ N : δi = (z1

i − z2
i )(ψi(z1) − ψi(z2)) ≥ 0

}
,

I1
− :=

{
i ∈ N : δi = (z1

i − z2
i )(ψi(z1) − ψi(z2)) < 0

}
,

I2
+ :=

{
i ∈ N : δn+i = (z1

n+i − z2
n+i)(ψn+i(z1) − ψn+i(z2)) ≥ 0

}
,

I2
− :=

{
i ∈ N : δn+i = (z1

n+i − z2
n+i)(ψn+i(z1) − ψn+i(z2)) < 0

}
,

I+ :=

{
i ∈ N :

(
x1

i

t1i
− x2

i

t2i

)(
fi(T−1

1 x1) − fi(T−1
2 x2)

)
≥ 0

}
,

I− :=

{
i ∈ N :

(
x1

i

t1i
− x2

i

t2i

)(
fi(T−1

1 x1) − fi(T−1
2 x2)

)
< 0

}
.

Then we see that

(1 + 4κC)


 ∑

i∈I1
+

δi +
∑
i∈I2

+

δn+i


 +


 ∑

i∈I1
−

δi +
∑
i∈I2

−

δn+i




= (1 + 4κC)


 ∑

i∈I1
+

(t1i t
2
i )

δi
t1i t

2
i

+
∑
i∈I2

+

(t1i t
2
i )
δn+i

t1i t
2
i


 +


 ∑

i∈I1
−

(t1i t
2
i )

δi
t1i t

2
i

+
∑
i∈I2

−

(t1i t
2
i )
δn+i

t1i t
2
i




7



≥ (1 + 4κC)min
i∈N

{t1i t2i }


 ∑

i∈I1
+

δi
t1i t

2
i

+
∑
i∈I2

+

δn+i

t1i t
2
i


 + max

i∈N
{t1i t2i }


 ∑

i∈I1
−

δi
t1i t

2
i

+
∑
i∈I2

−

δn+i

t1i t
2
i


 .

Since we obtain the following inequality by the definitions (4) and (2) of κC and τC ,

(1 + 4κC)min
i∈N

{t1i t2i } = τC(1 + 4κ)min
i∈N

{t1i t2i }

= max
i∈N

{t1i t2i }τC(1 + 4κ)
mini∈N{t1i t2i }
maxi∈N{t1i t2i }

≥ max
i∈N

{t1i t2i }(1 + 4κ),

it follows that

(1 + 4κC)


 ∑

i∈I1
+

δi +
∑
i∈I2

+

δn+i


 +


 ∑

i∈I1
−

δi +
∑
i∈I2

−

δn+i




≥ max
i∈N

{t1i t2i }(1 + 4κ)


 ∑

i∈I1
+

δi
t1i t

2
i

+
∑
i∈I2

+

δn+i

t1i t
2
i


 + max

i∈N
{t1i t2i }


 ∑

i∈I1
−

δi
t1i t

2
i

+
∑
i∈I2

−

δn+i

t1i t
2
i




= max
i∈N

{t1i t2i }


(1 + 4κ)


 ∑

i∈I1
+

δi
t1i t

2
i

+
∑
i∈I2

+

δn+i

t1i t
2
i


 +


 ∑

i∈I1
−

δi
t1i t

2
i

+
∑
i∈I2

−

δn+i

t1i t
2
i







= max
i∈N

{t1i t2i }




(∑
i∈N

δi
t1i t

2
i

+
∑
i∈N

δn+i

t1i t
2
i

)
+ 4κ


 ∑

i∈I1
+

δi
t1i t

2
i

+
∑
i∈I2

+

δn+i

t1i t
2
i







≥ max
i∈N

{t1i t2i }




∑
i∈N

(
δi
t1i t

2
i

+
δn+i

t1i t
2
i

)
+ 4κ

∑
i∈I+

(
δi
t1i t

2
i

+
δn+i

t1i t
2
i

)


= max
i∈N

{t1i t2i }
{∑

i∈N

(
x1

i

t1i
− x2

i

t2i

)(
fi(T−1

1 x1) − fi(T−1
2 x2)

)

+4κ
∑
i∈I+

(
x1

i

t1i
− x2

i

t2i

)(
fi(T−1

1 x1) − fi(T−1
2 x2)

)


= max
i∈N

{t1i t2i }


(1 + 4κ)

∑
i∈I+

(
x1

i

t1i
− x2

i

t2i

)(
fi(T−1

1 x1) − fi(T−1
2 x2)

)

+
∑
i∈I−

(
x1

i

t1i
− x2

i

t2i

)(
fi(T−1

1 x1) − fi(T−1
2 x2)

)


≥ 0

where the last inequality follows from the facts that f is a P∗ function and that maxi∈I−{t11t2i } >
0. Thus we conclude that ψ is a P∗(κC) function from �n

+ × C to �2n.
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The new homogeneous model (HCP) inherits favorable properties of the homogeneous mono-
tone model in [1]. The following lemma follows from the definition (1) of the new homogeneous
function ψ, and does not depend on the P0 or P∗(κ) property of the function f .

Lemma 2.2 (i) For every z = (x, t) ∈ �n
+ ×�n

++, zTψ(z) = 0.

(ii) (HCP) is (asymptotically) feasible and every (asymptotically)

feasible solution is a complementarity solution.

(iii) Let (x∗, t∗, s∗, u∗) be a complementarity solution of (HCP). If t∗ > 0, then (T−1∗ x∗, T−1∗ s∗)
is a complementarity solution for (CP).

(iv) Let (x̂, ŝ) be a complementarity solution of (CP). Then, for every t∗ > 0, we can con-
struct an (asymptotically) feasible solution (x∗, t∗, s∗, u∗) i.e., a complementarity solution
of (CP) using (x̂, ŝ).

Proof: (i): The proof is straightforward.
(ii): Let us take

xk :=
(

1
2

)k

e, tk :=
(

1
2

)k

e, sk :=
(

1
2

)k

e, uk :=
(

1
2

)k

e.

Then we can easily see that

lim
k→∞

(
sk − Tkf(T−1

k xk)
)

= lim
k→∞

(
1
2

)k

(e− f(e)) = 0

and similarly,

lim
k→∞

(
uk +Xkf(T−1

k xk)
)

= lim
k→∞

(
1
2

)k

(e+ f(e)) = 0.

Therefore the system is (asymptotically) feasible.
Let (x̂, t̂, ŝ, û) ≥ 0 be any (asymptotically) feasible point for (HCP). Then from (i), we see

that

x̂T ŝ+ t̂T û = (x̂T t̂T )


 T̂ f(T̂−1x̂)

−X̂f(T̂−1x̂)


 = 0,

which implies that (x̂, t̂, ŝ, û) ≥ 0 is a complementarity solution.
(iii): Let (x∗, t∗, s∗, u∗) be a complementarity solution of (HCP) with t∗ > 0. Then T−1∗ s∗ =
f(T−1∗ x∗) and (s∗i /t∗i )(x∗i /t∗i ) = (x∗i s∗i )/(t∗i )2 = 0 (i ∈ N), i.e., (T−1∗ x∗, T−1∗ s∗) is a complemen-
tarity solution of (CP).
(iv): Let (x̂, ŝ) be a complementarity solution of (CP) and t∗ > 0. Define

xk := T∗

(
x̂+

(
1
2

)k

e

)
> 0, tk := t∗ > 0,

sk := T∗

(
ŝ+

(
1
2

)k

e

)
> 0, uk :=

(
1
2

)k

e > 0.
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Then, for each i ∈ N , we have

lim
k→∞

(
sk
i − tki fi(T−1

k xk)
)

= lim
k→∞

{
t∗i

(
ŝi +

(
1
2

)k
)
− t∗i fi

(
x̂+

(
1
2

)k

e

)}

= t∗i (ŝi − fi(x̂)) = 0,

lim
k→∞

(
uk

i + xk
i fi(T−1

k xk)
)

= lim
k→∞

{(
1
2

)k

+

(
x̂i +

(
1
2

)k
)
fi

(
x̂+

(
1
2

)k

e

)}

= x̂ifi(x̂) = x̂iŝi = 0.

Thus (T∗x̂, t∗, T∗ŝ, 0) is an (asymptotically) feasible solution of (HCP).

Let z = (x, t) ∈ �n
+ × �n

++ and w = (s, u) ∈ �2n
+ and define the residual function r :

�n
+ ×�n

++ ×�2n
+ → �2n as

rs(z,w) := s− Tf(T−1x),
ru(z,w) := u+X−1f(T−1x),
r(z,w) := w − ψ(z)

= (rs(z,w), ru(z,w))

=
(
s− Tf(T−1x), u+Xf(T−1x)

)
. (6)

As we will see in Section 3, the image r(�4n
++) plays an important role to show the existence

of a trajectory for the homogeneous model (HCP). The lemma below gives us a useful fact that
the image r(�4n

++) always contain the positive orthant �2n
++ as a subset if the original CP has a

complementarity solution.

Lemma 2.3 Suppose that the original problem (CP) has a complementarity solution. Then,
for every nonempty subset C of �n

++,

(i) 0 ∈ cl
(
r(�n

++ × C ×�2n
++)

)
,

(ii) r̃ + �2n
++ ⊂ r(�n

++ × C ×�n
++) for every r̃ ∈ r(�n

++ × C ×�n
++).

(iii) �2n
+ ⊂ cl

(
r(�n

++ × C ×�2n
++)

)
,

(iv) �2n
++ ⊂ r(�n

++ × C ×�2n
++).

Proof: (i): Suppose that the original problem (CP) has a complementarity solution. Then
the proof of (vi) of Lemma 2.2 implies that there exists a sequence

(zk, wk) = (xk, t∗, sk, uk) ∈ �n
++ × {t∗} × �2n

++

satisfying
lim

k→∞
r(wk, zk) = 0

for every t∗ ∈ �n
++. Thus, we can see that

0 ∈ cl(r(�n
++ × C ×�2n

++))

10



for every nonempty subset C of �2n
++.

(ii): Let
r̃ ∈ r(�n

++ × C ×�n
++)

and let
(x̃, t̃, s̃, ũ) ∈ �n

++ ×C ×�n
++

for which
r(x̃, t̃, s̃, ũ) = r̃

holds. For every (ds, du) ∈ �2n
++, by the definition (6) of r, we have

(x̃, t̃, s̃+ ds, ũ+ ds) ∈ �n
++ × C ×�n

++,

and
r(x̃, t̃, s̃+ ds, ũ+ ds) = r̃ + (ds, du)

which implies the assertion (ii).
(iii): Let

(xk, tk, sk, uk) ∈ �n
++ × C ×�2n

++

be a sequence such that
lim

k→∞
r(xk, tk, sk, uk) = 0.

Then, for every (ds, du) ∈ �2n
++,

(xk, tk, sk + ds, u
k + du) ∈ �n

++ × C ×�2n
++ (k = 1, 2, . . .)

and
lim

k→∞
r(xk, tk, sk + ds, u

k + du) = (ds, du).

Thus we have shown (iii).
(iv): Suppose on the contrary that the set r(�n

++ ×C ×�n
++) does not contain some r̄ ∈ �2n

++.
As we have seen above,

r̃ + �2n
++ ⊂ r(�n

++ × C ×�n
++)

for every r̃ ∈ r(�n
++ × C ×�n

++). Thus

r̄ �∈ r(�n
++ × C ×�n

++)

implies that
r �∈ r(�n

++ × C ×�n
++)

for every r < r̄ which contradicts the fact

0 ∈ cl(r(�n
++ × C ×�n

++)).
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3 Existence of a trajectory to a solution of (HCP)

In this section, we discuss the existence of a trajectory associated with the homogeneous map
ψ. First, we observe some key properties of ψ according to the definition (1).

For every (z,w) = (x, t, s, u) ∈ �n
+ ×�n

++ ×�2n
+ , the definition (6) of the function r implies

the following equation:

Xrs(z,w) + Tru(z,w) = X(s− Tf(T−1x)) + T (u+Xf(T−1x)) = Xs+ Tu. (7)

The next lemma is obtained by a direct calculation from (7), and we often refer to it in the
succeeding discussions.

Lemma 3.1 Let (z,w) = (x, t, s, u) ∈ �4n
++ satisfying (bs, bu) = (rs(z,w), ru(z,w)) ∈ �2n

++.
Then, for every i ∈ N , we have

0 <
xisi + tiui − ti(bu)i

(bs)i
= xi ≤

xisi + tiui

(bs)i
,

0 <
xisi + tiui − xi(bs)i

(bu)i
= ti ≤

xisi + tiui

(bu)i

for every i ∈ N .

Let us define the function Ψ : �n
+ ×�n

++ ×�2n
+ → �4n

Ψ(z,w) = (Zw, r(z,w))
= (Zw,w − ψ(z))

=
(
Xs, Tu, s− Tf(T−1x), u+Xf(T−1x)

)
. (8)

For a given vectors (ā, b̄) ∈ �4n
++, we consider the following system

Ψ(z,w) = θ(ā, b̄), (z,w) ∈ �4n
++ (9)

for θ ∈ (0, 1].
Lemma 3.1 ensures that if (z,w) ∈ �4n

++ satisfies (9) for some θ ∈ (0, 1], then z lies in a
bounded set of �2n

++ which does not depend on the value of θ ∈ (0, 1]. Note that this does not
necessarily imply the existence or the boundedness of the set

{(z,w) = (x, t, s, u) : (z,w) satisfies (9) for some θ > 0.} (10)

as it is. However, if the above set forms a bounded trajectory, then we may obtain a bounded
sequence {(z(θk), w(θk))} ⊂ �4n

++ with θk → 0, and every accumulation point (z∗, w∗) =
(x∗, t∗, s∗, u∗) of the sequence should be a complementarity solution of the homogeneous model
(HCP) by the continuity of Ψ. In addition, if t∗ > 0 can be obtained, then the solution gives
us a complementarity solution of the original problem (CP) as we have shown in Lemma 2.2,
which is a desired result.

As we will see below, the set (10) forms a trajectory if f is a P∗ function and the original CP
has a complementarity solution (see Theorem 3.4). To show the boundedness of the trajectory
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and to show that t∗ > 0, we impose a more strict assumption on (HCP), i.e., the existence of
a strictly feasible point of the original problem (CP) (see Theorem 3.6 and Theorem 3.8).

Before to proceed, we state several important properties of r, ψ and Ψ for P0 and P∗
functions, some of which are based on the discussions in Kojima, Megiddo and Noma[10] or
in Gowda and Tawhid [5]. We use (i), (ii) and (iv) in the lemma below to show Theorem 3.4,
while (iii) is required in the proof of Theorem 3.6.

Lemma 3.2 I. Suppose that the function f is a P0 function from �n
+ to �n.

(i) Let Ω be a bounded subset of �4n
++ for which there exist constants ω1 > 0 and ω2 > 0

satisfying

0 < ω1 ≤ (ax)i + (at)i
(bs)i

≤ ω2, 0 < ω1 ≤ (ax)i + (at)i
(bu)i

≤ ω2 (i ∈ N) (11)

for every (a, b) = (ax, at, bs, bu) ∈ Ω. If the sequence

{(zk, wk) = (xk, tk, sk, uk) : k = 1, 2, . . .} ⊂ �4n
++

satisfies
Ψ(zk, wk) = (ak, bk) = (ak

x, a
k
t , b

k
s , b

k
u) ∈ Ω

for every k = 1, 2, . . ., then it is bounded. Moreover, let us define the set of indices

It = {i ∈ N : tki → 0}. (12)

Then, for every i ∈ It, there exists an infinite subsequence {uk
i }Ki which is bounded.

(ii) Ψ is one-to-one on �4n
++ which implies that Ψ maps �4n

++ onto Ψ(�4n
++) homeomorphically.

II. Let C be an open subset of �n
++ for which τC defined by (2) has a finite positive value.

Suppose that the function f is a P∗(κ) function from �n
+ to �n.

(iii) Let (z̃, w̃) ∈ �n
++ ×C ×�2n

++ and let S be a subset of �n
++ ×C ×�2n

++. Suppose that there
exists a constant δ > 0 such that

(zi − z̃i)(ψi(z) − ψi(z̃)) ≤ δ − (z̃iwi + ziw̃i) (13)

for every i ∈ 2N and every (z,w) ∈ S. Then (z,w) ∈ S satisfies

(z,w) ∈ �4n
++, w̃T z + z̃Tw ≤ (1 + 4κC)2nδ

which implies that S is bounded. Here κC is a nonnegative number defined by (4).

(iv) For every compact subset D of �2n
+ ×r(�n

++×C×�2n
++), the set Ψ−1

C (D) is bounded. Here
Ψ−1

C (D) is given by

Ψ−1
C (D) := {(z,w) ∈ �n

++ × C ×�2n
++ : Ψ(z,w) ∈ D}

13



Proof: (i): The boundedness of the sequence {zk} = {(xk, tk)} follows from Lemma 3.1 and
the assumptions. Since {zk} = {(xk, tk)} is bounded, by taking a subsequence if necessary, we
may assume that

lim
k→+∞

xk
i = lim

{
(ak

x)i + (ak
t )i − tki (b

k
u)i

(bks)i

}

≥ ω1 > 0

and that xk
i /t

k
i → +∞ for every i ∈ It. Let us construct a bounded sequence {vk} ⊂ �n

+ as

vk
i =




0 (i ∈ It),

x̄k
i /t̄

k
i (i �∈ It)

for every k. Since f is a P0 function from �n
+ to �n and since vk �= T−1

k xk (k = 1, 2, . . .), there
exist an index j ∈ It and an infinite subset Kj ⊂ {1, 2, . . .} for which

(xk
j /t

k
j )

(
fj(T−1

k xk) − fj(vk)
)

= (xk
j /t

k
j − vk

j )
(
fj(T−1

k xk) − fj(vk)
)
≥ 0

holds for every k ∈ Kj. The above inequality implies that {fj(T−1
k xk)}Kj is bounded below by

infk∈K fj(vk) > −∞. Since {(bku)j} and {xk
j } are bounded, the relation

0 < uk
j = (bku)j − xk

j fj(T−1
k xk)

implies that {uk
j }Kj is bounded.

(ii): Assume that Ψ(z1, w1) = Ψ(z2, w2) for some distinct (z1, w1) ∈ �4n
++ and (z2, w2) ∈ �4n

++.
Then, by the definition (8) of Ψ, we have

ψ(z1) − ψ(z2) = w1 − w2, z1
iw

1
i = z2

iw
2
i > 0 (i ∈ 2N).

Since ψ is a P0 function by (i) of Lemma 2.1, there exists an index i such that

z1
i �= z2

i , 0 ≤ (z1
i − z2

i )(ψi(z1) − ψi(z2)) = (z1
i − z2

i )(w
1
i − w2

i )

We may assume that z1
i > z2

i . Then the above inequality implies that w1
i ≥ w2

i , which contra-
dicts the assumption z1

i w
1
i = z2

i w
2
i > 0.

The homeomorphism follows from the domain invariance theorem, i.e., a continuous one-to-
one mapping Ψ from �4n

++ into �4n maps open sets into open sets.
(iii): Since the value τC is positive and finite, from Lemma 2.1, ψ is a P∗(κC) function on the
set �n

+ × C, i.e., for every z ∈ �n
++ and z̃ ∈ �n

++ × C, we have

0 ≤ (1 + 4κC)
∑
i∈I+

(zi − z̃i)(ψi(z) − ψi(z̃)) +
∑
i∈I−

(zi − z̃i)(ψi(z) − ψi(z̃)) (14)

where

I+ = {i ∈ 2N : (zi − z̃i)(ψi(z) − ψi(z̃)) ≥ 0},
I− = {i ∈ 2N : (zi − z̃i)(ψi(z) − ψi(z̃)) < 0}.
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Substituting (13) into (14), we see that

0 ≤ (1 + 4κC)
∑
i∈I+

(zi − z̃i)(ψi(z) − ψi(z̃)) +
∑
i∈I−

(zi − z̃i)(ψi(z) − ψi(z̃))

≤ (1 + 4κC)
∑
i∈I+

[δ − (z̃iwi + ziw̃i)] +
∑
i∈I−

[δ − (z̃iwi + ziw̃i)]

≤ (1 + 4κC)2nδ − (1 + 4κC)
∑
i∈I+

(z̃iwi + ziw̃i) −
∑
i∈I−

(z̃iwi + ziw̃i)

≤ (1 + 4κC)2nδ −
∑
i∈I+

(z̃iwi + ziw̃i) −
∑
i∈I−

(z̃iwi + ziw̃i)

≤ (1 + 4κC)2nδ − (z̃Tw + zT w̃)

and hence
z̃Tw + zT w̃ ≤ (1 + 4κC)2nδ.

Since (z,w) ∈ �4n
++, the above inequality implies that

S ⊂ {(z,w) ∈ �4n
++ : w̃T z + z̃Tw ≤ (1 + 4κC)2nδ}.

By the positivity of (z̃, w̃), the set {(z,w) ∈ �4n
++ : w̃T z + z̃Tw ≤ (1 + 4κC)2nδ} is bounded.

Thus we obtain the assertion.
(iv): Suppose that Ψ−1

C (D) is unbounded. We may take a sequence

{(zk, wk) ∈ Ψ−1
C (D) : k = 1, 2, . . .}

such that
lim

k→∞
‖(zk, wk)‖ = ∞.

Let (ak, bk) := (Zkw
k, wk −ψ(zk)) = Ψ(zk, wk) ∈ D for every k = 1, 2, . . . . By the compactness

of the set D ⊂ �2n
+ × r(�n

++ × C × �2n
++), there exists a b̄ ∈ r(�n

++ × C × �2n
++) for which we

have
lim

k→∞
bk = b̄ ∈ r(�n

++ × C ×�2n
++).

Since C is an open subset of �n
++, as we have shown in (ii) above, the set

Ψ(�n
++ × C ×�2n

++)

is open in �4n and hence the set
r(�n

++ × C ×�2n
++)

is also open in �2n. Thus, there exists a b̃ such that

b̃ ∈ r(�n
++ × C ×�2n

++) (15)

and
bk = wk − ψ(zk) ≥ b̃

for every sufficiently large k. Note that (15) implies the existence of (z̃, w̃) satisfying

(z̃, w̃) ∈ �n
++ × C ×�2n

++ and w̃ − ψ(z̃) = b̃.
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Since wk − bk = ψ(zk) and w̃ − b̃ = ψ(z̃), by a simple calculation, we have

(zk
i − z̃i)(ψi(zk) − ψi(z̃))

= (zk
i − z̃i)((wk

i − bki ) − (w̃i − b̃i))
= zk

i w
k
i − z̃iw

k
i − zk

i (bki + w̃i − b̃i) + z̃i(bki + w̃i − b̃i)
= ak

i − z̃iw
k
i − zk

i (bki + w̃i − b̃i) + z̃i(bki + w̃i − b̃i) (16)

for each i ∈ 2N . Using the facts zk ≥ 0 and bk ≥ b̃, the above inequality can be deduced by

ak
i − z̃iw

k
i − zk

i (bki + w̃i − b̃i) + z̃i(bki + w̃i − b̃i)
≤ ak

i − z̃iw
k
i − zk

i w̃i + z̃i(bki + w̃i − b̃i)
= ak

i + z̃i(bki + w̃i − b̃i) − z̃iw
k
i − zk

i w̃i. (17)

By the boundedness of D, there exists a δ > 0 for which

ak
i + z̃i(bki + w̃i − b̃i) ≤ δ

holds for every k and i ∈ 2N , and hence we have

ak
i + z̃i(bki + w̃i − b̃i) − z̃iw

k
i − zk

i w̃i ≤ δ − (z̃iwk
i + zk

i w̃i). (18)

Combining the above inequalities (16), (17) and (18), we can conclude that

(zk
i − z̃i)(ψi(zk) − ψi(z̃)) ≤ δ − (z̃iwk

i + zk
i w̃i) (19)

for every k and i ∈ 2N . By (iii) above, the inequality (19) implies that the boundedness of the
set {(zk, wk)}, which contradicts the assumption ‖(zk, wk)‖ → ∞.

To show the existence of a trajectory, we impose the following assumption on (CP):

Assumption 3.3 (i) The original problem (CP) has a complementarity solution (x̂, ŝ).

(ii) f is a P∗(κ) function from �n
+ to �n.

The theorem below guarantees the existence of such trajectory under Assumption 3.3. Note
that the existence of a strictly feasible solution of the original problem is not required to show
the theorem.

Theorem 3.4 Suppose that Condition 3.3 holds.

(i) For every (a, b) ∈ �4n
++,

Ψ(z,w) = (a, b)

has a unique solution (z,w) ∈ �4n
++.

(ii) �4n
++ ⊂ Ψ(�4n

++).
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(iii) Let (ā, b̄) ∈ �4n
++ and define the target line (segment) T as

T := {θ(ā, b̄) : θ > 0}. (20)

For every θ ∈ (0, 1], the system (9) has a unique solution (z(θ), w(θ)) which is continuous
in θ. Thus

Ψ−1(T ) := {(z,w) ∈ �4n
++ : Ψ(z,w) = θ(ā, b̄), θ ∈ (0, 1]}

forms a trajectory.

Proof:
(i): Let {πk ∈ (0, 1) : k = 1, 2, . . .} be a strictly decreasing sequence satisfying

lim
k→∞

πk = 0.

Define the set Ck = C(πk) for each k = 1, 2, . . ., where C(πk) is defined by (3). For every k,
the set Ck is a nonempty open subset of �n

++ and τCk defined by (2) with C = Ck has a finite
positive value, i.e.,

τCk =

(
1 + πk

1 − πk

)2

> 0.

Since πk ∈ (0, 1) is strictly decreasing, for every k and k′ with k < k′, we see that

τCk < τCk′

and hence
(clCk \ {0}) ⊂ Ck′ ⊂ �n

++. (21)

Let (a, b) ∈ �2n
+ ×�2n

++ and set k = 1. By (iii) of Lemma 2.3, we know that

b ∈ �2n
++ ⊂ r(�n

++ × C1 ×�2n
++)

which implies the existence of a (ẑ, ŵ) satisfying

(ẑ, ŵ) ∈ �n
++ × C1 ×�2n

++ and b = ŵ − ψ(ẑ).

Let us define
â := Ẑŵ > 0

and

Da := {(1 − θ)â+ θa : θ ∈ [0, 1]}. (22)

Consider a family of systems

Ψ(z,w) = ((1 − θ)â+ θa, b), (z,w) ∈ �n
++ × C1 ×�2n

++ (23)

for θ ∈ [0, 1]. Since Da ⊂ �2n
+ and D := Da ×{b} is a compact subset of �2n

+ × r(�4n
++), the set

Ψ−1
C1(D) is bounded by (iv) of Lemma 3.2. Define

θ̄1 := sup{θ̃ ∈ [0, 1] : (23) has a solution for any θ ∈ [0, θ̃] }. (24)
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Since the set Ψ(�n
++ × C1 × �2n

++) is open by (ii) of Lemma 3.2, (a, b) ∈ Ψ(�n
++ × C1 ×�2n

++)
implies that θ̄1 > 0. By the definition of θ̄1, there exists a sequence {(zp, wp, θp)} which satisfies

Ψ(zp, wp) = ((1 − θp)â+ θpa, b), (zp, wp) ∈ �n
++ × C1 ×�2n

++

and θp → θ̄1. Note that the sequence {(zp, wp)} is contained the bounded set Ψ−1
C1(D). Thus,

we may assume that there exist a (z̄1, w̄1) to which the sequence {(zp, wp)} converges. By the
continuity of the function Ψ, the limit point (z̄1, w̄1, θ̄1) also satisfies the system

Ψ(z̄1, w̄1) = ((1 − θ̄1)â+ θ̄1a, b), (z̄1, w̄1) ∈ cl(�n
++ ×C1 ×�2n

++).

Since
z̄1
i w̄

1
i = (1 − θ̄1)âi + θ̄1ai > 0 (i ∈ 2N)

whenever θ̄1 ∈ [0, 1], we see that
(z̄1, w̄1) ∈ �4n

++.

Therefore, if θ̄1 = 1 then we obtain a desired result.
Suppose that θ̄1 < 1. Then the fact

(z̄1, w̄1) ∈ �4n
++ ∩ cl(�n

++ × C1 ×�2n
++)

⊂ �n
++ × (clC1 \ {0}) ×�2n

++.

which we have seen above implies that

(z̄1, w̄1) ∈ �n
++ × (∂C1 \ {0}) ×�2n

++ (25)

where ∂C1 denotes the boundary of the set C1. In fact, if not then (z̄1, w̄1) lies in the open
subset �n

++ × C1 × �2n
++ of �4n

++, and by the local homeomorphism of Ψ on �4n
++ (see (ii) of

Lemma 3.2), the system (23) has a solution for every θ sufficiently close to θ̄1, which contradicts
the definition (24) of θ̄1.

Next, let us consider the nonempty open set C2 instead of C1. By the property (21) of the
sets Ck(k = 1, 2, . . .), the relation (25) implies that

(z̄1, w̄1) ∈ �n
++ × C2 ×�2n

++.

Let us consider the new system

Ψ(z,w) = ((1 − θ)â+ θa, b), (z,w) ∈ �n
++ × C2 ×�2n

++ (26)

and define
θ̄2 := sup{θ̃ ∈ [0, 1] : (26) has a solution for any θ ∈ [0, θ̃] }.

Since (z̄1, w̄1) lies in the open subset �n
++ × C2 ×�2n

++ of �4n
++, we obtain the inequalities

0 < θ̄1 < θ̄2 ≤ 1.

By a similar discussion above, we can conclude that a desired result θ̄2 = 1 or a point (z̄2, w̄2, θ̄2)
satisfying

θ̄2 < 1,
Ψ(z̄2, w̄2) = ((1 − θ̄2)â+ θ̄2a, b),
(z̄2, w̄2) ∈ �n

++ × (∂C2 \ {0}) ×�2n
++

is obtained.
By repeating this process, we finally obtain
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Case 1: θ̄k = 1 for some finite k ∈ {1, 2, . . .}

or

Case 2: an infinite sequence (z̄k, w̄k, θ̄k) satisfying

θ̄k < 1,
Ψ(z̄k, w̄k) = ((1 − θ̄k)â+ θ̄ka, b) > 0 (27)
(z̄k, w̄k) = (x̄k, t̄k, s̄k, ūk) ∈ �n

++ × (∂Ck \ {0}) ×�2n
++ (28)

for every k = 1, 2, . . ..

The former case guarantees that the assertion holds. In what follows, we assume that the
latter case occurs.

Let us denote a = (ax, at) ∈ �2n
++, â = (âx, ât) ∈ �2n

++ and b = (bx, bt) ∈ �2n
++. It follows

from the relations (7) and (27) that

X̄kbs + T̄kbu = X̄ks̄
k + T̄kū

k = (1 − θ̄k)(âx + ât) + θ̄k(ax + at)

for every k = 1, 2, . . .. Since {θ̄k} is a bounded subset of (0, 1), the positivity of (bs, bu) ensures
the boundedness of the sequence {(x̄k, t̄k)}. Combining this with the fact

t̄k ∈ (∂Ck \ {0}) (k = 1, 2, . . .)

in (28), we may assume that there exists an index i ∈ N for which t̄ki → 0. Note that the
equations

x̄k
i s̄

k
i = (1 − θ̄k)(âx)i + θ̄k(ax)i (i ∈ N),

t̄ki ū
k
i = (1 − θ̄k)(ât)i + θ̄k(at)i (i ∈ N)

and the fact θ̄k ∈ (0, 1) imply that

x̄k
i s̄

k
i ≥ min{(âx)i, (ax)i, (ât)i, (at)i} > 0,

t̄ki ū
k
i ≥ min{(âx)i, (ax)i, (ât)i, (at)i} > 0

for every k = 1, 2, . . . and they do not go to 0 for every i ∈ N . Thus the relation

t̄ki → 0

implies
ūk

i → +∞.

Since the function f is a P0 function by (ii) of Assumption 3.3, the above deduction leads to
a contradiction to the result (i) of Lemma 3.2. Thus Case 2 never occurs and we obtain the
desired result.

The uniqueness of the solution follows from the homeomorphism of the function Ψ as we
have shown in (ii) of Lemma 3.2.
(ii): It is straightforward from the assertion (ii) .
(iii): The assertion follows from (ii) of Lemma 3.2 and (iii) above.

The above theorem ensures the existence of a trajectory Ψ−1(T ). To show the boundedness
of the trajectory, we should impose an additional assumption on the trajectory Ψ−1(T ).
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Assumption 3.5 There exists an open subset C for which τC defined by (2) has a finite positive
value and

Ψ−1(T ) ⊂ �n
++ ×C ×�2n

++.

In the next theorem, we show that the trajectory Ψ−1(T ) is bounded and every limit
point (x∗, t∗, s∗, u∗) of the trajectory is a complementarity solution of (HCP) with t∗ > 0 if
Assumptions 3.3 and 3.5 hold.

Theorem 3.6 Suppose that Assumptions 3.3 and 3.5 are satisfied.

(i) The trajectory Ψ−1(T ) is bounded.

(ii) Every limit point (z∗, w∗) = (x∗, t∗, s∗, u∗) of Ψ−1(T ) is a complementarity solution of
(HCP) with t∗ > 0.

Proof: Let θ ∈ (0, 1] be fixed and let (z,w) = (x, t, s, u) be the unique solution (z(θ), w(θ)) ∈
Ψ−1(T ) of (9). Note that (z,w) satisfies

Ψ(z,w) = (Zw,w − ψ(z)) = (θā, θb̄)

and
0 < Zb̄ < (eT ā)e (29)

by the relation (7).
(i): Let (z1, w1) = (z(1), w(1)) ∈ �4n

++. Substituting ziwi = θāi, wi − ψi(z) = θb̄i, z1
iw

1
i = āi,

w1
i − ψi(z1) = b̄i, we have

(zi − z1
i )(ψi(z) − ψi(z1))

= (zi − z1
i )[(wi − θb̄i) − (w1

i − b̄i)]
= (zi − z1

i )[(wi − w1
i ) + (1 − θ)b̄i]

= (zi − z1
i )(wi − w1

i ) + (1 − θ)(zi − z1
i )b̄i

= [ziwi − (ziw1
i + z1

i wi) + z1
iw

1
i ] + (1 − θ)zib̄i − (1 − θ)z1

i b̄i

= [θāi − (ziw1
i + z1

i wi) + āi] + (1 − θ)zib̄i − (1 − θ)z1
i b̄i

= (1 + θ)āi + (1 − θ)zib̄i − (1 − θ)z1
i b̄i − (ziw1

i + z1
iwi)

≤ (1 + θ)āi + (1 − θ)zib̄i − (ziw1
i + z1

i wi)

where the last inequality follows from θ ∈ (0, 1], z1 > 0 and b > 0. Thus, by (29), we can find
a constant δ = 3(eT a) > 0 which satisfies

(zi − z1
i )(ψi(z) − ψi(z1)) ≤ δ − (ziw1

i + z1
i wi)

for every i ∈ N . Since Assumption 3.5 implies that (z,w) ∈ �n
++ ×C×�2n

++, by (iii) of Lemma
3.2, (z,w) lies in a bounded set which does not depend on the value of θ ∈ (0, 1].
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(ii): Let (z̄∗, w̄∗) = (x̄∗, t̄∗, s̄∗, ū∗) be a complementarity solution of (HCP) with t̄∗ > 0, whose
existence has been ensured by (vi) of Lemma 2.2. By a similar calculation above, we have

(zi − z̄∗i )(ψi(z) − ψi(z̄∗))
= (zi − z̄∗i )[(wi − θb̄i) − w̄∗

i ]
= (zi − z̄∗i )[(wi − w̄∗

i ) − θb̄i]
= (zi − z̄∗i )(wi − w̄∗

i ) − θ(zi − z̄∗i )b̄i
= [ziwi − (ziw̄∗

i + z̄∗i wi) + z̄∗i w̄
∗
i ] − θzib̄i + θz̄∗i b̄i

= [θāi − (ziw̄∗
i + z̄∗i wi)] − θzib̄i + θz̄∗i b̄i

≤ θ(āi + z̄∗i b̄i) − (ziw̄∗
i + z̄∗iwi). (30)

Let us define
δ = θmax{āi + z̄∗i b̄i : i ∈ 2N} > 0. (31)

By (30) and (iii) of Lemma 3.2 again, we obtain that∑
i∈2N

(z̄∗i wi + ziw̄
∗
i ) ≤ (1 + 4κC)2nδ.

Since Zw = θā, substituting zi = θāi/wi and wi = θāi/zi, we have

∑
i∈2N

θāi

(
z̄∗i
zi

+
w̄∗

i

wi

)
≤ (1 + 4κC)2nδ.

By the definition (31) of δ, the above inequality implies that

∑
i∈2N

(
z̄∗i
zi

+
w̄∗

i

wi

)
≤ (1 + 4κC)2n

max{āi + z̄∗i b̄i : i ∈ 2N}
min{āi : i ∈ 2N} .

Denoting the right hand side of the inequality as δ̄ > 0, we can see that

z̄∗i
zi

≤ δ̄,
w̄∗

i

wi
≤ δ̄ (i ∈ N),

or equivalently
x̄∗i
xi

≤ δ̄,
t̄∗i
ti

≤ δ̄,
s̄∗i
si

≤ δ̄,
ū∗i
ui

≤ δ̄ (i ∈ N)

for every (z,w) = (x, t, s, u) ∈ Ψ−1(T ). The above inequalities ensure that any limit point
(z∗, w∗) = (x∗, t∗, s∗, u∗) of Ψ−1(T ) satisfies

(x∗, t∗, s∗, u∗) ≥ (x̄∗δ̄, t̄∗δ̄, s̄∗δ̄, ū∗δ̄)

and we can conclude that t∗ > 0 since t̄∗ > 0 and δ̄ > 0.

Now our interest is how to find whether Assumption 3.5 is satisfied or not. The following
theorem gives us not only an answer to this question but an idea for constructing an algorithm
to numerically trace the trajectory, which we describe in Section 5. Here we introduce another
assumption.
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Assumption 3.7 (i) The original problem (CP) has a strictly feasible point (x̄, s̄).

(ii) f is a P∗(κ) function from �n
+ to �n.

It should be noted that Assumption 3.7 implies Assumption 3.3 (see, e.g., [10]). In addi-
tion, the theorem below shows that Assumption 3.7 also implies Assumption 3.5 as a corollary
(Corollary 3.9).

Theorem 3.8 Suppose that Assumption 3.7 holds. Let Ω be a bounded subset of �4n
++ for which

there exist constants ω1 > 0 and ω2 > 0 satisfying the inequalities in (11) and

0 < ω1 ≤ (at)i
(bu)i

≤ ω2 (i ∈ N) (32)

for every (a, b) = (ax, at, bs, bu) ∈ Ω. Then there exists a set C ⊂ �n
++ for which τC defined by

(2) has a finite positive value and

Ψ−1(Ω) ⊂ �n
++ × C ×�2n

++. (33)

More precisely, the set C above is given by C = C(π) for some π ∈ (0, 1). Here the set C(π) is
defined by (3).

Proof: Since Assumption 3.7 implies Assumption 3.3 as we have described above, Theorem
3.4 holds under the new assumption. By (i) and (ii) of the theorem, we see that

Ω ⊂ �4n
++ ⊂ Ψ(�4n

++) and Ψ−1(Ω) ⊂ �4n
++.

Suppose on the contrary that there is no C ⊂ �n
++ with a finite positive τC for which the

relation (33) holds. Let {πk ∈ (0, 1) : k = 1, 2, . . .} be a strictly decreasing sequence such that

lim
k→∞

πk = 0.

Define the set Ck = C(πk) where C(π) is defined by (3). Since

Ψ−1(Ω) �⊂ �n
++ × Ck ×�2n

++

for every k, we obtain a sequence {(zk, wk) = (xk, tk, sk, uk)} ⊂ �4n
++ such that

Ψ(zk, wk) ∈ Ω

but
tk �∈ Ck

for every k = 1, 2, . . .. Here the assumption on the set Ω and (i) of Lemma 3.2 ensure the
boundedness of {zk = (xk, tk)}. Thus, by a similar discussion as in the proof of (i) of Theorem
3.4, we may assume that there exists an index i ∈ N for which tki → 0, and by taking a
subsequence if necessary,

lim
k→∞

zk = z̃ = (x̃, t̃) ∈ �2n
+ .
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Let us define the set of indices
It = {i : tki → 0}.

It follows from the observation above that

It �= ∅

and
lim

k→∞
tkj = z̃j > 0 (j �∈ It). (34)

Denote

(ak, bk) = (ak
x, a

k
t , b

k
s , b

k
u) = Ψ(zk, wk) = (Xks

k, Tku
k, rs(zk, wk), ru(zk, wk))

for every k = 1, 2, . . .. By (7), we see that

xk
i (b

k
s)i + tki (b

k
u)i = (ak

x)i + (ak
t )i > 0 (i ∈ N).

Since (ak, bk) = (ak
x, a

k
t , b

k
s , b

k
u) ∈ Ω for every k, by the inequality (11) (and by taking a subse-

quence again), we have
lim

k→∞
xk

i ≥ ω1 > 0 (i ∈ It) (35)

and hence
lim

k→∞
xk

i /t
k
i = +∞ (i ∈ It). (36)

Let j ∈ It. By (i) of Lemma 3.2, there exists an infinite subsequence {uk
j }Kj which is

bounded. Note that for every other i ∈ It, we still have

tki →
K

0.

Thus, by taking subsequences finitely many times, we may find a subsequence {zk = (xk, tk)}K̄

for which {uk
i }K̄ is bounded for every i ∈ It. Along the subsequence {(xk, tk)}K̄ , we have

tki u
k
i = (ak

t )i →̄
K

0 (i ∈ It).

Therefore, by the inequality (32), we must have

uk
i + xk

i fi(T−1
k xk) = (bku)i →̄

K
0 (i ∈ It).

Since {uk
i }K̄ ⊂ �n

++ is bounded, this implies the boundedness of {xkfi(T−1
k xk)}K̄ and any

subsequence {xkfi(T−1
k xk)}K̂ of {xkfi(T−1

k xk)}K̄ should satisfy

lim
k →̂

K
∞
xkfi(T−1

k xk) ≤ 0 (i ∈ It).

Similarly, since {xk
i }K̄ ⊂ �n

++ is bounded and satisfies (35), we also see the boundedness of
{fi(T−1

k xk)}K̂ and the following relation

lim
k →̂

K
∞
fi(T−1

k xk) ≤ 0 (i ∈ It). (37)

23



Let (x̄, s̄) ∈ �2n
++ be the strictly feasible point of (CP) whose existence is ensured by the

assumption. Since s̄ > 0 and fi(x̄) = s̄i, by (36) and (37), we have

lim
k →̂

K
∞

(xk
i /t

k
i − x̄i)(fi(T−1

k xk) − fi(x̄)) = lim
k →̂

K
∞

(xk
i /t

k
i − x̄i)(fi(T−1

k xk) − s̄i)

= −∞ (i ∈ It). (38)

On the other hand, since (34) holds for every j �∈ It, we see that the sequences {xk
j /t

k
j }K̂ and

{uk
j = (ak

t )j/tkj }K̂ are bounded, and by the equation

xk
j fj(T−1

k xk) = (bku)j − uk
j ,

the sequences {xk
j fj(T−1

k xk)}K̂ and {(xk
j /t

k
j )fj(T−1

k xk)}K̂ are also bounded. Moreover, com-
bining the facts sk ∈ �n

++ and (34)with the equation

fj(T−1
k xk) = [sk

j − (bks)j ]/t
k
j ,

{fj(T−1
k xk)}K̂ should be bounded below. Thus, by the equation

(xk
j /t

k
j − x̄j)(fj(T−1

k xk) − s̄j) = (xk
j /t

k
j )fj(T−1

k xk) − x̄jfj(T−1
k xk) − (xk

j /t
k
j − x̄j)s̄j,

we can conclude that there exists a constant δ for which

(xk
j /t

k
j − x̄j)(fj(T−1

k xk) − s̄j) ≤ δ (j �∈ It, k ∈ K̂). (39)

From observations (38) and (39), it can be deduced that along the sequence {T−1
k xk}K̂ ⊂ �n

++,
there is no constant κ > 0 for which

(1 + 4κ)
∑
i∈I+

(xk
i /t

k
i − x̄i)(fi(T−1

k xk) − fi(x̄)) +
∑
i∈I−

(xk
i /t

k
i − x̄i)(fi(T−1

k xk) − fi(x̄)) ≥ 0

holds where

I+ := {i ∈ N : (xk
i /t

k
i − x̄i)(fi(T−1

k xk) − fi(x̄)) ≥ 0},
I− := {i ∈ N : (xk

i /t
k
i − x̄i)(fi(T−1

k xk) − fi(x̄)) < 0}.

This is a contradiction to the P∗ property of the function f on the set �n
+.

It is easy to see that the following corollary follows from Theorems 3.6 and 3.8, since the
set T defined by (20) satisfies (11) and (32) with

ω1 = min
{

(āx)i + (āt)i
(b̄s)i

,
(āx)i + (āt)i

(b̄u)i
,

(āt)i
(b̄u)i

(i ∈ N)
}
,

ω2 = max
{

(āx)i + (āt)i
(b̄s)i

,
(āx)i + (āt)i

(b̄u)i
,

(āt)i
(b̄u)i

(i ∈ N)
}

for the given (ā, b̄) ∈ �4n
++.

Corollary 3.9 Suppose that Assumption 3.7 holds. Then

(i) the trajectory Ψ−1(T ) is bounded, and

(ii) every limit point (z∗, w∗) = (x∗, t∗, s∗, u∗) of Ψ−1(T ) is a complementarity solution of
(HCP) with t∗ > 0.
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4 The Jacobian matrix of the function Ψ

Theorem 3.8 implies that if we choose a suitable neighborhood Ω of the target segment T and
generate a sequence {(zk, wk) ∈ �4n : k = 1, 2, . . .} such that

Ψ(zk, wk) ∈ Ω and Ψ(zk, wk) → 0,

then there exists a subset C ∈ �n
++ for which

{(zk, wk)} ⊂ �n
++ ×C ×�2n

++

and we may find a desirable solution whenever Assumption 3.7 holds. This fact gives us a
motivation to construct an algorithm for numerically tracing the trajectory Ψ−1(T ). In this
section, to provide an algorithm based on the Newton’s method, we propose some results
concerning the Jacobian matrix of the function ψ.

By its definition (1), the function ψ is continuously differentiable on the set �4n
++ by the

assumption that f is continuously differentiable. The Jacobian matrix ∇ψ(z) of ψ at z ∈ �2n
++

is given by

∇ψ(z) =


 T∇f (y)T−1 F (y) − T∇f (y)T−2X

−F (y) −X∇f (y)T−1 X∇f (y)T−2X


 , (40)

where
y := T−1x and F (y) := diag {fi(y) (i ∈ N)}. (41)

Corollary 4.7 below, which is the main result of this section, can be obtained by a direct
calculation as in the proof of Lemma 2.1. Instead of repeating the calculation, we show more
general results concerning the Jacobian matrices of P0 and P∗ functions. In what follows, we
define the sets of indices IM

+ (x) and IM− (x) as

IM
+ (x) := {i ∈ N : xi[Mx]i ≥ 0},

IM
− (x) := {i ∈ N : xi[Mx]i < 0},

for an n× n matrix M and x ∈ �n, and also define Iφ
+(x1, x2) and Iφ

−(x1, x2) as

Iφ
+(x1, x2) := {i ∈ N : (x1

i − x2
i )(φi(x1) − φi(x2)) ≥ 0},

Iφ
−(x1, x2) := {i ∈ N : (x1

i − x2
i )(φi(x1) − φi(x2)) < 0}

for a given function φ : �n → �n and x1, x2 ∈ �n. We first collect some definitions which
appear in this section as follows.

Definition 4.1 Let K be a subset of �n, κ ≥ 0 and β ≥ 0.

(i) A matrix M ∈ �n×n is said to be a P0 matrix if and only if for any x �= 0 ∈ �n, there
exists at least one index i ∈ N such that xi(Mx)i ≥ 0.

(ii) A matrix M ∈ �n×n is said to be a P∗(κ) matrix if and only if there holds

(1 + 4κ)
∑

i∈IM
+ (x)

xi[Mx]i +
∑

i∈IM
− (x)

xi[Mx]i ≥ 0

for any x ∈ �n.
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(iii) A matrix M ∈ �n×n is said to be a P∗(κ, β) matrix if and only if there holds

(1 + 4κ)
∑

i∈IM
+ (x)

xi[Mx]i +
∑

i∈IM
− (x)

xi[Mx]i ≥ β‖x‖2

for any x ∈ �n.

(iv) A function φ is said to be a strict P∗(κ) function from K to �n if and only if there holds

(1 + 4κ)
∑

i∈Iφ
+(x1,x2)

(x1
i − x2

i )
(
φi(x1) − φi(x2)

)
+

∑
i∈Iφ

−(x1,x2)

(x1
i − x2

i )
(
φi(x1) − φi(x2)

)
> 0

for any x1 �= x2 ∈ K.

(v) A function φ is said to be a P∗(κ, β) function from K to �n if and only if there holds

(1 + 4κ)
∑
i∈Iφ

+

(x1
i − x2

i )
(
φi(x1) − φi(x2)

)
+

∑
i∈Iφ

−

(x1
i − x2

i )
(
φi(x1) − φi(x2)

)
≥ β ‖x− y‖2

for any x1 �= x2 ∈ K.

The proposition below has been essentially given by Moré and Rheinboldt [15] and shown
as a more general result in the comprehensive survey by Facchinei and Pang [3].

Proposition 4.2 (3.5.9 Proposition of [3]) A continuously differentiable function φ : �n
++ →

�n is a P0 function if and only if ∇φ(x) is a P0 matrix for each x ∈ �n
++.

An extension of the above result to the case where ψ is a P∗ function from �n to �n has
been done by Peng, Roos and Terlaky [16]. The following lemmas are essentially the same as
the ones in [16], except for that the domain of the function φ is restricted to an open and convex
subset K of �n. We omit their proofs, which can be derived by following the ones of the results
indicated in the lemmas. See also Lesaja [12, 13] for another results concerning P∗ function.

Lemma 4.3 (Lemma 4.2.5 of [16]) Let K be a subset of �n and κ be a nonnegative constant.
Then a function fφ(x) : K → �n is a P∗(κ) function if and only if for any positive β > 0, the
function φβ(x) = φ(x) + βx is a P∗(κ, β) function.

Lemma 4.4 (Lemma 4.2.8 of [16]) Let K be an open convex subset of �n, κ ≥ 0 and β > 0.
Suppose that φ(x) : K → �n is continuously differentiable. If φ(x) is a P∗(κ) (or P∗(κ, β))
function, then for any x ∈ K, ∇φ(x) is a P∗(κ) (or P∗(κ, β)) matrix.

Lemma 4.5 (Lemma 4.2.9 of [16]) Let K be an open convex subset of �n, κ ≥ 0 and β > 0.
Suppose that φ(x) : K → �n is continuously differentiable. Suppose that for any x ∈ K, the
Jacobian matrix ∇φ(x) is a P∗(κ, β) matrix. Then φ is a strict P∗(κ) function on K.

Proposition 4.6 (Proposition 4.2.10 of [16]) Let K be an open convex subset of �n and
κ ≥ 0. Suppose that φ(x) : K → �n is continuously differentiable. Then φ is a P∗(κ) function
on ‖ if and only if for any x ∈ K, the Jacobian matrix ∇φ(x) is a P∗(κ) matrix.

As a corollary of Proposition 4.6, a desired result follows from (ii) of Lemma 2.1.

Corollary 4.7 Suppose that f is a P∗ function from �n
+ to �n. Let C ⊂ �n

++ be an open
convex set for which τC defined by (2) has a finite positive value. Then the Jacobian Dψ(z) of
the function ψ defined by (1) is a P∗(κC) matrix for any z ∈ �n

++ × C.
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5 A globally convergent homogeneous algorithm

In this section, we provide a homogeneous algorithm for numerically tracing the trajectory
Ψ−1(T ).

Let (z0, w0) = (x0, t0, s0, u0) ∈ �4n
++ be a point satisfying

r0 := w0 − ψ(z0) > 0

and
‖Z0w0 − µ0e‖ < βµ0

where

µ0 :=
(z0)Tw0

2n
and β ∈ (0, 1) is a given constant. For any β ∈ (0, 1), such a point (z0, w0) = (x0, t0, s0, u0) can
be easily obtained, e.g.,

z0 = e, w0 = 2max
i∈N

{|ψi(z0)|}e.

At each iteration k with (zk, wk) := (xk, tk, sk, uk), we set

rk := wk − ψ(zk), and µk :=
(zk)Twk

2n
(42)

and calculate a direction (∆zk,∆wk) by solving the following system of linear equations:

∆wk −∇ψ(zk)∆zk = −ηrk, (43)
Zk∆wk +Wk∆zk = γµke− Zkw

k. (44)

Here η ∈ (0, 1) and γ ∈ (0, 1) are given constants. The Jacobian matrix ∇ψ(zk) is given by
(40) with z = zk, which satisfies

(zk)T∇ψ(zk) = −ψ(zk)T and (zk)T∇ψ(zk)zk = −ψ(zk)T zk = 0 (45)

where the latter inequality follows from (i) of Lemma 2.2. Using the equalities above, we obtain
the following lemma.

Lemma 5.1 Suppose that f is a P0 function.

(i) The system of (43) and (44) has a unique solution for every (zk, wk) ∈ �4n
++.

(ii) The direction (∆zk,∆wk) satisfies

(∆zk)T ∆wk = (∆zk)T∇ψ(zk)∆zk + η(1 − η − γ)2nµ

Proof: (i): The Jacobian matrix ∇ψ(zk) is a P0 matrix by Proposition 4.2. This implies that
the coefficient matrix 

 I −∇ψ(zk)

Zk Wk


 (46)
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of the system is nonsingular for any (zk, wk) ∈ �4n
++ (see, e.g., Lemma 4.1 of [9]).

(ii): The proof is analogous to the one of Lemma 2 in [1]. Premultiplying each side of (43) by
(∆zk)T gives

(∆zk)T ∆wk − (∆zk)T∇ψ(zk)∆zk = −η(∆zk)T (wk − ψ(zk)) (47)

and doing so by (zk)T gives

(zk)T ∆wk + ψ(zk)T ∆zk = −η(zk)T (wk − ψ(zk))
= −η(zk)Twk

(by (45))
= −η2nµk. (48)

(by (42))

On the other hand, premultiplying each side of (44) by eT gives

(zk)T ∆wk + (wk)T ∆zk = γµkeT e− (zk)Twk

= γµk2n− 2nµk

= −(1 − γ)2nµk. (49)

Thus we have

(∆zk)T ∆wk = (∆zk)T∇ψ(zk)∆zk − η(∆zk)T (wk − ψ(zk))
(by (47))

= (∆zk)T∇ψ(zk)∆zk − η((∆zk)Twk − (∆zk)Tψ(zk))
= z(∆zk)T∇ψ(zk)∆zk − η{(−(1 − γ)2nµk − (zk)T ∆wk) − (−η2nµk − (zk)T ∆wk)}

(by (49) and (48))
= (∆zk)T∇ψ(zk)∆zk + η(1 − η − γ)2nµk.

Analogously to Andersen and Ye’s homogeneous algorithm, we find a new iterate (zk(α), wk(α))
so that the residual is definitely decreased with a step-size α ∈ (0, 1). Let us define

zk(α) := zk + α∆zk > 0, (50)
wk(α) := wk + α∆wk + gk(α), (51)
rk(α) := wk(α) − ψ(zk(α)), (52)

µk(α) :=
(zk(α))Twk(α)

2n
, (53)

where
gk(α) := ψ(zk(α)) − ψ(zk) − α∇ψ(zk)∆zk. (54)

The function wk(α) above is a generalization of the one proposed in [14] for the convex
programming problem, and also used in [11, 8], etc. By similar calculations as in [1], we obtain
the following lemma.
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Lemma 5.2 Let η + γ = 1. Suppose that (zk, wk) satisfies

‖Zkw
k − µke‖ ≤ βµk (55)

Then the new iterate (zk(α), wk(α)) given by (50) and (51) satisfies

(i) rk(α) = (1 − αη)rk,

(ii) µk(α) = (1 − αη)µk,

(iii)

‖Zk(α)wk(α) − µk(α)e‖ ≤ βµk(α)

{
(1 − αγ) + α2 ‖∆Zk∆wk‖

β(1 − αη)µk
+

‖Zk(α)gk(α)‖
β(1 − αη)µk

}

(iv)

lim
α→0

1
α

{
α2 ‖∆Zk∆wk‖
β(1 − αη)µk

+
‖Zk(α)gk(α)‖
β(1 − αη)µk

}
= 0

Proof: (i): The assertion is obtained by a direct calculation:

rk(α) = wk(α) − ψ(zk(α))
(by (52))

= wk + α∆wk + gk(α) − ψ(zk(α))
(by (51))

= wk + α∆wk − ψ(zk) − α∇ψ(zk)∆zk

(by (54))
= (wk − ψ(zk)) + α(∆wk −∇ψ(zk)∆zk)
= rk + α(−ηrk)

(by (42) and (43))
= (1 − αη)rk.

(ii): Since the term (zk(α))T gk(α) turns out to be

(zk(α))T gk(α) = (zk(α))T (ψ(zk(α)) − ψ(zk) − α∇ψ(zk)∆zk)
(by (54))

= (zk(α))T (−ψ(zk) − α∇ψ(zk)∆zk)
(by (i) of Lemma 2.2))

= (zk + α∆zk)T (−ψ(zk) − α∇ψ(zk)∆zk)
= −α2(∆zk)T∇ψ(zk)∆zk (56)

(by (i) of Lemma 2.2 and (45))
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we have

2nµk(α)
= (zk(α))Twk(α)
= (zk(α))T (wk + α∆wk + gk(α))
= (zk(α))T (wk + α∆wk) − α2(∆zk)T∇ψ(zk)∆zk

(by (56))
= (zk + α∆zk)T (wk + α∆wk) − α2(∆zk)T∇ψ(zk)∆zk

= (zk)Twk + α((zk)T ∆wk + (wk)T ∆zk) + α2((∆zk)T ∆wk − (∆zk)T∇ψ(zk)∆zk)
= (zk)Twk + αeT (γµke− Zkw

k) + α2η(1 − η − γ)2nµk

(by (43) and (ii) of Lemma 5.1)
= (zk)Twk + αeT (γµke− Zkw

k)
(by 1 − η − γ = 0)

= {1 − α(1 − γ)}2nµk

(by (42))
= (1 − αη)2nµk.

(by 1 − η − γ = 0)

(iii): Since the vector Zk(α)wk(α) − µk(α)e turns out to be

Zk(α)wk(α) − µk(α)e
= Zk(α)(wk + α∆wk + gk(α)) − µk(α)e
= Zk(α)(wk + α∆wk) + Zk(α)gk(α) − µk(α)e
= (Zk + α∆Zk)(wk + α∆wk) + Zk(α)gk(α) − µk(α)e
= Zkw

k + α(Zk∆wk +Wk∆zk) + α2∆Zk∆wk + Zk(α)gk(α) − µk(α)e
= Zkw

k + α(−Zkw
k + γµke) + α2∆Zk∆wk + Zk(α)gk(α) − µk(α)e

(by (44))
= (1 − α)Zkw

k + (αγµk − µk(α))e+ α2∆Zk∆wk + Zk(α)gk(α)
= (1 − α)(Zkw

k − µke) + {(1 − α)µk + αγµk − µk(α)}e+ α2∆Zk∆wk + Zk(α)gk(α)
= (1 − α)(Zkw

k − µke) + {((1 − α(1 − γ))µk − µk(α)}e+ α2∆Zk∆wk + Zk(α)gk(α)
= (1 − α)(Zkw

k − µke) + α2∆Zk∆wk + Zk(α)gk(α),
(by 1 − γ = η and (ii) of the lemma)

we have

‖Zk(α)wk(α) − µk(α)e‖ = ‖(1 − α)(Zkw
k − µke) + α2∆Zk∆wk + Zk(α)gk(α)‖

≤ (1 − α)‖Zkw
k − µke‖ + α2‖∆Zk∆wk‖ + ‖Zk(α)gk(α)‖

≤ (1 − α)βµk + α2‖∆Zk∆wk‖ + ‖Zk(α)gk(α)‖
( by (55))

= β
1 − α

1 − α(1 − γ)
µk(α) + α2‖∆Zk∆wk‖ + ‖Zk(α)gk(α)‖.

( by (ii) of the lemma and η = 1 − γ)
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The assertion follows from the inequality

1 − α

1 − α(1 − γ)
= 1 − αγ − α2γ(1 − γ)

1 − α(1 − γ)
≤ 1 − αγ

and from the fact that µk(α) = (1 − αη)µk > 0 for every α ∈ (0, 1).
(iv): Since ψ is continuously differentiable on �2n

++, the definition (54) of g implies that

lim
α→0

‖gk(α)‖
α

= 0.

Thus, by (50) and (i) above, we have

0 ≤ lim
α→0

1
α

{
α2 ‖∆Zk∆wk‖

βµk(α)
+

‖Zk(α)gk(α)‖
βµk(α)

}
≤ lim

α→0

{
α
‖∆Zk∆wk‖
βµk(α)

+
‖Zk(α)‖
βµk(α)

‖gk(α)‖
α

}

= 0 · ‖∆Zk∆wk‖
βµk

+
‖Zk‖
βµk

· 0

= 0.

To determine the step-size α ∈ (0, 1), we use an inexact line search. Let ρ ∈ (0, 1) be a
constant and let pk be the smallest nonnegative integer satisfying

(zk(ρpk), wk(ρpk)) > 0 and ‖Zk(ρpk)wk(ρpk) − µk(ρpk)e‖ < βµ(ρpk). (57)

The existence of such a pk is guaranteed by (iii) and (iv) of Lemma 5.2. We define the new
iterate (zk+1, wk+1) by

zk+1 := zk(ρpk) and wk+1 := wk(ρpk).

Lemma 5.3 Suppose that f is a P0 function on �n
++. Let η + γ = 1.

(i) The algorithm described above is well defined.

(ii) At each k = 0, 1, . . ., (zk, wk) > 0 satisfies

rk =
µk

µ0
r0 > 0 and ‖Zkw

k − µke‖ < βµk, (58)

and {µk} ⊂ �n
++ is monotonically decreasing.

(iii) For each k = 0, 1, . . ., define

(ak, bk) := Ψ(zk, wk) = (Zkw
k, rk).

Then there exists a bounded open subset Ω ⊂ �4n
++ satisfying the inequalities in (11) and

(32) with

ω1 =
1 − β

µ0 maxi∈2N{r0i }
and ω2 =

2(1 + β)
µ0 mini∈2N{r0i }

and
(ak, bk) ∈ Ω.

for every k = 0, 1, . . ..
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Proof: (i): The assertion follows from the nonsingularity of the matrix (46) and from the
existence of an integer pk satisfying (57) at each iteration k.
(ii): By (i) and (iii) of Lemma 5.2 and by the choice of the step-size α ∈ (0, 1), we see that
(zk, wk) > 0 satisfies

rk =
µk

µk−1
rk−1 = · · · =

µk

µ0
r0 > 0 and ‖Zkw

k − µke‖ < βµk

for every k = 0, 1, . . .. Similarly, by (ii) of Lemma 5.2 and by the choice of α ∈ (0, 1), we also
see that {µk} is monotonically decreasing.
(iii): By (ii) above, (ak, bk) = (Zkw

k, rk) satisfies

0 <
µk

µ0
min
i∈2N

{r0i } ≤ bki ≤ µk

µ0
max
i∈2N

{r0i }

and
0 < (1 − β)µk < ak

i < (1 + β)µk.

for every i ∈ 2N and k = 0, 1, . . .. Since µk < µ0 for every k = 1, 2, . . ., the above inequalities
imply that {(ak, bk)} ⊂ �4n

++ is bounded and that

0 <
1 − β

µ0 maxi∈2N{r0i }
<
ai1

bi2
<
ai1 + ai3

bi2
<

2(1 + β)
µ0 mini∈2N{r0i }

for every indices i1 ∈ 2N , i2 ∈ 2N and i3 ∈ 2N . This completes the proof of (iii).

If Assumption 3.7 is satisfied, Theorem 3.8 and the lemma above guarantee the boundedness
of the sequence {(zk, wk)} ⊂ Ψ−1(Ω). Using this fact, we show the global convergence of the
algorithm as the theorem below.

Theorem 5.4 Suppose that Assumption 3.7 is satisfied. Let {(zk, wk) : k = 1, 2, . . .} be the
sequence generated by the algorithm.

(i) The sequence {(zk, wk)} is bounded.

(ii) The sequence {µk} is monotonically decreasing and converges to 0 as k → ∞.

(iii) Every limit point (z∗, w∗) = (x∗, t∗, s∗, u∗) of {(zk, wk)} is a solution of (HCP) with t∗ > 0.

(iv) For every limit point (z∗, w∗) = (x∗, t∗, s∗, u∗) of {(zk, wk)}, (T−1∗ x∗, T−1∗ s∗) is a comple-
mentarity solution of the original problem (CP).

Proof: (i): It follows from Lemma 5.3 and Theorem 3.8.
(ii): Since we have already seen that {µk} ∈ �++ is monotonically decreasing in (ii) of Lemma
5.2, it suffices to show that limk→∞ µk = 0.

Let µ̃ ≥ 0 be a number to which the sequence {µk} ⊂ �++ converges. Suppose that µ̃ > 0.
Then, by (i) above, there exists a subsequence {(zk, wk)}K such that

(zk, wk)→
K

(z̃, w̃) ∈ �4n
+
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where (z̃, w̃) satisfies
z̃T z̃

2n
= µ̃ > 0 and ‖Z̃w̃ − µ̃e‖ ≤ βµ̃.

Thus we have (z̃, w̃) ∈ �4n
++ and an iteration of the algorithm can be executed at (z̃, w̃). Let

(∆z̃,∆w̃) be the direction which is given by the solution of (43) and (44) corresponding to
(z̃, w̃). Then by Lemma 5.2, there exists a α̃ > 0 such that for every α ∈ (0, α̃),

µ̃(α) = (1 − αη)µ̃ and ‖Z̃(α)w̃(α) − µ̃(α)e‖ < βµ̃(α)

where z̃(α), w̃(α), r̃(α) and µ̃(α) are associated with the functions zk(α), wk(α), rk(α) and
µk(α) at (z̃, w̃). Since the Jacobian matrix ∇ψ(z) is nonsingular and continuous at z̃, we can
see that for each α ∈ (0, α̃),

zk(α)→
K
z̃(α), wk(α)→

K
w̃(α), µk(α)→

K
µ̃(α).

Thus, there exists an integer p̃ which satisfies that

µk(ρp̃) = (1 − ρp̃η)µk and ‖Zk(ρp̃)wk(ρp̃) − µk(ρp̃)e‖ < βµk(ρp̃)

for every sufficiently large k. Since the choice of pk forces it to satisfy pk ≤ p̃ for every sufficiently
large k, we have

µk+1 = µk(ρpk) = (1 − ρpkη)µk ≤ (1 − ρp̃η)µk

and µk decreases at least by the factor 1 − ρp̃η for every sufficiently large k. This contradicts
the assumption that µk → µ̃ > 0.
(iii): The proof is analogous to the one of Theorem 3.6 (ii). Let (z̄∗, w̄∗) = (x̄∗, t̄∗, s̄∗, ū∗) be a
complementarity solution of (HCP) with t̄∗ > 0, whose existence has been ensured by (vi) of
Lemma 2.2. Then, for every k, we have

(zk
i − z̄∗i )(ψi(zk) − ψi(z̄∗))

= (zk
i − z̄∗i )[(wk

i − rk) − w̄∗
i ]

= (zk
i − z̄∗i )[(wk

i − w̄∗
i ) − rk]

= (zk
i − z̄∗i )(wk

i − w̄∗
i ) − (zk

i − z̄∗i )rk

= [zk
i w

k
i − (zk

i w̄
∗
i + z̄∗i w

k
i ) + z̄∗i w̄

∗
i ] − zk

i r
k
i + z̄∗i r

k
i

= [zk
i w

k
i − (zk

i w̄
∗
i + z̄∗i w

k
i )] − zk

i r
k
i + z̄∗i r

k
i

≤ (zk
i w

k
i + z̄∗i r

k
i ) − (zk

i w̄
∗
i + z̄∗i w

k
i ). (59)

Here, by (ii) of Lemma 5.3, (zk, wk) satisfies (58) and hence

0 < zk
i w

k
i ≤ (1 + β)µk and 0 < rk

i ≤ r0

µ0
µk.

Let us define

δk = µk

(
1 + β + max

{
z̄∗i
r0i
µ0

: i ∈ 2N

})
> 0. (60)
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Then by (59),

(zk
i − z̄∗i )(ψi(zk) − ψi(z̄∗)) ≤ δk − (zk

i w̄
∗
i + z̄∗i w

k
i ) (i ∈ 2N)

and by Theorem 3.8 and (iii) of Lemma 3.2, we have∑
i∈2N

(z̄∗i w
k
i + zk

i w̄
∗
i ) ≤ (1 + 4κC)2nδk.

On the other hand, it follows from (58) that Zkw
k ≥ (1 − β)µke > 0 and hence,

wk
i ≥ (1 − β)µk/zk

i and zk
i ≥ (1 − β)µk/wk

i (i ∈ 2N).

Thus we obtain that

∑
i∈2N

(1 − β)µk

(
z̄∗i
zk
i

+
w̄∗

i

wk
i

)
≤ (1 + 4κC)2nδk.

By the definition (60) of δk > 0, the above inequality implies that

∑
i∈2N

(
z̄∗i
zi

+
w̄∗

i

wi

)
≤ 1

1 − β
(1 + 4κC)2n

(
1 + β + max

{
z̄∗i
r0i
µ0

: i ∈ 2N

})
.

Define

δ∗ =
1

1 − β
(1 + 4κC)2n

(
1 + β + max

{
z̄∗i
r0i
µ0

: i ∈ 2N

})
.

Then we see that
z̄∗i
zk
i

≤ δ∗ and
w̄∗

i

wk
i

≤ δ∗ (i ∈ N)

and
x̄∗i
xk

i

≤ δ∗,
t̄∗i
tki

≤ δ∗,
s̄∗i
sk
i

≤ δ∗,
ū∗i
uk

i

≤ δ∗ (i ∈ N)

for every k = 1, 2, . . .. Since t̄∗ > 0, the above inequalities ensure that any limit point (z∗, w∗) =
(x∗, t∗, s∗, u∗) of {(zk, wk)} satisfies t∗ > 0.
(iv): It follows from (iii) above and (iii) of Lemma 2.2.

6 Convergence rate of the algorithm

In this section, we discuss the convergence rate of the algorithm described in Section 5. As we
have shown in Lemma 5.2, the rate of convergence depends on the size of α ∈ (0, 1) satisfying
the inequalities

(zk(α), wk(α)) > 0 and ‖Zk(α)wk(α) − µk(α)e‖ < βµk(α) (61)

at each k. To derive a lower bound of such step sizes, we impose an assumption on the
smoothness of the function ψ.
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Assumption 6.1 There exists a λ > 0 for which

‖Z[ψ(z + α∆z) − ψ(z) − α∇ψ(z)∆z]‖ ≤ λα2‖∆Z∇ψ(z)∆z‖ (62)

whenever ∆z ∈ �2n, z > 0, α ∈ (0, 1) and α‖Z−1∆z‖ ≤ 1.

We discuss the assumption above in terms of the original problem (CP) in the last of this
section.

Suppose that Assumption 6.1 holds. Then, for every α ∈ (0, 1) satisfying α‖Z−1∆z‖ ≤ 1,
the term ‖Zk(α)gk(α)‖ appeared in (iii) of Lemma 5.2 is bounded by

‖Zk(α)gk(α)‖ = ‖Zk(α)[ψ(zk + α∆z) − ψ(zk) − α∇ψ(zk)∆zk]‖
(by (54))

≤ ‖Z−1
k Zk(α)‖‖Zk [ψ(zk + α∆z) − ψ(zk) − α∇ψ(zk)∆zk]‖

= ‖I + αZ−1∆Z‖‖Zk[ψ(zk + α∆z) − ψ(zk) − α∇ψ(zk)∆zk]‖
≤ 2‖Zk[ψ(zk + α∆z) − ψ(zk) − α∇ψ(zk)∆zk]‖

(by α‖Z−1∆z‖ ≤ 1)
≤ 2λα2‖∆Zk∇ψ(zk)∆zk‖
= 2λα2‖∆Zk∆wk‖.

(by (43))

The inequality above gives a new bound for the term ‖Zk(α)wk(α) − µk(α)e‖ instead of the
one in (iii) of Lemma 5.2:

‖Zk(α)wk(α) − µk(α)e‖ ≤ βµk(α)

{
(1 − αγ) + α2(1 + 2λ)

‖∆Zk∆wk‖
β(1 − αη)µk

}
. (63)

Our intention is now to estimate the value of the term ‖∆Zk∆wk‖. The lemma below is crucial
in our analysis.

Lemma 6.2 Suppose that Assumption 3.7 holds. Then there exists a κC ≥ 0 for which the
Jacobian matrix ∇ψ(z) of the function ψ is a P∗(κC) matrix at every z in the sequence {zk :
k = 1, 2, . . .} generated by the algorithm.

Proof: By (iii) of Lemma 5.3, there exists a bounded open set Ω satisfying (11), (32) and
that

Ψ({(zk, wk)}) ⊂ Ω.

Thus, by Theorem 3.8, there exists a set C = C(π) ⊂ �4n
++ for some π ∈ (0, 1) which satisfies

{(zk, wk)} ⊂ Ψ−1(Ω) ⊂ �n
++ × C ×�2n

++.

By (ii) of Lemma 2.1, this implies that the function ψ is a P∗(κC) function on the set �n
++×C×

�2n
++. Note that the set C(π) is open and convex by its definition (3). Therefore, by Corollary

4.7, the Jacobian matrix ∇ψ(z) is a P∗(κC) matrix at every z ∈ {zk} ⊂ �n
++ × C.

Using the above lemma, we show the following results.
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Lemma 6.3 Suppose that Assumption 3.7 holds. Let us choose β ∈ (0, 1), η ∈ (0, 1) and
γ ∈ (0, 1) so that

η + γ = 1 and β ≤
√

2nη.

Then the direction (∆zk,∆wk) given by the solution of (43) and (44) satisfies the following
inequalities.

(i)

‖Dk∆w‖2 + ‖D−1
k ∆zk‖2 ≤ µk

1 − β

{
(β2 + (2n)η2) + 8κC(2n)2η2

}

where Dk = Z
1/2
k W

−1/2
k .

(ii)

‖Z−1
k ∆zk‖ ≤ 1

1 − β

√
(β2 + (2n)η2) + 8κC(2n)2η2.

(iii)

‖∆Zk∆wk‖ ≤ µk

2(1 − β)

{
(β2 + (2n)η2) + 8κC(2n)2η2

}
.

Proof: (i): Define
∆w̄k = ∆wk + ηrk.

The equations (43) and (44) can be represented using ∆w̄k as

∆w̄k −∇ψ(zk)∆zk = 0, (64)
Zk∆w̄k +Wk∆zk = γµke− Zkw

k + ηZkr
k. (65)

Let
hk := (ZkWk)−1/2(γµke− Zkw

k + ηZkr
k). (66)

Then the equations (64) and (65) are equivalent to

∆w̄k −∇ψ(zk)∆zk = 0,
Dk∆w̄k +D−1

k ∆zk = hk.

Since ∇ψ(zk) is a P∗(κC) matrix by Lemma 6.2, as a property of the P∗(κC) property (see,
e.g., Lemma 3.4 of [9]), we have

(∆zk)T ∆w̄k ≥ −κC‖hk‖2. (67)

Note that Lemma 5.1 with η + γ = 1 and (64) imply that

(∆zk)T ∆wk = (∆zk)T∇ψ(zk)∆zk

= (∆zk)T ∆w̄k.
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Thus, by (44) and (67), we see that

‖Dk∆wk‖2 + ‖D−1
k ∆zk‖2 = ‖Dk∆wk +D−1

k ∆zk‖2 − 2(∆zk)T ∆wk

= ‖(ZkWk)−1/2(Zk∆wk +Wk∆zk)‖2 − 2(∆zk)T ∆wk

= ‖(ZkWk)−1/2(γµke− Zkw
k)‖2 − 2(∆zk)T ∆wk

≤ ‖(ZkWk)−1/2(γµke− Zkw
k)‖2 + 2κC‖hk‖2. (68)

The following inequalities can be obtained from the facts ‖Zkw
k − µke‖ ≤ βµk and rk > 0:

‖γµke− Zkw
k‖2 = ‖(Zkw

k − µke) + (1 − γ)µke‖2

= ‖(Zkw
k − µke) + ηµke‖2

(by η + γ = 1)
= ‖Zkw

k − µke‖2 + ηµkeT (Zkw
k − µke) + (ηµk)2 ‖e‖2

= ‖Zkw
k − µke‖2 + (ηµk)22n

(by (42) )
≤ (βµk)2 + (ηµk)22n

(by ‖Zkw
k − µke‖ ≤ βµk )

= (β2 + (2n)η2)(µk)2,

‖Zkr
k‖ ≤ ‖Zkr

k‖1

= eT (Zkr
k)

(by zk > 0 and rk > 0)
= (zk)T (wk − ψ(zk))

(by (42) )
= (zk)Twk

(by (i) of Lemma 2.2 )
= (2n)µk

(by (42) )

and

(1 − β)µk ≤ ‖ZkWk‖ ≤ (1 + β)µk. (by ‖Zkw
k − µke‖ ≤ βµk ) (69)

Combining the above inequalities with (68) and (66), we have

‖Dk∆w‖2 + ‖D−1
k ∆zk‖2

≤ ‖(ZkWk)−1/2(γµke− Zkw
k)‖2 + 2κC‖hk‖2

= ‖(ZkWk)−1/2(γµke− Zkw
k)‖2 + 2κC‖(ZkWk)−1/2(γµke− Zkw

k + ηZkr
k)‖2

≤ ‖ZkWk‖−1‖γµke− Zkw
k‖2 + 2κC‖ZkWk‖−1(‖γµke− Zkw

k‖ + η‖Zkr
k‖)2

= ‖ZkWk‖−1
{
‖γµke− Zkw

k‖2 + 2κC(‖γµke− Zkw
k‖ + η‖Zkr

k‖)2
}
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≤ 1
(1 − β)µk

{
(β2 + (2n)η2)(µk)2 + 2κC

(√
β2 + (2n)η2µk + η(2n)µk

)2
}

=
µk

1 − β

{
(β2 + (2n)η2) + 2κC

(√
β2 + (2n)η2 + (2n)η

)2
}

≤ µk

1 − β

{
(β2 + (2n)η2) + 2κC(4n)2η2

}

where the last inequality follows from the fact that the assumption β ≤
√

2nη implies
(√

β2 + (2n)η2 + (2n)η
)2

≤
(√

(2n)η2 + (2n)η2 + (2n)η
)2

=
(
2
√
nη + (2n)η

)2

≤ (4nη)2.

(ii): Since

‖Z−1
k ∆zk‖ = ‖(ZkWk)−1/2D−1

k ∆zk‖
≤ ‖(ZkWk)‖−1/2‖D−1

k ∆zk‖

≤ ‖(ZkWk)‖−1/2
√
‖Dk∆wk‖2 + ‖D−1

k ∆zk‖2,

the assertion follows from (69) and (i) above.
(iii): The inequality is obtained from (i) above and the fact that

‖∆Zk∆wk‖ = ‖D−1
k ∆ZkDk∆wk‖

≤ ‖D−1
k ∆zk‖‖Dk∆wk‖

≤ (‖Dk∆wk‖2 + ‖D−1
k ∆zk‖2)/2.

Substituting (iii) of Lemma 6.3 into the inequality (63), we obtain

‖Zk(α)wk(α) − µk(α)e‖ ≤ βµk(α)

{
(1 − αγ) + α2(1 + 2λ)

(β2 + (2n)η2) + 8κC(2n)2η2

2(1 − β)β(1 − αη)

}
.

Since 1 − η < 1 − αη for every α ∈ (0, 1), the above inequality implies that if

α̃ <
γ2(1 − β)β(1 − η)

(1 + 2λ){(β2 + (2n)η2) + 8κC(2n)2η2}

then
‖Zk(α)wk(α) − µk(α)e‖ < βµk(α) (70)

for every α ∈ (0, α̃]. On the other hand, by (ii) of Lemma 6.3, if

α̃ <
1 − β√

(β2 + (2n)η2) + 8κC(2n)2η2
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then
α‖Z−1

k ∆zk‖ < 1

and hence
zk + α∆zk = Zk(e+ αZ−1

k ∆zk) > 0 (71)

for every α ∈ (0, α̃]. Combining the above results, we can conclude that if

α̃ = min

{
γ(1 − β)β(1 − η)

(1 + 2λ){(β2 + (2n)η2) + 8κC(2n)2η2} ,
1 − β

2
√

(β2 + (2n)η2) + 8κC(2n)2η2

}
(72)

then (70) and (71) hold, and hence
wk(α) > 0

for every α ∈ (0, α̃]. Thus we obtain the following theorem.

Theorem 6.4 Suppose that Assumptions 3.7 and 6.1 hold. Let us choose β ∈ (0, 1), η ∈ (0, 1)
and γ ∈ (0, 1) so that

η + γ = 1 and β ≤
√

2nη.

Then there exists a α̃ > 0 for which (61) holds for every α ∈ (0, α̃] and at every k. An example
of such a α̃ is given by (72). In addition, the values µk and ‖rk‖ are reduced by the factor
1 − α̃η at each k.

Now we find more specific values of β ∈ (0, 1), η ∈ (0, 1), γ ∈ (0, 1) and α ∈ (0, 1) in order
to derive a complexity bound of the algorithm. Let us choose

η =
1√
2n
, γ = 1 − η, β =

1
2
.

Then β, η and γ satisfy the assumptions η+ γ = 1 and β ≤
√

2nη in Lemma 6.3 and we obtain
a lower bound of the right hand side of (72) as follows

min

{
γ2(1 − β)β(1 − η)

(1 + 2λ){(β2 + (2n)η2) + 8κC(2n)2η2} ,
1 − β

2
√

(β2 + (2n)η2) + 8κC(2n)2η2

}

= min

{
(1/2)(1 − η)2

(1 + 2λ){(5/4) + 16nκC}
,

1/2
2
√

(5/4) + 8κC(2n)

}

≥ (1 − η)2

4(1 + 2λ){(5/4) + 16nκC}
(since (5/4) + 16nκC > 1)

≥ 1
36(1 + 2λ){(5/4) + 16nκC}

(since η = 1/
√

2n < 2/3).

By Theorem 6.4, we directly obtain a complexity bound of the algorithm as follows:
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Theorem 6.5 Suppose that Assumptions 3.7 and 6.1 hold. Then the number K of iteration
required until µK ≤ ε is

K = O
(
√
nmax{1, λ}max{1, nκC} log

(
µ0

ε

))
.

Unfortunately, Assumption 6.1 does not necessarily hold even if the original function f
satisfies a Lipschitz-type condition, even if f is linear. To see this, let us define

y := T−1x, y(α) := (T + α∆T )−1(x+ α∆x), ∆y(α) := y(α) − y. (73)

Here ∆y(α) can be calculated as

∆y(α) = (T + α∆T )−1(x+ α∆x) − T−1x

= (T + α∆T )−1
{
(x+ α∆x) − (T + α∆T )T−1x

}
= (T + α∆t)−1(α∆x− α(∆T )T−1x)
= α(T + α∆t)−1(∆x− (∆T )T−1x)
= α(T + α∆t)−1(∆x− T−1X∆t). (74)

By (40), we have

α∇ψ(z)∆z

= α


 T∇f (y)T−1∆x+ F (y)∆t− T∇f (y)T−2X∆t

−F (y)∆x−X∇f (y)T−1∆x+X∇f (y)T−2X∆t




= α


 F (y)∆t+ T∇f (y)T−1(∆x− T−1X∆t)

−F (y)∆x−X∇f (y)T−1(∆x− T−1X∆t)




=


 αF (y)∆t+ T∇f (y)T−1α(∆x− T−1X∆t)

−αF (y)∆x−X∇f (y)T−1α(∆x− T−1X∆t)




=


 αF (y)∆t+ T∇f (y)T−1(T + α∆T )∆y(α)

−αF (y)∆x−X∇f (y)T−1(T + α∆T )∆y(α)




where the last equality follows from (74). Substituting the above and (1) into (62), we see that

Z [ψ(z + α∆z) − ψ(z) − α∇ψ(z)∆z]

=


 X

[
(T + α∆T )f(y(α)) − Tf(y)− αF (y)∆t− T∇f (y)T−1(T + α∆T )∆y(α)

]
T

[
−(X + α∆X)f(y(α)) +Xf(y) + αF (y)∆x+X∇f (y)T−1(T + α∆T )∆y(α)

]



=


 X

[
(T + α∆T )f(y(α)) − (T + α∆T )f(y) − T∇f (y)T−1(T + α∆T )∆y(α)

]
T

[
−(X + α∆X)f(y(α)) + (X + α∆X)f(y) +X∇f (y)T−1(T + α∆T )∆y(α)

]
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=


 X

[
(T + α∆T )(f(y(α)) − f(y)) − T∇f (y)T−1(T + α∆T )∆y(α)

]
T

[
−(X + α∆X)(f(y(α)) − f(y)) +X∇f (y)T−1(T + α∆T )∆y(α)

]

.

Using the facts

X(T + α∆T ) = T (T−1X)T (I + αT−1∆T ) = T 2(I + αT−1∆T )Y,
T (X + α∆X) = T 2(T−1X)(I + αX−1∆X) = T 2(I + αX−1∆X)Y,

induced by (73), the upper term can be represented as

X
[
(T + α∆T )(f(y(α)) − f(y)) − T∇f (y)T−1(T + α∆T )∆y(α)

]
= X [(T + α∆T )(f(y(α)) − f(y) −∇f (y)∆y(α))

+(T + α∆T )∇f(y)∆y(α) − T∇f (y)T−1(T + α∆T )∆y(α)
]

= X [(T + α∆T )(f(y(α)) − f(y) −∇f (y)∆y(α))

+α∆T∇f (y)∆y(α) − T∇f (y)T−1(α∆T )∆y(α)
]

= T 2
[
(I + αT−1∆T )Y (f(y(α)) − f(y) −∇f (y)∆y(α))

]
+αXT

[
T−1∆T∇f (y)∆y(α) −∇f (y)T−1∆T∆y(α)

]
= T 2

[
(I + αT−1∆T )Y (f(y(α)) − f(y) −∇f (y)∆y(α))

]
+αXT

[
T−1∆T∇f (y)−∇f (y)T−1∆T

]
∆y(α)

and the lower term turns out to be

T
[
−(X + α∆X)(f(y(α)) − f(y)) −X∇f (y)T−1(T + α∆T )∆y(α)

]
= T [−(X + α∆X)(f(y(α)) − f(y) −∇f (y)∆y(α))

−(X + α∆X)∇f(y)∆y(α) −X∇f (y)T−1(T + α∆T )∆y(α)
]

= T [−(X + α∆X)(f(y(α)) − f(y) −∇f (y)∆y(α))

−α∆X∇f (y)∆y(α) −X∇f (y)T−1(α∆T )∆y(α)
]

= T 2
[
−(I + αX−1∆X)Y (f(y(α)) − f(y) −∇f (y)∆y(α))

]
−αT

[
∆X∇f (y)∆y(α) +X∇f (y)T−1(α∆T )∆y(α)

]
= T 2

[
−(I + αX−1∆X)Y (f(y(α)) − f(y) −∇f (y)∆y(α))

]
−αT

[
(∆X − T−1∆T )∇f(y)∆y(α)

]
− αT

[
T−1∆T∇f (y)∆y(α) −∇f (y)T−1∆T∆y(α)

]
= T 2

[
−(I + αX−1∆X)Y (f(y(α)) − f(y) −∇f (y)∆y(α))

]
−αT [(T + α∆T )∆Y (α)∇f(y)∆y(α)] − αT

[
T−1∆T∇f (y) −∇f (y)T−1∆T

]
∆y(α).

The above equations show that if the term∥∥∥T−1∆T∇f (y) −∇f (y)T−1∆T
∥∥∥ (75)
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is sufficiently small to be ignored, then Assumption 6.1 holds under a suitable smoothness
condition on f , e.g., the function f satisfies

‖Y [f(y(α)) − f(y) −∇f (y)∆y(α)]‖ ≤ λfα
2‖∆Y (α)∇f(y)∆y(α)‖

for some λ > 0. As we have shown in Theorem 5.4, the generated sequence {(zk, wk) =
(xk, tk, sk, uk)} converges to a solution (z∗, w∗) = (x∗, t∗, s∗, u∗) of (HCP) with t∗ > 0. The fact
implies that

lim
k→∞

‖(T k)−1∆T k‖ = 0

and the term (75) vanishes near the solution by the continuity of ∇f (y) on �n
+. Thus, in

general, we may consider that Theorem 6.5 gives a locally convergent rate of the algorithm.

7 Concluding remarks

In this paper, we have provided a new homogeneous model which can be applied to P0 and
P∗ nonlinear complementarity problems. We have discussed the existence of the trajectory
and its limiting behavior under suitable assumptions. An associated algorithm has been also
proposed for solving the strictly feasible P∗ complementarity problem. We have shown its global
convergence property and derived its convergence rate assuming a smoothness condition on the
homogeneous function used in the model.

Comparing to the monotone case proposed in [1], there is a lack of discussion concerning
how we certify the infeasibility of the problem. In [1], the authors define the residual function
associated with their model as follows:

r̄s(x, τ, s, κ) := s− τf(x/τ),
r̄u(x, τ, s, κ) := κ+ xT f(x/τ),
r̄(x, τ, s, κ) := (r̄s(x, τ, s, κ), r̄u(x, τ, s, κ))

For the monotone function f , the image r̄(�4n
++) of the function r̄ is convex, which is just a key

ingredient to derive a certification of the infeasibility. Meanwhile, throughout our analysis, we
have only used the fact that the corresponding set r(�4n

++) contains the positive orthant �2n
++,

which holds regardless of the property of f (see (iv) of Lemma 2.3). Thus, it might be an issue
which merits further research to examine the property of the set r(�4n

++) for the P0 or the P∗
function f .
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