B FEOBIRE EHIC L B DSA D-ODF — ¥ EH

HE 2T
FMiHRE > 5 —

THERRRICB VTR D —#8Y% 7 — ¥ RJTH 2 AEAAFFEITINE, MEBYITIE IR
IR T — Y RBO—FETH DL EH%EDH, FERIIBVTUTE L UFIFORMERE % &F
i % 7- 0 DHARE 2 IEH SHTEE & L TR RERE (DSA) 5. FRwX Tk, HEIC
LT EREB»Ho P LO5AoNTwEbDERE L/ LT, DSA *#HTH20DH
FRREHIROFEIC OV TIRET T 5. B892, BEREABEOLFER 2207 -5 &
PFEeER, MBELLETHOLOOFMRTEL TS, £LT, pERBLETERSK
7o BHFEEE IO L GER EEH OV T2 Bl A S BB I HE L CERT 57— %
BHFEZREL, TOFMULEROXET -/ A L EFRAEHEZ AV TORT.

A Method for Dimension Reduction for Dual Scaling Analysis
by Selecting and Aggregating Features

Akiko AIZAWA
National Center for Science Information Systems

Document by term frequency matrices are the most common data representations in in-
formation retrieval which can be viewed as special type of contingency tables. For this
type of data, dual scaling enalysis (DSA) is known to be a fundamental statistical method
to explore underlying association structure among rows and among columns. In this pa-
per, we first assume a classification hierarchy is given for terms, and then calculate the
comparative data losses for two reduction schemes, term selection and term aggregation,
both are the methods for reducing the dimension of the original matrix for DSA. We also
propose a new reduction procedure where the derived equations are used to decide which
scheme should be employed for each term group on a given hierarchy. The effectiveness of
the proposed method is demonstrated through experiments using actual text corpus and

standard terminological dictionaries.

1 Introduction

Document by term frequency matrices or lez-
1cal tables are the most common data repre-
sentations in information retrieval which can
be viewed as special type of contingency ta-
bles whose cell (7,7) represents the number of
occurrences of term j in document . For this
type of data representations, dual scaling anal-
ysis (DSA) [1] or correspondence analysis [2] is
known to be a fundamental statistical method
to explore the underlying association structure
among rows and among columns. Though the
usefulness of DSA was demonstrated in vari-
ous information retrieval applications includ-

ing automatic indexing [3] or concept space
visualization [4], the computational cost pro-
hibits the method to be applied to matrices
with tens of thousands of terms. The problem
thus becomes how to reduce the dimension of
the original data at the pre-processing stage,
to make DSA feasible.

In many information retrieval applications,
it is a common practice to select significant
terms simply based on the total frequency they
appear in a whole document set, sometimes
discarding top ranked ones since they most
likely appear in all the documents and thus sta-
tistically meaningless. There-also exist some



studies in text-learning field concerning the se-
lection of representative terms. As is pointed
out in the past studies [5][6], selection pro-
cedures used in text-learning are simple com-
pared with the ones developed for feature sub-
set selection in machine learning or pattern
recognition; in most cases, each terms are first
evaluated independently using some statistical
measures such as information gain or cross en-
tropy, and then, a specified number of subset
with highest rankings are selected. Such sim-
ple scheme enables to manipulate large number
of terms collected from target text corpus and
to reduce the matrix size for more computa-
tionally intensive analysis such as DSA.

The main purpose of feature subset selec-
tion in text-learning is to reduce the number
of terms while maintaining associations among
documents as close as possible to the original
ones, rather than to improve the performance
of a specific document classification task, as is
the case in machine learning. In addition, fea-
ture subset selection in text-learning has one
interesting aspect; a classification hierarchy is
given for features, i.e. thesaurus constructed
by human is often available. The existence
of such classification hierarchy implies a pos-
sibility of reduction not only by eliminating
non-significant terms but also by substituting
a group of terms with a corresponding upper
class term. In this paper, we refer to the for-
mer type of reduction scheme by term or fea-
ture selection and the later type by term or
feature aggregation.

In order to illustrate the effect of DSA and
term aggregation, let us consider document by
term matrix given as follows:

1 ta 3ty s ts 7 ts P9 t10

dd [ 13 40100100
dy 52054 2 0 0 3 5 0 0
d3 045 3 05355 1 1 1 1 1
dy 3 952 200001
X = ds 55 33648 4 0 2 0 2 1
ds 1 3 1 1 156343321 3
dy 0 0 80 630 4 533 0
ds 1 0 3 0 0 0121819 18
dy 5 2 2 0 020 529 030
do [ 0 2 0 2 110 5 9 9 0 |

Assume the first five terms (say {cat, dog,
rabbit, tiger, bear}) are categorized into one
group (enimals) and the rest (say {car, train,
bus, ship, truck}) to another (vehicles). Ag-
gregating these two groups of terms reduces
the dimension of the matrix from 10 to 2, gen-
erating:

981103 21 146 714 4

T
X = 9 5
7118 5 1 5147726711433 °

where each cell represents the total frequency
of terms in the same group. On the other
hand, selecting the top two most frequent
terms across documents yields:

x.—| 001003563 02 10]"
1151003 5185 9| °

Also, selecting the most frequent terms from
each group produces:

I

X3

1 33 5 18 59 9

[4543536 18 3 20]T
510 0

Table 1 shows the results of UPGMA clus-
tering {7] where 10 documents are categorized
into two groups using the distance calculated
either from X, Xj, X5 or X3 either before or af-
ter dual scaling. It can be seen that (i)without
DSA, neither of the methods able to iden-
tify expected clustering result {d;,dy,ds,ds,ds5}
{ds,d7,ds,dg,d10}, and that (ii)with DSA, X
and Xy produce the same expected result while
X2 and X3 still do not. Based on this, we
can conclude that DSA with term aggregation
works more successfully than term selection in
this case.

Though term aggregation seems to be a nat-
ural choice to reduce the dimension of terms,
the mathematical meanings of it has not been
sufficiently examined in the past. This paper
aims at providing mathematically justified cri-
teria to decide which reduction schemes, term
selection or term aggregation, should be em-
ployed for a given term group. For this pur-
pose, we calculate the comparative data losses
of the two reduction schemes. We also propose
a new reduction procedure that combines these
two.



Table 1: Result of UPGMA clustering.

(a) before dual scaling
X {di,d2,d3,ds,ds,d7,ds,do,dio} {ds}
Xl : {dl 7d2’d3ad4 7d5 9d7 vdB )dlo} '{dﬁ 7d9}
Xz : {dl ,dz,ds,d4,d5,d7 ,da,dm} {Cls ,dg}
X3 :  {di,ds,ds,ds,d7,ds,do,d1o} {d2,d5}

(b) after dual scaling
X1 {di,d2,ds,ds,ds} {ds,d7.ds,ds,d10}
X, : {d1 ,d2743,d4,d5} {da,d7,ds,d9,d10}
Xz H {dl ,dz,ds} {ds,d4,d5,ds,d7,d3,d10}
X3 : {dx ,d2,d3,d4,d5,d7} {de,ds,ds,dm}

The rest of the paper is organized as fol-
lows: Section 2 gives a mathematical descrip-
tion of the problem. Section 3 first provides
equations for losses for selecting and aggregat-
ing features and then a procedure to minimize
the total loss value. Section 4 shows the result
of experimental study using full-text survey ar-
ticles and thesauri of standard technical terms.
Section 5 includes some discussions and future
issues.

2 Problem Description
2.1 Dual Scaling Analysis

Let X be a m X n matrix with each cell z;; rep-
resenting the frequency of term j (1 < j < n)
in document i (1 < ¢ < m). DSA can be
viewed as a variation of principle axes meth-
ods which determines the optimal scoring for
rows and columns so that the correlation be-
tween these two is maximized. Mathemati-
cally, DSA adopts a general matrix conversion
procedure called singular value decomposition,
after transforming X to Y given by:

— Il:ij _ \/xi.w/il:.j
Vi /T x:

with z;. and z.; being the sums of row 7 and
column j respectively, and z; the sum of all
z;j. The computation complexity of DSA is
essentially the one needed for matrix inversion.

The above transformation, together with
the nature of singular value decomposition,
guarantees that adding or eliminating columns

(1)

Yij

from X does not affect DSA results for the re-
maining columns so far as the sum of rows (z;.)
and the total sum (z;) are maintained. This
property of DSA, which we utilize later in our
theoretical development, is called the principle
of equivalent partitioning.

2.2 Classification Hierarchy of Terms

The representation of a term classification hi-
erarchy in this paper is simply a tree whose
leaves correspond to basic terms, terms actu-
ally observed in documents, and nodes to term
groups, abstract terms defined by a group of
basic terms. A basic term itself can be viewed
as a special term group with a single group
member. In the following, we use the lower
case t for basic terms and the upper case T
for term groups. For example, in Figure 1, T
consists of terms {t3,%4,t5,%6,%7}, T5 consists
of a single term {¢5}, and so on.

, sterm group
TS ={t5}

\ -
basic term

Figure 1: Classification Hierarchy of Terms.

It should be noted that a classification hier-
archy represents only a priori knowledge about
possible resemblance of terms and whether
terms categorized into the same group actually
show similar patterns remains to be tested on
the target data.

2.3 Term Selection and Aggregation

Let Z(;) represent m dimensional vector
corresponding to term ¢;, i.e. i) =
(x5, ,zmj)T, the 7’th column of X. Given
a term group T of size k, term selection refers
to the case where kg (< k) of the k terms is se-
lected as representatives of T' while the other
(k — ko) terms are discarded. On the other
hand, term aggregation refers to the case where



the k term vectors in T are replaced with a sin-
gle newly generated vector Z such that

k k
= (Zwlj""’zxmj)T' (2)
i=1 j=1

Thus in term aggregation, only the total fre-
quency of k terms is maintained after reduc-
tion while all other information is discarded.
Here, we assume term aggregation occurs only
at once and do not consider the situation when
a subset of the group are aggregated.

3 Theoretical Development
3.1 Loss of Term Selection

Assume terms {tg41, -, tn} are selected from
the original matrix X, generating a reduced
matrix X' = (&(x41), "+, Z(r)). From the prin-
ciple of equivalent partitioning, the reduction
is, in terms of DSA, equivalent to substituting
each of the eliminated terms {t1,---,%} with
an identical vector ' = {z{,---,z,,} given by:

| m kz Z Tij
Tl = = Z zij, @ r:-nl J=kk+1 (3)
j=k+1 S gy
i=1j=1

Note that in the above equation, the sum of

each rows and the total frequency are main-

tained. Using %', we define the loss of select-

ing {tk41,--*,tn}, i.e. the loss of eliminating
{t1, -, tx} as follows:

Leet(tes1,- - 5tn) = Lei(ti, - k)
k
(

= iz i — z3)°.(4)

i=1j=1

Though there may exist other possible
equivalent transformations for X', Eq.(3) is
used as a basis in this paper because the cal-
culation of the optimal transformation is ob-
viously infeasible and the equation has good
rationale as it approximates the missing terms
by the average of the remaining ones.

3.2 Loss of Term Aggregation

Loss of term aggregation on the other hand
is calculated as follows: From the principle
of equivalent partitioning, aggregating terms
{t1,---,tx} to a single term given by Eq.(2)
is, in terms of DSA, equivalent to substitut-
ing all the k terms with identical term vector

&' = {z{, -,z } such that:

1
z! = EZ zij. (5)

Using £, we define the loss for term aggrega-
tion as follows:

m k
Lagg(tl, e )tk) = Z Z(EU - m:;)Z (6)

i=1j=1

When the term group consists of only a single
term (k = 1), the loss value equals zero.

Again, there may exist other better equiva-
lent transformations in terms of the loss value,
but we use Eq.(5) as our basis because of
the simplicity of the calculation and seman-
tic clearness; when aggregated, all the terms
in the group are averaged. The effectiveness of
such approximation is examined through ex-
periments in the next section.

Figure 2 depicts the difference of term selec-
tion and aggregation where terms {t;,---, 1z}
are reduced into a single term.

3.3 Total Loss Calculation

Let 7 be a set of term groups obtained by ap-
plying selection and aggregation. Every basic
term in X either (i)belongs to one and exactly
one of the selected term groups (including the
term itself), or (ii)otherwise. Then, the overall
loss can be calculated as follows:

Ltotal(T) = Lsel({tj | tj eI\ T € T})
+ 3 Lagg({t | £ € TH7)

TeT
3.4 Procedure for Reduction

Assume ng be a specified number of terms for
reduction. The procedure we propose here is a



term selection

term aggregation

T11 -~ T1(k—1) T1k T1(k+1) """ Tin
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U reduction by selecting ti as
a representative

Tik Ti(k+1) """ Tin
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:H: equivalent transformation in
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& : A Zm(k+1)" " Tmn

Figure 2: Reducing {t1,---,%x} into a

sort of greedy algorithm which minimizes the
total loss given by Eq.(7). While its execu-
tion, it maintains a list of sorted term groups
and assumes the top ng term groups survive
for selection. In our current implementation,
the loss is optimized by the following steps :

step(1): Initially, sort all the basic terms
in X according to their elimination loss
given by Eq.(4). Select the top ng basic
terms and calculate the total loss of the
selection.

step(2): Chose one of the upper term
groups which does not appears on the list
but has its members already listed. Cal-
culate the total loss assuming its members
are aggregated.

step(3): If the loss value improves, elim-
inate all the group members and add the
upper term to the sorted list.

step(4): Repeat step (2) and (3) until all
the upper groups are tested.

single term by selection and aggregation

Figure 3 illustrates the proposed reduction
procedure.

sorted list of
term groups

M i<tz

aggregate terms {T2,T3,T4}

calculate L2

Loss = 1.2 m 4 éﬁﬁﬁm new sorted listt

Q/ selected terms

Repeat

Figure 3: Classification Hierarchy of Terms.

Note that the procedure does not require
much computation cost; the loss calculation at
Step(2) is in proportional to the size of the ma-
trix, and the iteration of Step(2)-(3) is no more
than the number of non-basic terms, which is
relatively small as will be seen in Table 2.



4 Experimental Results
4.1 Target Data

The information sources we use in our ex-
periment are the survey articles in Journal
of Japanese Society for Artificial Intelligence
published during 1986-1995. The total 304 ar-
ticles exist as full-text, digitized by OCR under
" NACSIS Corpus Project [8] [9].

We compare three different term hierarchies
extracted from well-known terminological dic-
tionaries: (i)the one obtained from a tech-
nical term dictionary provided by Japanese
Society for Artificial Intelligence [11] (JSAIT),
(ii)the one obtained from Technical Terms Dic-
tionary of EDR Electronic Dictionary Version
1.5 [10] (EDR), and (iii)(i) expanded with syn-

“onymous term corpus automatically generated
[12] (JSATI*). Since JSAI is constructed by the
society itself, we can expect it is the most suit-
able to characterize the target document set.
On the other hand, EDR contains a large num-
ber of terms relating information processing in
general and thus may not be so much focused
on the subject domain. In JSAI*, each term in
JSAI is expanded with a group of correspond-
ing synonyms including various notation vari-
ations.

Technical terms defined in each dictionary
constitute a set of basic terms. The occur-
rence of each basic term is counted for each
article to make the initial frequency matrix
F = {fi;}. While counting, only simple nor-
malization rules such as ignoring lower and up-
per case difference are applied for JSAI and
EDR while in JSAI*, the occurrence counter is
increased every time when one of the synony-
mous terms appears. Thus, the process can
be considered as enforced aggregation where
term aggregation is always applied at the bot-
tom level. The difference between JSAI and
JSAI* is, for example, in JSAI, the Japanese
word “metafa(metaphor in English)“ and En-
glish word “metaphor” (Figure 4) are consid-
ered different and thus assigned different fre-
quencies. On the other hand, these two as well

as other terms as “metaphorical expression”,
“in-yu(metaphor)”, “hiyu(metaphor)” are con-
sidered to be the same in JSAI* and thus as-
signed the same frequency.

level ] Component of Knowledge Science

level2 Memory and Language
level3 Natural Language
leveld Linguistics

level5

level6

ic terms

Figure 4: Example of terms defined by JSAIL.

Table 2 shows the comparison of JSAI, EDR
and JSAI*. It can be seen that EDR con-
tains wide range of terms with less occurrences.
Also, the average frequency per term for JSAI*
is greater than the one for JSAI because of the
term expansion effect. For reference, values
without such expansion are also shown in the
table by figures with brackets.

Table 2: Comparison of JSAI, EDR and
ISATY. JSAI | EDR JSAT*
'::::}snumber of basid 2,008 | 195,179 (120,?29685)
:::llp:t;mber of term 3,320 | 107,307 (133,:552951)
pem ST o | o | 50
e T [ | 0
e e v o | o | 4%

t including basic terms

4.2 Method for Evaluation

Once the initial frequency matrix is obtained,
each row of the matrix is normalized so that
the total frequency for each document equals
1.0, i.e. @3 = fij/37=1 fij- Term reduction is
then performed to reduce the size of the matrix
to a specified number.

We compare the proposed reduction scheme
(LRED, reduction-by-loss) with a simple se-
lection without aggregation where basic terms
are evaluated and selected using elimination



loss given by Eq.(4) (LSEL, selection-by-loss),
and also with a naive but commonly practiced
method that selects the top frequent terms
(FSEL, selection-by-frequency). We have also
tested selection using cross entropy, but simple
frequency worked better in our case. This may
be because the authorized terminological sets
do not include meaningless words such as stop
words which cross entropy method can be the
most effectively applied to.

After the reduction, DSA is applied to each
reduced matrix to calculate similarities be-
tween every document pair. As reference, we
also directly apply DSA to the original nor-
malized (but not reduced) matrix and calcu-
late similarities. The performance of LRED,
LSEL and FSEL is evaluated by the corre-
lation between these similarity values. Pear-
son’s product moment correlation coefficient is
used to see the correlation in terms of values,
and Spearman’s rank correlation coeflicient in
terms of ranks. For both coefficients, the value
1.0 shows the most fittest.

normalization term reduction

Initial Normalized Reduced
Frequency Frequency Frequency
Matrix Matrix Matrix
m X n er‘\JI’DSA mxn?JLDSA,
Vector Space

Vector Space
Representation Representation

! ! Distance between l !
Documents

Comparison by Pearson’s and Spearman’s

correlation coefficients

Figure 5: Evaluation method.

4.3 Results

Figure 6 compares the performance of FSEL,
LSEL and LRED for each of JSAI, EDR, and
JSAT*. The horizontal axis represents the ra-
tio of selected terms to the total terms actually
observed, and the vertical axis to the corre-
sponding values of rank correlations. Results
of distance correlations are omitted since these
two showed exactly the same tendency.
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Figure 6: Comparison of FSEL, LSEL and
LRED for JSAI, EDR and JSAT*.

The experiment shows that LRED and
LSEL outperform FSEL in all cases, justifying
the use of the loss equation as a selection crite-
ria. Also, LRED is better than LSEL, demon-
strating that selection by loss and term ag-
gregation both contribute to the performance



improvement. Next, comparison across dif-
ferent term hierarchies suggests the aggrega-
tion effect depends on the kind of thesaurus
adopted. Only small improvement is observed
for JSAI and EDR since they do not contain
much redundancy as JSAI*. Especially for
JSAI, only several terms are aggregated which
means most of the improvement is obtained
by using the proposed loss equation for term
selection. The result for JSAI* shows that
‘enforced’ aggregation to some extent works
well. This can be explained as follows: the re-
duction scheme we have developed totally de-
pends on statistical characteristics of terms,
and thus can hardly deal with synonymous
problem where the same concept is referred
to with different terms, due to the language-
difference, the use of acronyms and so on.

5 Discussions

In the above experiments, we use only limited
size of data in order to make the original ma-
trix feasible for DSA. However, term aggrega-
tion itself is applicable for larger sizes. Varia-
tions of the proposed method with less compu-

tation overhead are examined using real-scale
HTTP log data [13] [14].

All of (i)the conventional simple selection
methods, (ii)selection with aggregation exam-
ined in this paper, and (iii)DSA can be uti-
lized for reduciong dimension of terms. The
difference is that the dependencies considered
among terms are either (i)on an individual be-
sis, (ii)within pre-determined term groups, or
(iii)among all terms. Correspondingly, DSA
requires much more computation time and re-
sults in better approximation. At the same
time, DSA has one problem inherent to prin-
ciple axes methods; that is, the interpretation
of the generated terms (principle axes) is often
difficult. Since the proposed method simply
substitutes a group of terms with a well-defined
upper class concept, the method is sometimes
preferable than DSA especially when is used as
pre-processing filter for other IR applications.
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