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Abstract We are investigating an approach to automatic generation
of Japanese-English bilingual keyword clusters using the keyword lists
assigned to academic papers by the authors. The bilingual clusters gener-
ated by our graph-based method contain keywords with similar meanings
from both languages and could be valuable linguistic resources in various
information retrieval (IR) applications. In this paper, we first present an
overview of our clustering method and then show several experimental
results to evaluate the generated clusters. We also discuss the limitation

and possible extensions of the current implementation.
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1 Introduction

The explosive growth of online documents
has increased the need for IR systems that
cross language boundaries. For instance,
since the first workshop on cross-lingual in-
formation retrieval (CLIR) in 1996 (Grefen-
stette, Smeaton & Sheridan, 1996), the topic
has been one of the most actively pursued
in IR research field. One especially inter-
esting and important research to this direc-
tion is the automatic generation of domain-
dependent multilingual thesaurus; this not
only help searchers of multilingual scientific
databases but also are useful in monolingual
search since technical terms are often im-
ported either in their original forms or as
acronyms, transliterated, and then translated
(Kando 1997).

Presently, we are investigating an ap-
proach to automatic generation of Japanese-
English bilingual keyword clusters using the
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keyword lists assigned to academic papers by
the authors (Aizawa & Kageura, 1998). The
bilingual clusters generated by our graph-
based method contains keywords with simi-
lar meanings from both languages and could
be valuable linguistic resources in various IR
applications.

The basic idea of our clustering strategy
is that we apply graph theoretic method in-
stead of statistical ones which seem domi-
nant in corpus-based approaches; the bilin-
gual keyword pairs constitute a tangled graph
of Japanese and English keywords; as such,
the clustering problem can be regarded as a
problem of partitioning the original keyword
graph by eliminating wrongly generated links
from the graph; then, the problem can be
transformed into the minimum cut problem
in the graph theory.

Applying graph theoretic method has sev-
eral advantages. First, low-frequency key-



words can be treated properly by utiliz-
ing topological features of the graph. Sec-
ond, the clusters contain not only Japanese-
English pairs, but also Japanese-Japanese
and English-English pairs. Thus, they are
usable for not only CLIR but also query ex-
pansion in monolingual IR. Third, the whole
process can be achieved with reasonable com-
putational cost.

The keyword data in view of bilin-
gual corpus also has several advantages.
In conventional corpus-based approaches for
CLIR (Dunning & Davis, 1993; Landauer &
Littman, 1990; Carbonell, 1997), the lack of
readily available parallel corpora has been a
bottleneck. On the other hand, our corpus is
available for a great many subject domains,
with rich variations that may not be listed in
the standard dictionaries but are nevertheless
meaningful and useful in IR. Another advan-
tage of our keyword corpus is that keyword
pairs can be easily extracted without expen-
sive natural language processing for segmen-
tation and alignment.

In the following, we first briefly summa-
rize the outline of our clustering method and
then report several experimental results to
evaluate the generated clusters; comparison
with standard dictionaries, analyzing errors
in the clustering, and the performance with
bilingual and monolingual IR. We also dis-
cuss the limitation and possible extensions of
the current implementation.

2 Overview of Multilingual Keyword
Cluster Generation Procedure

Our procedure for generating multilingual
keyword clusters is composed of the follow-
ing stages: (1)extraction of Japanese-English
keyword pairs from basic corpus, (2)simple
normalization, (3)generation of initial key-
word graph, (4)screening obvious non-errors,
(5)detection of possible correspondence er-
rors, (6)detection of possible homonymous
words, (7)partitioning keyword clusters, and
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(8)output of final clustering results. Each
stage is described briefly in the following.

2.1 Extraction of Japanese-English
Keyword Pairs

The basic data used in the current study is
the Japanese and English keywords assigned
by the authors to their papers, extracted from
the NACSIS Academic Conference Database
(NACSIS, 1997). We selected 28,122 papers
related to the field of computer science. Of
the papers selected, 26,060 (about 93 %) have
the same number of Japanese and English
keywords. An example is :

Japanese: $EFIRE | BRI 928 | V7 7H

% / NACSIS 7 — ¥ ~X— 2

English: cross-lingual information retrieval / key-

word cluster / graph theory / NACSIS Database.

Since the Japanese and English keyword pairs
generally maintain good one-to-one corre-
spondences, we mechanically extract total
112,364 Japanese and English keyword pairs
(60,186 different ones) and use them as a ba-
sic bilingual keyword corpus.

Table 1 shows some examples of the ex-
tracted keyword pairs. The most general En-
glish translation for each Japanese keyword
is marked with 'x’.

2.2 Simple Normalization

After the extraction of bilingual keyword
pairs, simple normalization is applied to
deal with notation variation problem such
as cross-lingual and Cross Lingual.  Also,
acronyms are detected and marked so that
they can be tested for homonyms at later
stage.

2.3 Generation of Initial Keyword
Graph

The initial graph expression of a bilingual
keyword corpus is easily derived by represent-
ing Japanese and English keywords as nodes
and their translation pairs as links. The fre-
quency of the keyword pair appeared in the



Table 1: Example of Japanese-English key-
word correspondences extracted from the
database.

Japanese keywords English keywords frequency
F—7—F information retrieval 1
F—1J—F keyword 39*
7 ¥R MRE information retrieval 1
F &R bRE text retrieval 6*
7 ¥R MRER text search 3
X RN keyword 1
LB IR information retrieval 1
TEEMRE information gathering 4
TBRRE information retreival 1
TR information retrieval 320*
THREER information search 5
TRENE information gathering 6*
THERINE information retrieval 1
XHRAR R bibliographic search 1*
XERIR R document retrieval 11
XERE document retrieval 19*
XERFE text retrieval 1

corpus is expressed as the capacity of the cor-
responding links. Figure 1 shows the initial
keyword graph generated from the keyword
pairs shown in Table 1.

The global keyword graph is composed of
numbers of disjoint sub-graphs, which we de-
fine as bilingual keyword clusters. In case of
the above example, the whole nodes belong to
the same keyword cluster at the initial stage
and thus are considered to have similar mean-
ings.

2.4 Screening Obvious Non-Errors

This stage currently includes (1)recognition
of Japanese and English pairs with identi-
cal notations, (2)checking keyword pairs with
sufficient frequencies, and (3)detecting minor
ezamples. The last case applies when a key-
word pair stands for the unique translation of
either of the Japanese or English counterpart.
Links which satisfy the above conditions are
considered to be correct and maintained au-
tomatically to reduce the computation cost
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information search
information gathering

Figure 1: Initial keyword graph generated
from keyword pairs in Table 1.

at later stages.

2.5 Detection of Possible Correspon-
dence Errors

The initial keyword graph constructed from
60,186 different translation pairs contains a
huge keyword cluster with as many as 20,659
nodes (about 34%) in it. Since our subject is
restricted to the specific academic field com-
puter science, the major cause for this is the
existence of improper translation pairs which
connects otherwise disjoined keyword clusters
into one ( This is in contrast to general cases
where the homonyms are much more com-
mon). A typical example found in Figure 1 is
the link <% —"7 — I (keyword), information
retrieval >.

The detection algorithm employed in our
procedure is based on a simple principle
that a set of links which decompose a con-
nected keyword cluster into disjoint sub-
clusters when they are removed from the orig-
wal cluster are the candidates of improper
translations. In the conventional graph the-
ory, such a link set is called an edge cut and
the edge cut with the minimal total capacity
among all the edge cuts obtained for a graph
is called a minimum edge cut. Minimum edge
cut problem is one of the most principal prob-



lems in the graph theory and there exist num-
ber of algorithms which guarantee sufficient
performance for our purpose.

2.6 Detection of Possible Homonyms

Though homonyms do not seem to occur so
frequently in a specific scientific-domain, we
still have observed several cases such as <
ATM (Asynchronous Transfer Mode)> and
< ATM (Automatic Teller Machine) >.

The detection of possibly homonymous
keywords can also be done utilizing the topo-
logical feature of the keyword cluster. It
can be assumed that homonymous nodes are
the ones which decompose the cluster when
the node and all the edges starting from the
node are removed. 'Thus, the problem is
transformed again to the well-known node
cut problem of the graph theory. Since
most of the homonyms we have observed are
acronyms, we presently consjder only key-
words composed of English capital characters
and symbols as candidates as node cuts.

2.7 Partitioning Keyword Clusters

The minimum edge cut of a keyword clus-
ter does not always represent imprecise trans-
lation. Removing correct pairs inevitably
causes oversplitting, i.e. generating more
than one clusters with similar meanings. On
the other hand, the distinction between cor-
responding keyword pairs and associated but
not corresponding ones depends on the appli-
cation and is difficult even for human experts.
For example, the keyword pair < 7 ¥ X b
¥R (text retrieval), information retrieval >
may be improper in view of strict terminolog-
ical definition but not necessarily be incorrect
for searchers of academic paper databases.
Our current implementation employs a
simple stopping criteria: partitioning occurs
only when (1)the total capacity of the mini-
mum edge cut is equal or less than N,, and
also (2)each of the newly generated clusters
contains at least one nodes with greater than
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Njp frequencies. We presently set N, = Ng(=
N) and use the same value for all the clusters.

Once candidates for improper translations
are obtained, partitioning is done automati-
cally by removing the links on the original
graph expression. Homonyms can be sim-
ilarly processed by splitting the nodes into
different clusters. The detection and deletion
stages described so far is applied for each key-
word cluster recursively until no more pairs
can be removed.

2.8 Final Clustering Results

Figure 2 shows the result of the partitioning
of the keyword cluster given in Figure 1.

O
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Figure 2: Example of partition of keyword
cluster.

As a result of the detection of corre-
spondence errors, three keyword pairs <%
— 7 —F (keyword), information retrieval>,
<7 ¥ A M #R3E (text retrieval), information
retrieval>, <X EHRE (document retrieval),
text retrieval>, are removed, and four clus-
ters A, B, C, and D are newly created. The
bold lines shows that the links are marked as
unremovable at screening stage. This follows
that such pairs as <{FEIRFE (information
retrieval), information retreival> (spelling
error), <MRFEIGRFE (keyword), keyword>
(rare case), and </RIBIFHIRE (wide-area in-
formation retrieval), information retrieval>
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Figure 3: Overview of the proposed keyword clustering procedure.

(related but not equivalent pair) are main-
tained even after the partitioning.

Applying the method to the whole corpus
with N = 5, 1,469 of the total 60,186 key-
word pairs were deleted, generating the to-
tal 27,918 keyword clusters. The number of
keyword pairs included in the biggest cluster
was reduced to 159 from 20,659 of the ini-
tial graph. The overall procedure described
in this section is illustrated in Figure 3.

3 Experimental Results

3.1 Comparison and integration with
standard dictionaries

In Table 2, the keyword corpus we use in our
study is compared with total 22,690 differ-
ent term pairs extracted from four dictionar-
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ies and handbooks of the field of computer
science (Aiso, 1993; Japan Society for Artifi-
cial Intelligence 1990; Ralston, 1983; Shapiro,
1987).

The comparison shows that the number
of common elements between the corpus data
and the standard technical dictionaries is rel-
atively small, i.e. many of the keyword pairs
assigned by the authors are not listed in
the standardized technical dictionaries. This
may partly be because the keyword data con-
tains some noises such as spelling errors or
notation variations !. The noises themselves
are useful in IR task since they may also be

!The number of common elements are increased to
3,074 from 2,066 after simple normalization to deal
with notation variation.



Table 2: Comparison of the technical dictionaries and the bilingual keyword data.

dictionary | corpus | common

terms | pairs | for both

Japanese words 20,636 | 37,170 3,966
English words 19,562 | 49,918 2,814
different translation pairs 22,690 | 60,186 2,066
average number of translations per word(Jpn) 1.10 1.62 -~
average number of translations per word(Eng) 1.16 1.21 -
maximum number of translations per word(Jpn) 7 86 -
maximum number of translations per word(Eng) 6 29 -
number of English acronyms (Jpn) 844 | 1,007 212
number of English acronyms (Eng) 451 | 1,233 114
identical Japanese and English pairs 571 1,336 18

found in queries of databases.

Another important point shown in the ta-
ble is that the Japanese keywords often con-
tains English acronyms in both standard dic-
tionaries and in keyword corpus. The fact
supports our assumption that bilingual key-
word clusters should be valuable not only
for CLIR but also in Japanese monolingual
search.

Table 3 shows how the ratio of common
pairs between the dictionaries and the corpus
changes against the frequencies they appear
in the corpus. We can observe that the more
frequent a keyword pair appears in the cor-
pus, the higher is the probability it is also re-
ferred in the standard dictionaries. For exam-
ple, among 68 pairs with more than 100 fre-
quencies, only 10 are not referred in the stan-
dard dictionaries. They are mostly acronyms
or terms representing relatively new technolo-
gies: ie. { CAI, CASE, CSCW, LOTOS,
OSI, WWW, agent, multi media, genetic al-
gorithm, reuse }. The average frequency of
the common pairs in the corpus is 5.9 before
normalization and 11.1 after normalization.

In clnclusion, it can be expected that the
keyword corpus reflects particular views and
concepts of the authors, which can not be
covered with the standard dictionaries. Upon
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Table 3: The ratio of common terms against
the frequency.

frequency || num. of | num. of | ratio
more keyword | common
than N pairs pairs
1 51062 3074 0.06
2 10990 1999 0.18
5 2916 1062 0.36
10 1216 606 0.50
20 - 538 326 0.61
50 176 127 0.72
100 68 58 0.85
200 24 24 1.00

a extraction of basic keyword corpus, words
from standard dictionaries can easily be in-
tegrated (with frequencies set to the infinite)
to introduce more generality in the original
corpus data. The effect of such integration is
examined in later through IR evaluations.

3.2 Analyzing clustering result

The noise in the keyword corpus can be cat-
egorized into either of the following groups
(the examples shown for each group are the
English correspondings to the Japanese term
“UBERIRER (information retrieval)”):



Table 4: Errors detected at the first iteration
of partitioning.

total errors detected 951
(1) spelling error 0
(2) expressional variations 0
(3) related keywords 598
(4) obvious errors 326
(5) correct 27

spelling errors
example: information retreival

expressional variations
example: information retrieving

related keywords
exzample: information seeking

obvious errors
example: keyword

When generating keyword clusters, it is ad-
vantageous to maintain spelling errors and
expressional variations in view of recall, while
it is important to eliminate obvious errors in
view of precision. The treatment of related
keywords should depend on the database and
also the context of the search.

We analyze manually the errors detected
at the first iteration of the cluster partition-
ing, i.e. the minimum cut links with the ca-
pacity equal to 1. The result is summarized
in Table 4. Of the total 951 pairs detected as
errors, 326 are obvious errors, 598 are related
but not exactly corresponding, and 27 are de-
tected wrongly though they actually are the
correct ones. It is remarkable that regardless
of the considerable number of spelling errors
and expressional variations included in the
database, non of them are detected as errors.
This may be because such errors or variations
occur most likely with low frequency and sel-
dom are repeated in different clusters.

Among 598 related pairs, 136 have hierar-
chical relationship while the rest are the ones
simply correlated. Among 27 detection er-
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rors, 10 are caused by homonymous keywords
that are not acronyms, 8 by mis-processed
acronyms, and 9 by minor examples that er-
rors actually occur more frequently than cor-
rect pairs in the corpus.

The result shows that the major improve-
ment can be expected by refining conditions
for links elimination after minimum cuts de-
tection stage. Owur present implementation
use only graph-topological conditions, N,
and Ng, common for all the clusters. Bet-
ter results may be obtained by changing the
value depending on the cluster size or by ap-
plying natural language processing. Since
the number of candidates are greatly reduced
by minimum cuts detection stage, the dis-
ambiguation of errors and non-errors can be
more time consuming.

In the following, a few examples of the
generated keyword clusters are shown where
the number in the parenthesis indicates the
frequency of the keyword. Example 1 shows
the keywords in the biggest cluster with their
frequencies > 3. We can observe the closely
related Japanese and English keywords are
clustered together.

Example 1: Frequent keywords in the largest cluster.

Japanese: I (740), 5 (62), EF1E (56),
IHETE (29), LITRE (19), EFIHE (10), $EFY S
AT L (6), LENIB (6), #ITV AT & (5), T VF
Tat R (5), BHSOLR (4), WHE (3), ZES
OtX R (3),xNFraxl 7 (3), 87 L IVALE
(3)
English: parallel processing(672), parallel(7}),
parallelization(44), concurrent processing (20),
parallel computing(18), parallel computation(18),
parallelism(14), parallel process(8), multi pro-
cess(8), concurrent system(7), parallel system(6),
parallel processings(6), multi processing(6), multi-
processing(5), multiprocess(5), concurrent(5), fu-
ture(4), parallelize(4), parallel processes(4), paral-
lel operation(4), paralell processing(4)

Example 2 contains two clusters which are
originally a single cluster but separated since
each of the clusters has sufficient frequency
in the target corpus. Again, we show only
the keywords with their frequencies > 3 on



account of the limited space.

Example 2 : Associated clusters devided into two.

(1) CLUSTER 1
Japanese: HIH cai(118), ITS(67), HHIEE >~ A
T4 (81), ICAI(11), FIROEAS 2 A 7 4 (8), e& )5
B (7), BAREEs (7), BIEEE (4), =L (), &
BFHRE (f), X RIERE (3), HKBDHR (3)
English: ITS(68), intelligent cai(65), intelligent
tutoring system(45), ICAI(30), intelligent edu-
cational system(9), tutoring strategy(8), teaching
strategy(8), IES(7), teaching paradigm(3), object
understanding(8), intelligent tutoring systems(3)

(2) CLUSTER 2
Japanese: CAI(156), BEEXEY AT 4 (27), ¥
BXIR (21), BB (13), FEIRV AT A (8),
cai v AT A (7), CAL(6), RIBHEE (4), IRERE (4),
SRR (), a0 ¥ 2 Y EEF (3)
English: CAI(169), computer assisted instruc-
tion(27), computer aided instruction(8), CAL(1),
education support system(6), derivative(4), cai
system(4), surface structure(8), learning sup-
port(8), education suport(8), computer assisted
learning(8)

Example 3 shows another but smaller clus-
ter with all the Japanese and English key-
words included. It can be observed that mi-
nor translation examples are integrated into
more frequent cases.

Example 3 : An output including minor keywords.

Japanese: CAD(246), #&EtX1& (63), stHEMEEH
R (14), SEBEREE (9), 7> Yoy TEBE
(8), 32 ¥ 2y HRER (4), T2 AVEST (4),
BEIT T (3), vV (8), REt= V=T U (2),
FTEMERESHR (2), V7 by 2 TRREEEE (2), A
Bt (1), BBV (1), =HRIEE (1), MZERER
RRET (1), BTEBHRE (1), BEHFL =7 (1), 2~
Eas 74y (1)
English: CAD(225), computer aided design(70),
design suppori(36), design engineering(6), soft-
ware design support(4), design assistance(2),
cad(2), support to plan(1), support method for
design(1), software design suppo‘rt(1), prulog(1),
planning aids(1), operator resource sharing(1),
design = support(1), design suppore system(1),
design suppont(1), design suppert(1), design su-
port(1), design assist(1), desighn support(1), com-
puter cided design(1), computer aidid design(1),
computer aided disign(1), computer aided de-
sigh(1), compile time errors(1), compile error(1),
co‘mputer aided design(1), assisted design(1),
DAD(1)
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3.3 Query Expansion in Cross-lingual
Information Retrieval

Lastly, We examine the effectiveness of the
generated clusters on the two retrieval tasks:

(1) CLIR: Japanese queries retrieving doc-
uments from an English collection (J-E
task), and

(2) monolingual IR: Japanese queries re-
trieving documents from a Japanese
collection (J-J task).

The search performance is tested against the
test version of the NACSIS Test Collection 1
(Kando et al, 1998) for the J-E task E collec-
tion, which contains 186,809 documents, and
for the J-J task, J collection, 338,668 docu-
ments.

We indexed Japanese terms by charac-
ter (uni-gram), and English terms by word.
English terms appeared in Japanese texts
were also indexed by word. Queries are
submitted as Japanese natural language sen-
tences. They were initially segmented into
words using a Japanese morphological ana-
lyzer, Chasen v1.5 (Matsumoto, et al., 1997).
Words and phrases were then automatically
selected asn query terms using several pat-
terns defined over part-of-speech tags.

Each query term was translated or ex-
panded using the bilingual keyword clusters
reported here. We treated terms in the clus-
ter, containing the query term, as synonyms.
In order to examine the effect of standard dic-
tionary integration and also partitioning pa-
rameter N, we tested these strategies listed
below; K3: keyword clusters obtained with
N = 3, KD3: keyword and dictionary term
clusters obtained with N = 3, KD10: key-
word and dictionary term clusters obtained
with NV = 10, D3: dictionary terms in KD3,
and D10: dictionary tems in KD10. The aver-
age numbers of translated or expanded terms
per a query term are shown in Table 5.

The search engine is OpenText 6, which
can handle both English and Japanese char-



Table 5: Average number of expanded terms

per a query.
K3 | KD3 | KD10 || D3 | D10

J-E || 6.81 | 4.48 3.66 || 0.84 | 0.77

J-J [ 10.7 | 7.01 5.72 1.4 1.3

acters. The documents in the returned set are
ranked using OpenText’s "RankMode Rele-
vancel”.

The retrieval results for the J-E task are
summarized in Figure 4 where each plot
represents the search effectiveness compared
with the baseline, which is obtained by apply-
ing the original Japanese query terms to the
Japanese correspondings of the target English
documents.

precision

Figure 4: Retrieval results of J-E task.

For the J-E task, the keyword clusters
(K3) showed the highest effectiveness, then
followed by the keyword and dictionary term
clusters (KD3 and KD10). The clusters con-
sisted of dictionary terms only (D3 and D10)
achieved less than 65% of the K3. The num-
ber of translated terms seems to be an impor-
tant index to estimate the search effective-
ness in the J-E task. No significant difference
was found regarding the minimum edge cut
levels of 3 and 10 in the keyword and dic-
tionary clusters (KD3, KD10}, but some im-
provement is shown in the dictionary clusters
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(D3, D10).

The retrieval results for the J-J task are
summarized in Figure 5 where each plot rep-
resents the 11 point average search effective-
ness over the baseline, which in this case is
the performance without query expansion.

0.9

— -

08 K3 -
07} KD3 ™
KD1I0 -
p3 =
D10 e

baseline

0.6 r.
0.5}

04L
0.3L

precision
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0 0.2 0.4 0.6
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Figure 5: Retrieval results of J-J task.

For the J-J task, all the strategies showed
the improvement of search effectiveness of
11.3-13.9% in the average over the baseline.
Though the average numbers of expanded
terms were significantly small in the dictio-
nary clusters (D3, D10), they showed as same
as, or even more improvement of search ef-
fectiveness over the baseline. Again, there
were no significant difference according the
clustering parameter in the keyword and dic-
tionary clusters (KD3 and KD10); Some im-
provement is observed in the dictionary only
clusters (D3 and K10).

Based on the results, we can temporarily
conclude that the bilingual clusters generated
by our method showed significant improve-
ment of search effectiveness both in CLIR and
monolingual IR. In CLIR, the bilingual clus-
ters of author-assigned keywords (K3) were
more effective than the ones with dictionary
terms, while in monolingual IR, adding dic-
tionary terms to the clusters (KD10) showed
improvement. It is also observed that the
clustering parameter N affects the perfor-
mance in some cases, suggesting that fur-



ther improvement can be expected by refining
clustering conditions. The IR experiments
described here will be explained more in de-
tail (Kando & Aizawa, 1998).

4 Discussions

The keyword clusters generated by our
method can also be utilized in automatic in-
dexing such as LSI (latent semantic indexing)
to reduce the dimension of the frequency ma-
trix by term clustering. Also, the clusters
generated by our graph-based method but us-
ing only dictionary terms are utilized in do-
main map visualization task to assist ‘inter-
active document retrieval (Aihara & Takasu,
1998).

Though our present implementation use
only graph-topological information, we are
now looking for the possibility of incorporat-
ing natural language processing. For exam-
ple, only keyword level correspondences are
considered so far but given that many key-
words are complex, we can expect better per-
formance by utilizing morpheme (or word)
level correspondences. This will also give a
way to weight the bilingual pairs according to
their centrality within a cluster and to control
the granularity of the generated cluster.
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