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Uncrewed Aerial Vehicles (UAVs) have been used in mission-critical scenarios such as Search and Rescue (SAR) missions. In such a
mission-critical scenario, flight autonomy is a key performance metric that quantifies how long the UAV can continue the flight with a
given battery charge. In a UAV running multiple software applications, flight autonomy can also be impacted by faulty application
processes that excessively consume energy. In this paper, we propose FA-Assure (Fight Autonomy assurance) as a framework to
assure the autonomy of a UAV considering faulty application processes through performability modeling and analysis. The framework
employs hierarchically-configured stochastic Petri nets (SPNs), evaluates the performability-related metrics, and guides the design of
mitigation strategies to improve autonomy. We consider a SAR mission as a case study and evaluate the feasibility of the framework
through extensive numerical experiments. The numerical results quantitatively show how autonomy is enhanced by offloading and
restarting faulty application processes.
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1 INTRODUCTION

The unmanned aerial vehicles (UAVs) market, commonly known as drones, is relatively new but is growing quickly.
UAVs have been used for various purposes in real-world, especially in mission-critical situations [33] like natural
disasters [10], public safety [22] and remote workplaces [5]. For remote monitoring and surveillance operations, UAVs
can collect data faster and more accurately than the traditional approach using satellite imagery. Compared with
manned aircraft, UAVs are more flexible and cheaper to acquire, maintain, and operate [28]. More importantly, they can
deal with potentially dangerous situations without human attendance.

As UAVs are flexibly designed and simpler to deploy, they were initially used mainly by the military in environments
that allow a relatively large margin for error. However, with the increased use of UAVs within the national airspace,
they have been required to operate at high availability levels that approach or exceed manned aircraft operations [8]. As
stated in [27], the failure of UAVs can often cause effects that range from inconvenience and irritation to severe impact
on society and on its environment. Therefore, reliability testing and assurance of UAVs are becoming a critical challenge
in the design, development, and operation of UAV-based systems. The flight controller is the most critical software
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in UAVs that receives sensor input data and navigates the device [9]. Recent studies discuss the reliability issues of
flight controllers since it directly impacts mission performance and safety [14, 16, 34, 36]. However, the reliability of
less critical software components, for example, application programs that may not directly impact the UAV control, has
been paid little attention. UAVs may have installed multiple application programs that can be vulnerable and subject to
frequent updates. It is a practical issue that a faulty application can lead to wrong or undesirable behavior, indirectly
threatening the UAV flight autonomy.

To address the issue, this study aims to analyze the impact of faulty application programs used in UAV systems
on their mission performance. As a UAV is a battery-powered device, flight autonomy is always constrained by the
battery charge. Evaluating autonomy-related metrics like the probability of running out of battery is essential for
mission-critical scenarios because they can measure how long a UAV can survive in the mission period. Similar to other
battery-powered devices, energy bugs [15] are a real concern for continuous system operation as they may induce
energy over-consumption and rapid battery discharge. Application behaviors in association with resource and energy
consumption need to be carefully investigated in the design and evaluation of UAV systems.

In this paper, we propose an autonomy assurance framework called FA-Assure for UAV systems in a mission-critical
scenario that is at risk of faulty applications impacting flight autonomy. We consider a high-workload process and a
software aging process as examples of faulty processes that potentially reduce the autonomy of a UAV indirectly by
excessively consuming resources. FA-Assure employs hierarchically-configured stochastic Petri nets to capture the
dynamics of application processes with recovery methods and to evaluate the performability-related metrics for given
environmental conditions. Quantitative performability evaluation allows us to derive the appropriate operation strategy
to mitigate faulty applications’ impact and maintain good performance and availability. Considering a SAR mission, we
conduct extensive numerical studies to show how the performability-related metric is evaluated using the hierarchical
models. As a SAR-based UAV is assisted by real-time image processing, the image processing application is likely the
heaviest process running on the UAV. Using fog computing infrastructure to accept computation offloading of image
processing tasks is a viable solution to improve the UAV performance and availability [17, 18]. While the quality of the
wireless network is critical for computation offloading, we show how the effectiveness of offloading is significantly
improved by redundant communication channels. Moreover, we derive a strategy to choose the computation offloading
mode and to restart faulty processes to meet the mission requirements through sensitivity analysis.

To summarize, the contributions of the work are as follows.

• The study addresses the risk of application programs running on a UAV that may impact flight autonomy and
mission completion performance.

• To facilitate the reliability design of a UAV system for mission-critical scenarios, FA-Assure is proposed. We
provide the models to capture the dynamic behaviors of application programs on the UAV under uncertain
environments.

• A case study of a search and rescue mission is presented to show the feasibility and effectiveness of the proposed
framework. Extensive numerical studies are conducted to analyze the impact of several internal and external
factors on autonomy-related metrics.

We structure the remainder of the paper as follows. Section 2 describes the related work. Section 3 explains the
potential risk of faulty applications on a UAV system. Section 4 introduces FA-Assure: the proposed autonomy assurance
framework. Section 5 details the SPN models used in FA-Assure for evaluating the autonomy-related metrics. Section
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6 shows the case study and the results of numerical experiments. Lastly, Section 7 concludes this work and briefly
discusses future works.

2 RELATEDWORK

UAVs are a relatively new technology that has attracted the attention of researchers. The investigations around this
concept are broad and cover several areas. In [31], a detailed survey on the different aspects of UAV environments is
presented.

In the last few years, many studies have been proposed for the modeling and evaluation of UAV environments. In
[18, 19], the authors proposed using stochastic reward nets (SRNs) to analyze performance-availability trade-offs in
image processing tasks running on drones and fog nodes. In [17], the authors proposed stochastic models to estimate
the availability, performance, and energy consumption of a drone-based image processing system considering different
computation modes, such as single drone processing, fog offloading, and drone load-balancing.

In [40], the authors presented a review of energy consumption models for drone delivery operations. They identified
the main factors that affect the energy consumption of drones and discussed the similarities and differences between
various models. Nguyen et. al [25] proposed to adopt fault trees and stochastic Petri nets to model and analyze the
dependability of a typical unmanned aerial system. The authors also performed sensitivity analysis on the SPN models
to investigate the elements that most impact on the system’s overall availability and reliability.

In a mission-critical context, a few studies have considered UAV-based environments. In [30], drone technology
was used for the inspection of offshore wind infrastructures in order to improve operational safety and minimize
production downtime. The authors stated that the use of drones for such type of inspection is still in an early stage of
development and its suitability has not yet been proven. Thus, they proposed a semi-quantitative reliability analysis
framework to determine the criticality of failures that can occur in inspection missions using drones. In [32], the authors
developed and tested a drone-based environment for avalanche rescue activities based on an avalanche transceiver. The
results showed that the proposed environment is capable of locating survivors quickly and, therefore, guaranteeing the
maximum chance of survival. For assuring the safety of UAV systems, a tool for testing the safe behavior of UAVs with
a scenario-based testing approach is presented [29].

While our study also considers a UAV system in a mission-critical scenario, we first look into the risk of faulty
application processes that is different from the studies concerning the issues of the flight controller [14, 16, 34, 36]. We
demonstrate how continuous application programs running on the UAV may adversely impact mission performance
by quantitatively analyzing UAV’s flight autonomy. Regarding the modeling approach, we use SPNs like existing
studies [17, 18, 25], but we present a hierarchically-configured model to compute the autonomy-related metrics. Since
the autonomy-related metrics depend on the conditions of different components, such as application processes and
wireless communication channels, unlike other studies, SPN subnets need to be configured dependently. The constructed
hierarchical model allows us to evaluate flight autonomy and guide a desirable configuration that meets the mission
requirements.

Software faults impacting the operation of battery-powered devices have been studied in the literature [7, 15, 26, 35].
The authors of [15] proposed methods to detect two types of energy bugs in Android applications. The tool for verifying
the absence of no-sleep energy bugs is presented in [35]. Several studies on energy bugs in smartphone platforms are
summarized in [26]. UAVs can suffer from such energy bugs as they are also battery-powered devices. For a mission-
critical scenario, it is crucial to ensure the autonomy that is constrained by the battery charge. Our case study involves a
UAV that must complete its mission without needing to charge its battery and must also deal with potentially unstable
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network connectivity over the course of its operation. In contrast to other systems with battery-driven devices, these
unique characteristics cannot be guaranteed. The design and operation of our UAV must account for these factors to
ensure successful mission completion.

3 MOTIVATION

Application programs are often subject to changes and updates, potentially becoming a vulnerable component in an
integrated software system. Recent studies for software reliability of drone systems mainly focus on flight control
software such as PX4 and Ardupilot as they have a direct impact on the safe operation of UAVs [34]. However, the
behavior of application processes is not negligible since it may harm the UAV mission indirectly. For instance, a
compute-intensive program with a high demand may consume a considerable amount of CPU and energy, which
must have adverse impacts on the mission performance. Since battery charge is a critical constraint of UAV systems,
application programs need to be energy-efficient.

To understand the potential risk of faulty application processes on an edge computing device, we conducted
experiments using a small testbed. Considering a UAV-based SAR mission, we ran a real-time object detection algorithm
on a Raspberry Pi 4 with a 1.5GHz quad-core ARMv8 CPU and 4GB RAM. We did not use a UAV for this experiment
since the experiments may damage the property if it becomes out of control. We assume the UAV application needs to
be executed in a restricted computation environment like the edge device we used.

Our first experiment aims to characterize the impact of workload by the object detection algorithm on battery usage.
For this purpose, we use a UPS Lithium battery power module with 5000 mAh to empower the Raspberry Pi instead of
connecting it to a power outlet. Following the configuration used in [37], we utilized an open-source implementation of
YOLOv5 based on the PyTorch framework and manipulated the workload by configuring different input image sizes:
1280x720 and 640x360. For each workload, we ran YOLOv5 for one hour and recorded both the frame per second and
battery usage. The results are presented in Table 1. The frame per second for the process with 640x360 is higher than
the case with 1280x720, resulting in a higher workload. The impact of the workload on the battery usage is apparent;
the object detection algorithm under a higher workload condition (640x360) consumes more energy (78%). The rapid
battery consumption due to the heavy-loaded application can be a risk to the autonomy of battery-powered devices.

Table 1. Battery consumption in one hour of real-time object detection with different workloads.

Input image size Frame per second Battery consumption
640x360 0.7319 78%
1280x720 0.2999 69%

No N/A 40%

Next, we conducted another experiment to investigate the reliability issue of an application program due to excessive
resource consumption over time. We used the same configuration described in Watanabe et. al [37] and ensured a
continuous execution over an extended period of time by connecting the device to a power outlet. The YOLOv5 is run
with a 640px image size of a video stream. Figure 1 shows the observed trends of the free memory and swap usage
over 200 hours of execution. As can be seen, the amount of free memory decreased sharply in the first 15 hours as
represented by the dotted line. While the system is working even after that phase, the swapping eventually starts
around 190 hours (plotted by the solid line). This increased swapping leads to significant I/O and CPU usage, which can
adversely affect the object detection process and drain the battery of UAVs. Although a UAV mission is not supposed to
Manuscript submitted to ACM
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Fig. 1. Software aging in an object recognition application.

have such a long run, the results show the potential risk of software aging in the object detection process on UAVs. It is
worth emphasizing that we did not collect energy consumption data for this specific experiment, as it was conducted
on a device connected to a power source. Nevertheless, it is well-documented that memory leaks can indeed impact
battery-powered devices, such as smartphones, as discussed in [38].

4 AUTONOMY ASSURANCE FRAMEWORK

To address the issue of a faulty application program in a mission-critical UAV environment, we propose FA-Assure as a
framework to assure the autonomy of a UAV through performability modeling and analysis. First, we explain the fault
models and the corresponding recovery methods considered in the framework. Then, the architecture of FA-Assure is
explained.

4.1 Fault models

As explained in the motivation, we focus on the impact of a faulty application program such as an object detection
algorithm on the mission of a UAV. We consider two types of software fault models that may have an impact on flight
autonomy.

• Heavy-loaded process: A software process operating under a high workload can significantly consume CPU
resources. While the application continues to function as intended, heavily-loaded applications can potentially
disrupt the entire system by causing resource conflicts, among other issues. Moreover, increased CPU usage
accelerates battery consumption, a critical factor for UAV flight.

• Software aging process: A software process can progressively consume a substantial amount of memory during
continuous execution due to aging-related bugs [11]. These bugs have been observed in various application
programs, such as image classifiers and object detection algorithms [2]. Software aging processes can also trigger
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Fig. 2. Overview of FA-Assure.

swapping when the system’s available memory is insufficient. Extensive swapping can result in elevated CPU
usage, potentially affecting battery life.

4.2 Recovery methods

To counteract the application program faults in operation, we consider two recovery methods. For the heavy-loaded
process, we can offload the process to another computing node to save the battery on the drone. Regardless of faulty
and non-faulty processes, CPU-intensive applications reduce the battery charge significantly, and hence offloading can
offer an effective mitigation. In this paper, we consider that a fog computing infrastructure is available for a UAV to
allocate necessary computing resources for taking over the computation tasks. A fog computing infrastructure is a
decentralized computing architecture that brings computation and data storage closer to the edge of the network [4].
Note that computation offloading is effective only when the UAV has a stable wireless network connection.

For a software aging process, the aging state can be cleared by process restart upon the aging detection. It requires a
short downtime of the application process, but the process can be restarted with an initial robust state. Since other
benign internal states in memory are also cleared, the restart needs to be carefully scheduled such that the application
does not lose critical data in processing. Offloading can also mitigate the issue of software aging if the assigned fog
node has a sufficient amount of memory.

4.3 FA-Assure

To analyze the impact of application faults and the effectiveness of the recovery methods for a UAV system, we propose
FA-Assure which is an autonomy assurance framework that consists of the performability analyzer and the planning
tool. Figure 2 shows the schematic overview of FA-Assure.

FA-Assure necessitates several input parameters about the internal and external factors of the UAV environment.
The internal factors include the states of the application process running on the system, which may be idle, processing,
aging, or failed. On the other hand, the external factors include application demands and the communication network
states. The performability analysis is conducted by a performability analyzer in which hierarchically-configured SPNs
are used to evaluate several performance measures such as availability, throughput, and autonomy. The estimated
performance and the mission requirements, such as the mission period, are considered together for making the strategy
Manuscript submitted to ACM
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that determines the computation mode and recovery operation to satisfy the mission requirements. The planning tool
assists system designers to derive such a strategy from the results of sensitivity analysis on the hierarchical models.
The strategy specifies the recommended computation mode and recovery operations for given system conditions. For
example, the output strategy may suggest computation offloading of the application process if the communication delay
of the fog node 𝜃𝐹𝑛 is less than 1 second. As the strategy-making process involves manual operations and interactions
with engineers, an interface to access the analysis results is necessary. In this work, we assume the usage of software
packages like SPNP [6] and Mercury [20] that provide graphical user interfaces as well. In this paper, we focus on the
core part of FA-Assure, which is the performability models detailed in the next section.

5 MODELS

In this section, we discuss the models for assessing the performability of a UAV system under different mission
environments. First, we introduce the formalism adopted in this work. After that, we detail the models for heavy-loaded
processes (drone processing (DP) and fog processing (FP) modes). In DP, faulty application processes, which we assumed
to be an image processing program such as an object detector, are continuously executed on the drone. In FP, on the
other hand, captured images are offloaded to a fog node in a fog computing infrastructure instead of being processed
on the drone. Next, we present the models for aging drones (AD), where aging states and a restart mechanism are
considered. Finally, we explain the evaluated metrics: availability, throughput, drone flight autonomy, and out-of-battery
probability. In the proposed models, we assume that all inter-event times are exponentially distributed in our analysis.
Since we focus on the early phase of the UAV system design, detailed distributions may not be available. However, we
can also assign general distributions to the models once the information is given or collected.

5.1 Stochastic Petri nets

Petri nets are a family of formalisms suitable for modeling various types of systems due to their capacity to represent
concurrency, synchronization, communication mechanisms, and both deterministic and probabilistic delays. However,
the original Petri net lacks the concept of time when analyzing performance and dependability. To address this, timed
Petri nets were developed, incorporating event durations. In this work, we employ the stochastic Petri net [24], a
specific type of timed Petri net, where activity delays (represented by transitions) are modeled as random variables with
an exponential distribution. Marsan et al. [1] proposed the Generalized Stochastic Petri Net (GSPN) as an extension of
SPN, which considers two types of transitions: timed and immediate. Timed transitions have exponentially distributed
firing times, while immediate transitions, by definition, fire instantly without any delay. For conciseness, we use the
acronym SPN to refer to the entire family of models derived from the original stochastic Petri net defined in [24].

5.2 DP and FP models

Figure 3 shows the SPNs that represent DP mode, while Table 2 presents the legend for these models. It is composed of
three submodels corresponding to a drone, multiple network interfaces, and a battery. The drone model is shown in
Figure 3a. It represents the states of an image processing on the drone. When a token is deposited in 𝑃𝐷1_𝑖 , representing
that the drone has no image for processing, the transitions 𝑇𝐷1_𝑗 and 𝑇𝐷1_𝑓 2 are enabled. When 𝑇𝐷1_𝑗 fires, a token
is consumed from 𝑃𝐷1_𝑖 and a new token is deposited in 𝑃𝐷1_𝑝 . This state transition corresponds to the arrival of an
image processing request. We assume that the arrival of image processing requests follows a Poisson process. A higher
arrival rate causes the increased probability of the busy state leading to a heavy-workload condition. The firing of
𝑇𝐷1_𝑠 represents the completion of an image processing. On the other hand, when 𝑇𝐷1_𝑓 2 fires, which represents an
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Fig. 3. Drone processing models.

application drone failure event in the idle state, a new token is deposited in 𝑃𝐷1_𝑑𝑤 . The place 𝑃𝐷1_𝑑𝑤 represents the
application failure. The drone application can also fail while processing an image by firing 𝑇𝐷1_𝑓 1. When the drone
application fails, the application undergoes the unavailable state and remains in this state until 𝑇𝐷1_𝑟 is fired, which
represents the repair of the application. Once 𝑇𝐷1_𝑟 is fired, a token is consumed from 𝑃𝐷1_𝑑𝑤 and a new one is added
to 𝑃𝐷1_𝑖 .

Although there are many network communication technologies used by drone-based environments [12], in this work,
the environment’s network is modeled considering Wi-Fi and LTE connections (see Figure 3b) [23]. They represent the
connectivity between the drone and the ground station so that the drones are only able to connect to the ground station
if there is an active Wi-Fi or LTE connection. The models of the upper part of Figure 3b represent the connection and
disconnection behavior of the Wi-Fi and LTE networks, respectively. The other model (see the bottom part of Figure 3b)
represents the activation of either Wi-Fi or LTE. A token in the place 𝑃𝑊 _𝑎𝑐𝑡 indicates that the Wi-Fi is activated. If the
Wi-Fi goes down (represented by a token in 𝑃𝑊 _𝑑𝑤 ), the LTE is activated. When the Wi-Fi connection is restored, the
LTE is deactivated, for the sake of performance and energy consumption. Such behavior is modeled by guard functions
assigned to the immediate transitions 𝑡𝑊 _𝑑𝑎𝑐𝑡 and 𝑡𝐿_𝑑𝑎𝑐 , as described in Table 3.

Figure 3c presents the SPN for the battery discharge process. The battery consumption of a UAV device can be
affected mainly due to two factors: network communication technologies and drone processing states. Consequently,
the battery discharge process can be modeled using four immediate transitions 𝑡𝑖𝑑𝑙𝑒_𝑤 , 𝑡𝑖𝑑𝑙𝑒_𝑙 , 𝑡𝑏𝑢𝑠𝑦_𝑤 and 𝑡𝑏𝑢𝑠𝑦_𝑙 . The
transitions 𝑡𝑖𝑑𝑙𝑒_𝑤 and 𝑡𝑖𝑑𝑙𝑒_𝑙 are associated with the probabilities of battery discharge when the drone is in the idle
state and using Wi-Fi and LTE, respectively. On the other hand, the transitions 𝑡𝑏𝑢𝑠𝑦_𝑤 and 𝑡𝑏𝑢𝑠𝑦_𝑙 are associated with
the probability of battery discharge when the drone is in a busy state and using Wi-Fi and LTE network connections,
respectively. The place 𝑃𝐵_𝑙𝑒𝑣𝑒𝑙 contains one hundred tokens representing the battery is fully charged. By removing
tokens from this place, the model represents the process of discharging the drone’s battery. The discharge is modeled
considering a fixed consumption of 1%. When 𝑇𝑑𝑒𝑐 fires, which means the beginning of the battery consumption, a new
token is deposited in 𝑃𝑑𝑒𝑐 . After that, any of the transitions 𝑡𝑖𝑑𝑙𝑒_𝑤 , 𝑡𝑖𝑑𝑙𝑒_𝑙 , 𝑡𝑏𝑢𝑠𝑦_𝑙 and 𝑡𝑏𝑢𝑠𝑦_𝑙 can fire based on the
probability assigned to these transitions. Note that these probabilities are obtained from the models in Figures 3a and b.
Supposing 𝑡𝑖𝑑𝑙𝑒_𝑤 fires, a token is consumed from 𝑃𝑑𝑒𝑐 and a new token is deposited in 𝑃𝑖𝑑𝑙𝑒_𝑤 . This state transition
means that 1% of the drone’s battery is going to be consumed. The firing of 𝑇𝑖𝑑𝑙𝑒_𝑤𝐶 represents the completion of 1%
Manuscript submitted to ACM
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Table 2. Legend for the drone processing models.

Model Transition Description
Drone 𝑃𝐷1_𝑖 Drone idle state

𝑃𝐷1_𝑝 Drone busy state
𝑃𝐷1_𝑑𝑤 Drone down state
𝑇𝐷1_𝑗 Drone job arrival time
𝑇𝐷1_𝑠 Drone service time

𝑇𝐷1_𝑓 1 Drone failure time in busy state
𝑇𝐷1_𝑓 2 Drone failure time in idle state
𝑇𝐷1_𝑟 Drone recovery time

Network 𝑃𝑊 _𝑢𝑝 Wi-Fi up state
𝑃𝑊 _𝑑𝑤 Wi-Fi down state
𝑇𝑊 _𝑓 Wi-Fi disconnection time
𝑇𝑊 _𝑟 Wi-Fi connection time
𝑃𝐿_𝑢𝑝 LTE up state
𝑃𝐿_𝑑𝑤 LTE down state
𝑇𝐿_𝑓 LTE disconnection time
𝑇𝐿_𝑟 LTE connection time

𝑃𝑊 _𝑎𝑐𝑡 Wi-Fi activation state
𝑃𝑊 _𝑑𝑎𝑐𝑡 Wi-Fi deactivation state
𝑃𝐿_𝑎𝑐𝑡 LTE activation state
𝑃𝐿_𝑑𝑎𝑐𝑡 LTE deactivation state
𝑡𝑊 _𝑑𝑎𝑐𝑡 Wi-Fi deactivation
𝑡𝐿_𝑑𝑎𝑐𝑡 LTE deactivation
𝑇𝐿_𝑎𝑐𝑡 LTE activation time
𝑇𝑊 _𝑎𝑐𝑡 Wi-Fi activation time

Battery 𝑃𝐵_𝑙𝑒𝑣𝑒𝑙 Battery level state
𝑃𝑆_𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒 Battery discharge state

𝑇𝑑𝑒𝑐 Decision point
𝑃𝑑𝑒𝑐 Decision state

𝑡𝑖𝑑𝑙𝑒_𝑤 Drone probability (Wi-Fi and idle)
𝑡𝑖𝑑𝑙𝑒_𝑙 Drone probability (LTE and idle)

𝑡𝑏𝑢𝑠𝑦_𝑤 Drone probability (Wi-Fi and busy)
𝑡𝑏𝑢𝑠𝑦_𝑙 Drone probability (LTE and idle)
𝑃𝑖𝑑𝑙𝑒_𝑤 Battery discharge (Wi-Fi and idle) state
𝑃𝑖𝑑𝑙𝑒_𝑙 Battery discharge (LTE and idle) state

𝑃𝑏𝑢𝑠𝑦_𝑤 Battery discharge (Wi-Fi and busy) state
𝑃𝑏𝑢𝑠𝑦_𝑙 Battery discharge (LTE and busy) state

𝑇𝑖𝑑𝑙𝑒_𝑤𝐶 Battery discharge (Wi-Fi and idle) time
𝑇𝑖𝑑𝑙𝑒_𝑙𝐶 Battery discharge (LTE and idle) time

𝑇𝑏𝑢𝑠𝑦_𝑤𝐶 Battery discharge (Wi-Fi and busy) time
𝑇𝑏𝑢𝑠𝑦_𝑙𝐶 Battery discharge (LTE and busy) time

drain on the drone’s battery. Lastly, tokens in 𝑃𝑆_𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒 represent the battery’s state of charge where one hundred
tokens in this place mean the battery is fully discharged.

Figure 4 presents the models for FP mode, while Table 4 presents the legend for these models. It is composed of three
submodels corresponding to a drone-fog environment, multiple network interfaces, and a battery. While the network
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Table 3. Guard functions for the models of Figure 3.

Transition Expression
𝑡𝑊 _𝑑𝑎𝑐𝑡 (𝑃𝑊 _𝑑𝑤 = 1) AND (𝑃𝐿_𝑢𝑝 = 1)
𝑡𝐿_𝑑𝑎𝑐𝑡 (𝑃𝑊 _𝑢𝑝 = 1)

model is unchanged (we omitted from Figure 4), the drone-fog environment and battery models are changed from the
drone processing models shown previously.

TF_s

PF_i
PF_p

TF_n

(a) Drone-Fog environment model

TF_f1
TF_f2

TF_r
PF_dw

Pidle_w

(b) Battery model

PS_discharge

tidle_w Tidle_wC

Pdec
PB_level
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tidle_l Tidle_lC
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100

1tD1_s

PD1_i PD1_p

TD1_j

TD1_f2TD1_r

PD1_dw

1

PF_b

Fig. 4. Fog processing models.

In the fog offloading mode, the captured images are not processed on the drone, but sent to the fog node through the
network. Therefore, the drone model has the place 𝑃𝐹_𝑏 , representing the drone offloading. Since the offloading only
works when the WI-FI or LTE communication links are available, such condition is specified by the guard function
assigned to 𝑡𝐷1_𝑠 (see Table 5). When a token is deposited in 𝑃𝐹_𝑏 , the transition 𝑇𝐹_𝑛 , which represents the network
delay, is enabled. When 𝑇𝐹_𝑛 fires, tokens in 𝑃𝐹_𝑏 and 𝑃𝐹_𝑖 are removed and a new token is deposited in 𝑃𝐹_𝑝 . This
state transition corresponds to the arrival of an image processing request in the fog. The firing of 𝑇𝐹_𝑠 represents
the completion of an image processing. As the failure and recovery processes are the same as in the previous models
presented, we do not detail them. Additionally, the battery model (see Figure 4b) is slightly changed because the captured
images are not processed on the drone. Consequently, the part of the model related to the drone’s busy state (e.g.:
transitions 𝑡𝑏𝑢𝑠𝑦_𝑤 and 𝑡𝑏𝑢𝑠𝑦_𝑙 ) is removed. The battery model hierarchically depends on the drone-fog environment
and network models, since battery discharge rates should change according to processing and communications states.

5.3 AD models

Figure 5 presents the model we created based on the model of Figure 3 to consider aging states and a restart mechanism
for a drone application. Table 6 presents the legend for the SPN models in Figure 5. We opted not to consider the
models presented in Figure 4 as the processing occurs within a fog node. In this context, periodic restarts of the drone
application, triggered promptly upon detecting aging, would have no impact on this environment. Although the network
and battery models remain unchanged (omitted from Figure 5), we introduced a restart model (see Figure 5b) and
updated the drone model to account for aging states (𝑃𝐴𝐷1𝑖 and 𝑃𝐴𝐷1𝑝 ) and a restart mechanism (𝑇𝑅1 and 𝑇𝑅2). The
restart model represents the restarting of the application process by the firing of the transitions 𝑇𝑅1 or 𝑇𝑅2 when an
aging state is detected, represented by the presence of tokens in the places 𝑃𝐴𝐷1_𝑖 or 𝑃𝐴𝐷1_𝑝 . The application can fail
Manuscript submitted to ACM
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Table 4. Legend for the fog processing models.

Models Transition Description
Drone-Fog 𝑃𝐷1_𝑖 Drone idle state

𝑃𝐷1_𝑝 Drone busy state
𝑃𝐷1_𝑑𝑤 Drone down state
𝑇𝐷1_𝑗 Drone job arrival time
𝑇𝐷1_𝑓 2 Drone failure time in idle state
𝑇𝐷1_𝑟 Drone recovery time
𝑡𝐷1_𝑠 Drone offloading
𝑃𝐹_𝑏 Drone offloading state
𝑃𝐹_𝑖 Fog idle state
𝑃𝐹_𝑝 Fog busy state
𝑃𝐹_𝑑𝑤 Fog down state
𝑇𝐹_𝑛 Fog network delay
𝑇𝐹_𝑠 Fog service time
𝑇𝐹_𝑓 1 Fog failure time in busy state
𝑇𝐹_𝑓 2 Fog failure time in idle state
𝑇𝐹_𝑟 Fog recovery time

Battery 𝑃𝐵_𝑙𝑒𝑣𝑒𝑙 Battery level state
𝑃𝑆_𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒 Battery discharge state
𝑇𝑑𝑒𝑐 Decision point
𝑃𝑑𝑒𝑐 Decision state
𝑡𝑖𝑑𝑙𝑒_𝑤 Drone probability (Wi-Fi and idle)
𝑡𝑖𝑑𝑙𝑒_𝑙 Drone probability (LTE and idle)
𝑃𝑖𝑑𝑙𝑒_𝑤 Battery discharge (Wi-Fi and idle) state
𝑃𝑖𝑑𝑙𝑒_𝑙 Battery discharge (LTE and idle) state
𝑇𝑖𝑑𝑙𝑒_𝑤𝐶 Battery discharge (Wi-Fi and idle) time
𝑇𝑖𝑑𝑙𝑒_𝑙𝐶 Battery discharge (LTE and idle) time

Table 5. Additional guard functions adopted for the models of Figure 4.

Transition Expression
𝑡𝐷1_𝑠 ((𝑃𝑊 _𝑢𝑝 = 1) AND (𝑃𝑊 _𝑎𝑐𝑡 = 1)) OR ((𝑃𝐿_𝑢𝑝 = 1) AND (𝑃𝐿_𝑎𝑐𝑡 = 1))

from the aging states through the transitions 𝑇𝐷1_𝑓 3 and 𝑇𝐷1_𝑓 4. Table 7 lists the guard functions for the model. When
the application process is restarted, the state is changed to the normal state, as indicated by the guard functions of the
transitions 𝑡𝑖𝑛_𝑅1, 𝑡𝑖𝑛_𝑅2, 𝑡𝐶𝑙𝑜𝑐𝑘 , and 𝑡𝑅𝑒𝑠𝑡𝑎𝑟𝑡 .
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Fig. 5. Aging drone processing models with a restart.
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Table 6. Legend for the drone processing models with a restart.

Model Transition Description

Drone 𝑃𝐴𝐷1_𝑖 Drone aging idle state
𝑃𝐴𝐷1_𝑝 Drone aging busy state
𝑇𝐴𝐷1_𝑖 Drone aging job arrival time
𝑇𝐴𝐷1_𝑝 Drone aging service time
𝑇𝐴1 Drone aging time in idle state
𝑇𝐴2 Drone aging time in busy state
𝑇𝐷1_𝑓 3 Drone failure time in aging busy state
𝑇𝐷1_𝑓 4 Drone failure time in aging idle state
𝑇𝑖𝑛_𝑅1 Drone restart in busy state
𝑇𝑖𝑛_𝑅2 Drone restart in idle state
𝑃𝑅1 Drone restart state (busy)
𝑃𝑅2 Drone restart state (idle)
𝑇𝑅1 Drone restart time (busy)
𝑇𝑅2 Drone restart time (idle)
𝑃𝐷1_𝑖 Drone idle state
𝑃𝐷1_𝑝 Drone busy state
𝑃𝐷1_𝑑𝑤 Drone down state
𝑇𝐷1_𝑗 Drone job arrival time
𝑇𝐷1_𝑠 Drone service time
𝑇𝐷1_𝑓 1 Drone failure time in busy state
𝑇𝐷1_𝑓 2 Drone failure time in idle state
𝑇𝐷1_𝑟 Drone recovery time

Clock 𝑃𝑖𝑛_𝑐𝑙𝑜𝑐𝑘 Drone aging detection state
𝑃𝑜𝑢𝑡_𝑐𝑙𝑜𝑐𝑘 Drone restart state
𝑡𝑐𝑙𝑜𝑐𝑘 Drone aging detection
𝑡𝑟𝑒𝑠𝑡𝑎𝑟𝑡 Drone restart

Table 7. Guard functions for the models of Figure 5.

Transition Expression
𝑡𝑖𝑛_𝑅1 (𝑃𝑖𝑛_𝐶𝑙𝑜𝑐𝑘 = 1)
𝑡𝑖𝑛_𝑅2 (𝑃𝑖𝑛_𝐶𝑙𝑜𝑐𝑘 = 1)
𝑡𝐶𝑙𝑜𝑐𝑘 (𝑃𝑅1 = 1) OR (𝑃𝑅2 = 1)

𝑡𝑅𝑒𝑠𝑡𝑎𝑟𝑡 (𝑃𝑅1 = 0) AND (𝑃𝑅2 = 0)

Figure 6 presents the aging drone processing models without a restart, while Table 8 presents the legend for these
models. This model is similar to the model presented in Figure 5. The difference is that we removed the restart mechanism
and updated the battery model. The update of the battery model is required because we needed to include the probability
of the aging states represented by the transitions 𝑡𝐴𝑖𝑑𝑙𝑒_𝑤 , 𝑡𝐴𝑖𝑑𝑙𝑒_𝑙 , 𝑡𝐴𝑏𝑢𝑠𝑦_𝑙 , and 𝑡𝐴𝑏𝑢𝑠𝑦_𝑙 . It is important to note that
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in the scenario with a restart, the battery model does not account for transitions representing the probability of aging
states. This is because we assume the application is promptly restarted as soon as an aging state is detected.
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Fig. 6. Aging drone processing models without a restart.

5.4 Adopted metrics

In this study, we consider several key metrics: steady-state availability (AV), throughput (TP), drone flight autonomy
(FA), and out-of-battery probability (OBP). Table 9 displays the expressions used to evaluate these metrics, which are
defined for the models presented earlier in this work. It is worth noting that AV and TP can be computed using the
lower-level component models, such as the drone model and network model. Note that 𝐷𝑠𝑒𝑟 and 𝐹𝑠𝑒𝑟 represent values
assigned to transitions 𝑇𝐷1𝑠 and 𝑇𝐹𝑠 , respectively. Furthermore, we employ AV1 and AV2 to compute the steady-state
availability of the AD model, both with and without restart mechanisms.

Autonomy-related metrics like FA and OBP need to be analyzed through a higher-level model, specifically, the battery
model. The FA metric is calculated by determining the average time to absorption in 𝑃𝑆𝑑 𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒 within the battery
model. In other words, it represents the average time it takes for the battery to run out. Unlike the other metrics in Table
9, FA is not explicitly defined as an expression because its value can be computed from the mean time to absorption
within the model. On the other hand, the value of the OBP metric is calculated by the probability of battery discharge
through a transient evaluation at a given time of the metric 𝑃{#𝑃𝑆_𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒 = 100}.

6 EVALUATION

To evaluate the proposed models and FA-Assure, we consider a case study of a SAR mission scenario and conduct
numerical studies to derive the autonomy assurance strategy. First, we present a SAR scenario to illustrate the proposed
Manuscript submitted to ACM
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Table 8. Legend for the drone processing models without a restart.

Model Transition Description
Drone 𝑃𝐴𝐷1_𝑖 Drone aging idle state

𝑃𝐴𝐷1_𝑝 Drone aging busy state
𝑇𝐴𝐷1_𝑖 Drone aging job arrival time
𝑇𝐴𝐷1_𝑝 Drone aging service time
𝑇𝐴1 Drone aging time in idle state
𝑇𝐴2 Drone aging time in busy state
𝑇𝐷1_𝑓 3 Drone failure time in aging busy state
𝑇𝐷1_𝑓 4 Drone failure time in aging idle state
𝑃𝐷1_𝑖 Drone idle state
𝑃𝐷1_𝑝 Drone busy state
𝑃𝐷1_𝑑𝑤 Drone down state
𝑇𝐷1_𝑗 Drone job arrival time
𝑇𝐷1_𝑠 Drone service time
𝑇𝐷1_𝑓 1 Drone failure time in busy state
𝑇𝐷1_𝑓 2 Drone failure time in idle state
𝑇𝐷1_𝑟 Drone recovery time

Battery 𝑃𝐵_𝑙𝑒𝑣𝑒𝑙 Battery level state
𝑃𝑆_𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒 Battery discharge state
𝑇𝑑𝑒𝑐 Decision point
𝑃𝑑𝑒𝑐 Decision state
𝑡𝐴𝑖𝑑𝑙𝑒_𝑤 Drone aging probability (Wi-Fi and idle)
𝑡𝐴𝑖𝑑𝑙𝑒_𝑙 Drone aging probability (LTE and idle)
𝑡𝐴𝑏𝑢𝑠𝑦_𝑤 Drone aging probability (Wi-Fi and busy)
𝑡𝐴𝑏𝑢𝑠𝑦_𝑙 Drone aging probability (LTE and idle)
𝑃𝐴𝑖𝑑𝑙𝑒_𝑤𝐶 Battery aging discharge state (Wi-Fi and idle)
𝑃𝐴𝑖𝑑𝑙𝑒_𝑙𝐶 Battery aging discharge state (LTE and idle)
𝑃𝐴𝑏𝑢𝑠𝑦_𝑤𝐶 Battery aging discharge state (Wi-Fi and busy)
𝑃𝐴𝑏𝑢𝑠𝑦_𝑙𝐶 Battery aging discharge state (LTE and busy)
𝑇𝐴𝑖𝑑𝑙𝑒_𝑤𝐶 Battery aging discharge time (Wi-Fi and idle)
𝑇𝐴𝑖𝑑𝑙𝑒_𝑙𝐶 Battery aging discharge time (LTE and idle)
𝑇𝐴𝑏𝑢𝑠𝑦_𝑤𝐶 Battery aging discharge time (Wi-Fi and busy)
𝑇𝐴𝑏𝑢𝑠𝑦_𝑙𝐶 Battery aging discharge time (LTE and busy)
𝑡𝑖𝑑𝑙𝑒_𝑤 Drone probability (Wi-Fi and idle)
𝑡𝑖𝑑𝑙𝑒_𝑙 Drone probability (LTE and idle)
𝑡𝑏𝑢𝑠𝑦_𝑤 Drone probability (Wi-Fi and busy)
𝑡𝑏𝑢𝑠𝑦_𝑙 Drone probability (LTE and idle)
𝑃𝑖𝑑𝑙𝑒_𝑤 Battery discharge state (Wi-Fi and idle)
𝑃𝑖𝑑𝑙𝑒_𝑙 Battery discharge state (LTE and idle)
𝑃𝑏𝑢𝑠𝑦_𝑤 Battery discharge state (Wi-Fi and busy)
𝑃𝑏𝑢𝑠𝑦_𝑙 Battery discharge state (LTE and busy)
𝑇𝑖𝑑𝑙𝑒_𝑤𝐶 Battery discharge time (Wi-Fi and idle)
𝑇𝑖𝑑𝑙𝑒_𝑙𝐶 Battery discharge time (LTE and idle)
𝑇𝑏𝑢𝑠𝑦_𝑤𝐶 Battery discharge time (Wi-Fi and busy)
𝑇𝑏𝑢𝑠𝑦_𝑙𝐶 Battery discharge time (LTE and busy)
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Table 9. Expression for evaluating the adopted metrics.

Env. Metric Expression
DP AV P{((#𝑃𝐷1_𝑖 = 1) OR (#𝑃𝐷1_𝑝 = 1)) AND ((#𝑃𝑊 _𝑢𝑝 = 1) AND (#𝑃𝑊 _𝑎𝑐𝑡 = 1)) OR

((#𝑃𝐿_𝑢𝑝 = 1) AND (#𝑃𝐿_𝑎𝑐𝑡 = 1))}
TP ((𝐸{#𝑃𝐷1_𝑝 }) ∗ (1/𝐷𝑠𝑒𝑟 ))

OBP 𝑃{#𝑃𝑆_𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒 = 100}
FP AV P{((#𝑃𝐷1_𝑖 = 1) OR (#𝑃𝐷1_𝑝 = 1)) AND ((#𝑃𝐹_𝑏 = 1) OR (#𝑃𝐹_𝑝 = 1)) AND

((#𝑃𝑊 _𝑢𝑝 = 1) AND (#𝑃𝑊 _𝑎𝑐𝑡 = 1)) OR ((#𝑃𝐿_𝑢𝑝 = 1) AND (#𝑃𝐿_𝑎𝑐𝑡 = 1))}
TP ((𝐸{#𝑃𝐹_𝑝 }) ∗ (1/𝐹𝑠𝑒𝑟 ))

OBP 𝑃{#𝑃𝑆_𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒 = 100}
AD AV1 P{((#𝑃𝐷1_𝑖 = 1) OR (#𝑃𝐷1_𝑝 = 1)OR (#𝑃𝐴𝐷1_𝑖 = 1) OR (#𝑃𝐴𝐷1_𝑝 = 1) OR (#𝑃𝑅1 = 1) OR (#𝑃𝑅2 = 1))

AND ((#𝑃𝑊 _𝑢𝑝 = 1) AND (#𝑃𝑊 _𝑎𝑐𝑡 = 1)) OR ((#𝑃𝐿_𝑢𝑝 = 1) AND (#𝑃𝐿_𝑎𝑐𝑡 = 1))}
AV2 P{((#𝑃𝐷1_𝑖 = 1) OR (#𝑃𝐷1_𝑝 = 1)OR (#𝑃𝐴𝐷1_𝑖 = 1) OR (#𝑃𝐴𝐷1_𝑝 = 1))

AND ((#𝑃𝑊 _𝑢𝑝 = 1) AND (#𝑃𝑊 _𝑎𝑐𝑡 = 1)) OR ((#𝑃𝐿_𝑢𝑝 = 1) AND (#𝑃𝐿_𝑎𝑐𝑡 = 1))}
OBP 𝑃{#𝑃𝑆_𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒 = 100}

approach for modeling and analyzing a UAV in a mission-critical scenario. Following that, we present results related to
availability, performance, and autonomy, particularly in the context of heavy-loaded processes (DP and FP). We then
proceed to present the results pertaining to software aging processes, focusing on restarting as one of the recovery
methods that can be implemented to mitigate application aging. Finally, we provide an analysis of the strategy.

For the sake of reproducibility, we divided the input parameter values in Tables 10, 11, and 12. In Table 10, we present
the input parameter values for DP and FP models presented in Figures 3 and 4, respectively. In Tables 11 and 12, we
present additional input parameter values for the aging drone processing models with and without a restart presented,
respectively, in Figures 5 and 6. Note these input parameter values are assigned to the transitions of the SPN models for
the purpose of numerical analysis. Despite the fact the parameter values can be measured or estimated from experiments,
we gathered them from other works [17, 18]. The battery discharge values are based on [21]. For constructing our
hierarchical models based on SPNs, we utilized both SPNP and Mercury to facilitate the modeling and subsequent
numerical analysis. More specifically, we used SPNP for the availability-performance analysis, while Mercury is used
for flight autonomy analysis. SPNP is a tool for modeling and analyzing stochastic systems using stochastic Petri nets
[13]. It is widely used to model complex systems and analyze their performance by incorporating randomness into
transitions and events. Mercury [20], on the other hand, is integrated software that enables the creation and evaluation
of reliability block diagrams, stochastic Petri nets, continuous time Markov chains, and energy flow models. It offers a
graphical interface for model creation, supports formal analysis, and simulations, making it valuable for designing and
evaluating complex systems.

6.1 UAV in a SAR scenario

We consider a SAR scenario to illustrate the proposed approach to model and analyze a UAV in a mission-critical
scenario (see Figure 7). The UAV captures images of the area of a mission to search for missing persons after a natural
disaster. If a person is found, the UAV communicates the coordinates to the ground station. Wi-Fi or LTE networks are
used for communication purposes. If the Wi-Fi network is not working, the LTE network is used instead. An object
detection program runs on the drone to detect persons to rescue, but the process can be offloaded to a fog node in the
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Table 10. Default input parameters for DP and FP models.

Transition Variable Value
𝑇𝐷1_𝑗 𝜃𝐷1_𝑗 0.00139 (hrs)
𝑇𝐷1_𝑠 𝜃𝐷1_𝑠 0.00083 (hrs)

𝑇𝐷1_𝑓 1 𝜃𝐷1_𝑓 1 72 (hrs)
𝑇𝐷1_𝑓 2 𝜃𝐷1_𝑓 2 336 (hrs)
𝑇𝐷1_𝑟 𝜃𝐷1_𝑟 0.332 (hrs)
𝑇𝐹_𝑛 𝜃𝐹_𝑛 0.000139 (hrs)
𝑇𝐹_𝑠 𝜃𝐹_𝑠 0.00069 (hrs)

𝑇𝐹_𝑓 1 𝜃𝐹_𝑓 1 730 (hrs)
𝑇𝐹_𝑓 2 𝜃𝐹_𝑓 2 2920 (hrs)
𝑇𝐹_𝑟 𝜃𝐹_𝑟 0.5 (hrs)
𝑇𝑊 _𝑓 𝜃𝑊 _𝑓 2 (hrs)
𝑇𝑊 _𝑟 𝜃𝑊 _𝑟 0.0028 (hrs)
𝑇𝐿_𝑓 𝜃𝐿_𝑓 2 (hrs)
𝑇𝐿_𝑟 𝜃𝐿_𝑟 0.0028 (hrs)

𝑇𝑊 _𝑎𝑐𝑡 𝜃𝑊 _𝑎𝑐𝑡 0.000139 (hrs)
𝑇𝐿_𝑎𝑐𝑡 𝜃𝐿_𝑎𝑐𝑡 0.000139 (hrs)

𝑇𝑖𝑑𝑙𝑒_𝑤𝐶 𝜃𝑖𝑑𝑙𝑒_𝑤𝐶 0.09 (hrs)
𝑇𝑖𝑑𝑙𝑒_𝑙𝐶 𝜃𝑖𝑑𝑙𝑒_𝑙𝐶 0.071666 (hrs)

𝑇𝑏𝑢𝑠𝑦_𝑤𝐶 𝜃𝑏𝑢𝑠𝑦_𝑤𝐶 0.045 (hrs)
𝑇𝑏𝑢𝑠𝑦_𝑙𝐶 𝜃𝑏𝑢𝑠𝑦_𝑙𝐶 0.035833 (hrs)
𝑡𝑖𝑑𝑙𝑒_𝑤 𝜃𝑖𝑑𝑙𝑒_𝑤 0.142
𝑡𝑖𝑑𝑙𝑒_𝑙 𝜃𝑖𝑑𝑙𝑒_𝑙 2.84E-05

𝑡𝑏𝑢𝑠𝑦_𝑤 𝜃𝑏𝑢𝑠𝑦_𝑤 0.853
𝑡𝑏𝑢𝑠𝑦_𝑙 𝜃𝑏𝑢𝑠𝑦_𝑙 0.00017

Table 11. Default input parameters for the aging processing models with a restart.

Transition Variable Value
𝑇𝐴1 𝜃𝐴1 4 (hrs)
𝑇𝐴2 𝜃𝐴2 4 (hrs)
𝑇𝑅1 𝜃𝑅1 0.01666 (hrs)
𝑇𝑅2 𝜃𝑅2 0.01666 (hrs)

𝑇𝐷1_𝑓 3 𝜃𝐷1_𝑓 3 36 (hrs)
𝑇𝐷1_𝑓 4 𝜃𝐷1_𝑓 4 168 (hrs)
𝑡𝑖𝑑𝑙𝑒_𝑤 𝜃𝑖𝑑𝑙𝑒_𝑤 0.14
𝑡𝑖𝑑𝑙𝑒_𝑙 𝜃𝑖𝑑𝑙𝑒_𝑙 0.84

𝑡𝑏𝑢𝑠𝑦_𝑤 𝜃𝑏𝑢𝑠𝑦_𝑤 1.86E-4
𝑡𝑏𝑢𝑠𝑦_𝑙 𝜃𝑏𝑢𝑠𝑦_𝑙 0.001

fog node infrastructure. FA-Assure is used for determining the right condition to start or stop computation offloading
depending on internal and external system states or when restarting faulty application processes.

6.2 Performance and availability analysis

The stability of a Wi-Fi connection for a flying drone can vary significantly depending on the location. For example,
UAVs in a SAR mission may need to connect to multiple Wi-Fi hotspots as they cover a given area. Therefore, in Figure 8,
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Table 12. Default input parameters for the aging processing models without a restart.

Transition Variable Value
𝑇𝐴𝑖𝑑𝑙𝑒_𝑤𝐶 𝜃𝐴𝑖𝑑𝑙𝑒_𝑤𝐶 0.045 (hrs)
𝑇𝐴𝑖𝑑𝑙𝑒_𝑙𝐶 𝜃𝐴𝑖𝑑𝑙𝑒_𝑙𝐶 0.035 (hrs)

𝑇𝐴𝑏𝑢𝑠𝑦_𝑤𝐶 𝜃𝐴𝑏𝑢𝑠𝑦_𝑤𝐶 0.0225 (hrs)
𝑇𝐴𝑏𝑢𝑠𝑦_𝑙𝐶 𝜃𝐴𝑏𝑢𝑠𝑦_𝑙𝐶 0.017 (hrs)
𝑡𝐴𝑖𝑑𝑙𝑒_𝑤 𝜃𝐴𝑖𝑑𝑙𝑒_𝑤 0.58
𝑡𝐴𝑖𝑑𝑙𝑒_𝑙 𝜃𝐴𝑖𝑑𝑙𝑒_𝑙 7.78E-4

𝑡𝐴𝑏𝑢𝑠𝑦_𝑤 𝜃𝐴𝑏𝑢𝑠𝑦_𝑤 0.35
𝑡𝐴𝑏𝑢𝑠𝑦_𝑙 𝜃𝐴𝑏𝑢𝑠𝑦_𝑙 4.67E-4
𝑡𝑖𝑑𝑙𝑒_𝑤 𝜃𝑖𝑑𝑙𝑒_𝑤 0.0073
𝑡𝑖𝑑𝑙𝑒_𝑙 𝜃𝑖𝑑𝑙𝑒_𝑙 9.5E-6

𝑡𝑏𝑢𝑠𝑦_𝑤 𝜃𝑏𝑢𝑠𝑦_𝑤 0.043
𝑡𝑏𝑢𝑠𝑦_𝑙 𝜃𝑏𝑢𝑠𝑦_𝑙 5.71E-5

Area of mission

Unmanned Aerial Vehicles 

Fog

LTE Wi-Fi

Ground Control Station

(1) Drone Processing

(2) Fog Processing

Fig. 7. UAVs in a mission-critical scenario.

we plot the impact of the mean time between Wi-Fi disconnections on the availability. On the x-axis we vary the mean
time between Wi-Fi disconnections (𝜃𝑊 _𝑓 ), starting from 5 up to 300 minutes. If we consider the mean time between
Wi-Fi disconnections less than 60 minutes, the results show that having both Wi-Fi and LTE network connections has
better results than just one in terms of availability. For the cases where the mean time between Wi-Fi disconnections is
bigger than 60 minutes, the availability for DP and FP starts to get very close. However, FP still has the best levels of
availability. These results revealed that for critical missions where the mean time between Wi-Fi disconnections is low,
the best option is always to use more than one network connection. Nevertheless, as the mean time between Wi-Fi
disconnections increases, FP is the best option and the choice of whether or not to use redundant networks is not so
significant.

Figure 9 presents the impact of the mean time between Wi-Fi disconnections on the throughput. Note that high
throughput is very important for mission-critical UAVs since they need to be able to process large amounts of data
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Fig. 8. Availability analysis.
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Fig. 9. Throughput analysis.
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Fig. 10. Network delay analysis.
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Fig. 11. Fog processing time analysis.

quickly. For instance, high throughput rates enable the timely delivery of videos or images of a rescue area, which
is crucial for the success of any SAR mission. We vary the 𝜃𝑊 _𝑓 from 0.1 up to 60 minutes on the x-axis. As the
image processing for DP is not affected by the network because the image processing is carried out locally, the results
considering only Wi-Fi and both (Wi-Fi and LTE network connections) are the same (see green and black lines). The
throughput of FP, on the other hand, is highly affected, especially, when the mean time between Wi-Fi disconnections
is less than 6 minutes and only a Wi-Fi configuration is considered. Nevertheless, the longer the mean time between
Wi-Fi disconnections, the higher the throughput for FP. In short, if the network connection is unstable, the best option
is FP(Wi-Fi+LTE). On the other hand, if the network connection is stable, the best option is FP using only Wi-Fi or both
Wi-Fi and LTE.

It is known that one of the main advantages of using fog computing is to decrease the latency by processing selected
data locally, instead of sending it to the cloud for analysis. However, it will depend on how far away the fog is located and
how much data needs to be sent to it. Additionally, fog nodes may not always be available for a UAV in mission-critical
scenarios. Therefore, Figure 10 presents the impact of network delays on throughput. We vary the fog network delay
(𝜃𝐹_𝑛) from 0.1 to 5 seconds. The results confirm that FP is highly affected by network delays. As the network delay
increases, the throughput decreases for FP. On the other hand, DP is not affected by long-distance network delays
because there is no fog node for this environment. Also, the throughput difference for FP using only Wi-Fi and both
Wi-Fi and LTE is very small.

As stated by [3], "fog nodes can be any device with computing, storage, and network connectivity and are deployed
anywhere with a network connection". Nevertheless, these devices have different processing times and can affect SAR
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missions. Therefore, Figure 11 presents the impact of the mean fog service time on the throughput. We vary the mean
fog processing time (𝜃𝐹_𝑠 ) from 0.1 to 5 seconds. Note that the throughput for DP is constant because there is no fog
node for this environment and the throughput difference for FP using only Wi-Fi and both Wi-Fi and LTE is very
small. As expected for FP, the shorter the Fog processing time is, the better the throughput is. It also reveals that the
throughput of DP is only better than FP when the mean fog service time is greater than 3 seconds.

6.3 Flight autonomy analysis

One of the concerns in a UAV operation is the battery life which limits the length of the flight. In Table 13, we present
the FA in terms of battery lifetime, taking into account distinct network connections. The results show that FP is better
than DP for all the scenarios. LTE is turned out to be the worst option in terms of the battery lifetime regardless of
computation modes because the LTE connection has a higher discharge rate than Wi-Fi.

Table 13. Battery Lifetime for Different Scenarios.

Scenario WIFI LTE WIFI+LTE
DP 5.181 4.126 5.180
FP 9.000 7.167 8.998

UAV pilots who are willing to plan and execute a mission should be aware of the UAV flight autonomy. The CDF
(Cumulative Distributed Function) of OBP indicates the probability of a UAV running out of battery in the air and
crashing to the ground. Note that we compute the CDF by a transient evaluation of the metric 𝑃{#𝑃𝑆_𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒 = 100}.
In Figure 12, we present the CDFs for DP considering Wi-Fi, Wi-Fi plus LTE, and LTE. Note that the difference between
Wi-Fi plus LTE and just Wi-Fi is minimal so the lines are overlapping each other. The results indicate that the average
probabilities of a UAV running out of battery within 5 hours are 38.98%, 38.89%, and 96.76% for Wi-Fi, Wi-Fi plus
LTE, and LTE, respectively. Nevertheless, the probability increases with time, so that at 8.3 hours the probability of a
UAV running out of battery considering Wi-Fi and Wi-Fi plus LTE is 100%, while at 6.6 hours the same probability
considering LTE is 100%.

In Figure 13, we compare the CDFs considering distinct network connections for FP. Similar to DP, the difference
between Wi-Fi plus LTE and just Wi-Fi is minimal, therefore the lines are overlapping each other. Compared to DP, FP
has much better flight autonomy. For instance, the results indicate that the average probability of a UAV running out of
battery within 8 hours is 13.15%, 13.09%, and 87.57% for Wi-Fi, Wi-Fi plus LTE, and LTE, respectively. On the other
hand, the UAV is out of battery at 13.7 hours for Wi-Fi and Wi-Fi plus LTE and at 11.1 for the LTE.

Drone battery consumption can be highly affected by external factors like wind speed and direction [39]. Therefore,
we compare the CDFs of DP and FP modes for Wi-Fi plus LTE scenario considering three conditions (normal, medium,
and harsh). For the medium and harsh conditions, we simulated scenarios where the battery consumption rates were
accelerated by 50% and 100%, respectively, compared to the normal condition (𝜃𝑖𝑑𝑙𝑒_𝑤𝐶 , 𝜃𝑖𝑑𝑙𝑒_𝑙𝐶 , 𝜃𝑏𝑢𝑠𝑦_𝑤𝐶 and 𝜃𝑏𝑢𝑠𝑦_𝑙𝐶 ).
In the medium condition, where drones may encounter moderately adverse conditions such as increased wind resistance
or challenging flight conditions, the battery depletes 1.5 times faster than under normal circumstances. On the other
hand, the harsh condition represents the most challenging operational scenario, characterized by extreme environmental
conditions that impose substantial energy demands on drones, such as strong winds or turbulent air. In this scenario, we
assumed a 100% increase in battery consumption rate compared to the normal condition, causing the battery to deplete
at twice the rate it would under normal circumstances. Figures 14 and 15 present CDFs considering the three conditions.
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Fig. 12. CDFs of OBP for DP under different networks.
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Fig. 13. CDFs of OBP for FP under different networks.
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Fig. 14. CDFs of OBP for DP under different conditions.
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Fig. 15. CDFs of OBP for FP under different conditions.

For DP, the results show the UAV is out of battery at 8.3, 5.6, and 4.2 hours for normal, medium, and harsh conditions.
For FP, the results show the UAV is out of battery at 13.7, 9.3, and 7.0 hours for normal, medium, and harsh conditions.
The only scenario where DP is better than FP is when the environmental condition for DP is normal and that for FP is
medium or harsh. The results show that environmental conditions can have a great impact on the probability of a UAV
to fulfill its mission.

6.4 Aging drones analysis

As presented before, application programs are subject to software aging like classification systems. These classification
systems are fundamental for SAR missions because they can be used for identifying potential victims in a rescue area.
Restarting is one of the recovery methods that can be implemented to prevent applications from aging. However, it is
important to note that restarting can be costly and lead to application downtime. Thus, assessing this recovery method
is fundamental.

In Table 14, we present a comparative analysis of availability, considering scenarios both with and without restarts.
In the with restart scenario, the availability slightly surpasses that of the w/o restart scenario, with values of 0.9959 and
0.9953, respectively. This implies that the strategy involving periodic restarts offers advantages in terms of availability, as
the application is promptly restarted upon the detection of aging. The downtime column quantifies the total downtime
experienced by each scenario over the course of a year. The w/o restart scenario accumulates more annual downtime,
totaling 40.776 hours, compared to the with restart scenario, which experiences 35.563 hours of downtime. This suggests
that the with restart scenario experiences less downtime throughout the year, attributed to its prompt restarts upon
aging detection.

Manuscript submitted to ACM



22 Andrade et al.

Table 14. Availability and downtime analysis.

Scenario Availability Annual Downtime (hours)
With restart 0.9959 35.563
W/o restart 0.9953 40.776

In Figure 16, we compare the CDFs of the OBP for a UAV considering with and without restart. Compared to the
UAV without restart, the UAV with restart has much better flight autonomy. For instance, the results indicate that the
average probability of a UAV running out of battery within 4 hours is 98.95%, and 1.14% for the cases without and with
restart, respectively. Additionally, the UAV is out of battery at 8.3 hours for the case with restart and at 5 hours for the
case without restart. These results show that restarting critical aging applications can increase UAV autonomy.
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Fig. 16. CDFs of OBP for a UAV with and without restart.

Our analysis of aging drones has highlighted the importance of addressing software aging in critical applications like
classification systems used in search and rescue missions. While the use of periodic restarts comes with some cost and
potential downtime, our findings show that this strategy can significantly enhance availability and considerably extend
UAV flight autonomy. This emphasizes the significance of employing SPN models to analyze UAV systems, ensuring
the maintenance of availability and performance for these crucial UAV systems that play an essential role in mission
success and saving lives.

6.5 Strategy analysis

The results of sensitivity analysis can guide the design of the UAV system that contains the strategy to mitigate
faulty application programs. One of the important aspects of the strategy is whether the system can effectively use
computation offloading under given environments. From the performance and availability analysis, we observe that
the benefit of FP mode is reduced by a longer fog network delay and a larger fog service time. On the other hand, FP
mode is always preferable if a higher FA is required, as presented in the flight autonomy analysis. If the environmental
conditions discourage offloading, the system needs to operate in DP mode. In this case, the impact of software aging in
the application process must be considered. As shown in the recovery operation analysis, application program restart
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should be employed if FA needs to be larger than approximately 2.5 hours. Based on these observations, the system
engineers may derive a strategy like presented in Figure 17.

Fig. 17. A strategy to select the computation mode for autonomy assurance.

If fog network delay 𝜃𝐹𝑛 and fog service time 𝜃𝐹𝑠 are sufficiently small (𝜃𝐹𝑛 < 1𝑠 and 𝜃𝐹𝑠 < 3𝑠 in our numerical
setting), choosing FP mode can be the best option for systems requiring high FA. If fog network delay or fog service
time is larger than a certain threshold value (i.e., 𝜃𝐹𝑛 > 1 or 𝜃𝐹𝑠 > 3), DP mode can be a better choice (See Figure.
10 and 11 as well). However, in this case, the impact of a faulty application process running on the UAV should be
considered as well. If the application process confronts software aging and FA is required to be larger than 4 hours, a
restarting method needs to be implemented. The derived strategy has a certain level of generality and may be useful in
a higher-level system design. However, the system parameter values differ in other application scenarios. FA-Assure
can assist engineers to conduct such sensitivity analysis and to derive the appropriate strategy for given missions.

7 CONCLUSION

In this work, we presented FA-Assure as an autonomy assurance framework for UAV systems in mission-critical
scenarios based on a performability analysis approach. FA-Assure employs hierarchically-configured SPNs to model and
assess flight autonomy performance subject to faulty application processes. Our approach allows rescue teams to choose
the relevant strategy to ensure the required flight autonomy to accomplish the mission. Through the numerical study
on a SAR mission case study, we showed an example of a strategy for determining computation offloading for given
environmental conditions. However, it is important to note that the challenges in the field of drone technology extend
beyond single-drone operations. As the present work only considers a single drone, in our future work, we plan to
extend our research to address these challenges by considering a swarm of drones where multiple drones collaboratively
work together for mission-critical tasks. Our intention is to explore key issues such as swarm behavior, scalability,
safety, energy efficiency, and practical applications in the context of drone swarms. These challenges represent critical
factors in the development and deployment of drone swarm technology in mission-critical scenarios. By addressing
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these challenges, we aim to contribute to the advancement and practical implementation of drone swarm technology,
enabling its effective use in a wide range of mission-critical applications. Our work also focused on the early stage of
system design and assumed exponential distributions for state transitions in the proposed SPNs. Collecting data from
real UAV environments to estimate realistic distributions is a necessary step toward the detailed design of the system.
Thus, we plan to collect this data and investigate how the changes in distributions affect the autonomy evaluation.
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