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Abstract

Spatial comfort is an important element for spatial design to ensure that individuals are
comfortable. One parameter is acoustics, and measures such as lowering the level of sounds
that are not relevant to one’s needs and masking by natural sounds are important. On
the other hand, the use of auditory displays is intended to convey messages to people,
so it is common for sounds to be intentionally and prominently transmitted. However,
in some cases, the pursuit of spatial comfort through sound is hindered by the use of
auditory displays. Therefore, there is a trade-o↵ between the e↵ectiveness of auditory
display utilization and spatial comfort. This issue must be resolved.

In this dissertation, the author proposes an auditory display that senses whether an
individual needs informational sound or not, whether the space requires the sound to be
produced, and presents the sound only when needed. However, before this system will be
implemented in public spaces, it is necessary to clarify the extent to which the trade-o↵s
can be resolved. Regarding the e↵ectiveness of the use of auditory displays, it will be
seen whether people’s awareness and behavior change from conventional auditory displays
depending on the presence or absence of sound presentation and the sound genre. Regarding
spatial comfort, it will also investigate changes in sound level and in acoustic comfort as a
parameter. Through these research, the objective of this dissertation is to investigate the
utilization e↵ectiveness of auditory display and changes in spatial comfort.

Chapter 1 describes the issues to be addressed in this dissertation with background and
previous research. The purpose of this thesis and the research questions are also stated.

Chapter 2 investigates the audible thresholds for words emitted by the parametric loud-
speakers used in the auditory displays in this paper. Because parametric loudspeakers emit
narrowly directional sound, it is possible to create a system that delivers sound only to those
who are interested and not to others who might otherwise become noisy. However, the re-
duction in noise level is only qualitatively known, and the specific degree of reduction is not
yet clear. Therefore, I aimed to quantitatively evaluate how much the noise level is reduced
for people who do not need the sound by measuring the speech recognition threshold (SRT).
As a result, the lower the background sound, the more noise is reduced. If the background
sound level was 20 dBA, the SRT for non-target listeners was 27.25 dBA for the conven-
tional loudspeakers, but 14.05 dBA for the parametric loudspeakers. When combined with
background sound, the di↵erence in loudness was 7.02 dBA. These results indicate that the
parametric loudspeaker can enhance the spatial comfort level for non-target individuals.

In Chapter 3, I used advertising signage as an example to examine whether auditory dis-
plays based on individual conditions can resolve the trade-o↵ between usage e↵ectiveness
and spatial comfort. Specifically, I proposed a two-step system: an on-demand pinpoint
audio system in the first step and a pinpoint auditory glimpse in the second step. These
systems change the sound level according to the individual’s state of interest. It is verified
whether this system can resolve the trade-o↵ relationship between advertisement recog-
nition as a utilization e↵ect and spatial comfort. Experiments were conducted in which
participants experienced shopping and viewing signage, and were verified through behav-
ioral observation and questionnaires. The results showed that not only changing the sound



level according to the level of attention, but also changing the sound level as a “trigger”
for passersby to look at the signage increased advertisement recognition. Also, even if an
auditory display varies in sound level, it does not negatively impact the acoustic comfort.
From the above, it was found that an auditory display that is tailored to the individual’s
state of interest can balance the e↵ectiveness of use and spatial comfort.

In Chapter 4, the study examined whether an auditory display according to the spatial
context could resolve the trade-o↵ between guiding e↵ects and spatial comfort, with a focus
on pedestrian flow management and assessment of comfort in relation to streetscape. This
study evaluated sound designs for guiding pedestrians while maintaining the streetscape un-
der normal conditions. The results showed that under normal conditions, using comforting
sounds, such as nature sounds, can e↵ectively guide human flow as these sounds increase
the motivation to follow the guidance.

From these three exploratory experiments, design guidelines for auditory displays that
balance utilization e↵ectiveness and spatial comfort were proposed, focusing on sound level,
exposure time, and sound genre. This dissertation contributes as a foundation for imple-
menting auditory displays in public spaces in the future.
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Chapter 1

Introduction

1.1 Soundscape and Acoustic Comfort

We are constantly sensing various things through our sensory organs without even being
aware of it. Through our ears, one such sensory organ, we perceive sounds. When we go out
into the city, we involuntarily hear many sounds, i.e., the noise of our own footsteps while
walking, the chatter of people around us, the sound of cars moving, and the rustling of tree
leaves. These sounds inevitably enter our ears. Research on the perception of these sounds
has a long history. In 1969, Southworth was the first to name this research ‘soundscape,’
defining it as “the quality and type of sounds and their arrangements in space and time” [1].
Subsequently, Schafer categorized the current sound environment into two types [2]. One is
the Hi-Fi (High Fidelity) sound environment, defined as an ideal state where every sound
can be heard clearly. The other is named the Lo-Fi (Low Fidelity) sound environment,
characterized by a state where certain sounds or noises dominate, causing other sounds
to be drowned out. Schafer noted that after the industrial revolution, the soundscape of
the west rapidly transitioned to a Lo-Fi state, underscoring the importance of soundscape
design.

In the design of urban soundscapes, acoustic comfort is an important aspect [3, 4]. The
spatial comfort we experience in our daily lives involves elements such as temperature [5, 6],
light [6], and humidity [7], with acoustics being one of them. Acoustic comfort is defined as
“sound from all sound sources as modified by the environment”[8]. Previous studies have
assessed the acoustic comfort of various spaces, ranging from noisy areas like stations[9] and
shopping malls [3] to quiet environments like parks [10] and libraries [11]. These studies
have reported that the sound level in the space is a major factor in determining acoustic
comfort [12, 13]. In particular, it has been found that the acoustic comfort decreases when
the sound level of unrelated noises, such as traffic noise in parks or conversations in stores, is
high [14, 15]. As a method to prevent this decrease in acoustic comfort, techniques involving
the masking of noise with natural sounds like bird chirps or the sound of rivers have been
employed [16, 17].

Thus, in the design of spaces where people spend their time, it is important to enhance
the acoustic comfort of the location. This can lead to an overall improvement in the spatial
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comfort.

1.2 Auditory Display in Public Space

In public spaces, auditory displays are used to convey messages to the people present. The
content of the messages varies depending on the context of the space. For instance, in places
like stations or bus stops, which are spaces frequented by people on the move, messages
regarding transportation guidance are broadcasted. In commercial facilities, where people
shop or receive services, advertising and promotional messages are played. In addition, in
spaces like events that are crowded, announcements guiding people to detours are made to
alleviate congestion. These messages are conveyed either through loudspeakers by people
or through automated voices via loudspeakers.

These messages directly influence the consciousness and behavior of people. Transporta-
tion guidance messages can smooth the movement of passengers. Advertising messages can
encourage customer purchasing behaviors, influencing product purchases or service utiliza-
tion. Announcements for detour routes can lead to a reduction in congestion by directing
some pedestrians away. Therefore, these sounds are emitted to be noticeable and audible.

Furthermore, sound plays an important role in shaping the atmosphere of a space. For
example, in restaurants, playing fast tempo music can enhance the taste of food and the
desire to purchase [18]. Customers also associate the music in stores with the brand and
image of the products sold there [19]. In city streets, street music contributes to the vibrancy
and character of the area [20, 21].

Thus, by using auditory displays in public spaces, people’s consciousness and behaviors
are being changed.

1.3 Relationships of Auditory Display and Acoustic Comfort

As mentioned in Section 1.1, acoustic comfort is an important factor for spatial design to
ensure individual comfort. Therefore, measures such as reducing the sound level of irrelevant
noises and masking with natural sounds are important. On the other hand, as stated in
Section 1.2, the use of auditory displays is typically intended to convey messages to people,
thus the sounds are emitted to be intentionally noticeable.

However, balancing these two points can be challenging. As previously mentioned, station
announcements may be an important source of information for some passengers, but for
others, they may be unnecessary and decrease acoustic comfort [9]. Similarly, advertising
promotions may be e↵ective for interested individuals or potential customers, but they can
be noise for those who are not concerned. Announcements for detour routes can also become
superfluous auditory information for those walking in the opposite direction or when such
guidance is unnecessary. That is, in the same space, there are cases where some people need
auditory information and others do not. Pursuing acoustic comfort for those who do not
need it can be hindered by the use of auditory displays. This causes spatial comfort level
decrease. Therefore, there is a trade-o↵ issue between the e↵ectiveness of auditory displays
and spatial comfort, and resolving this trade-o↵ issue is necessary.

2



Directivity of Parametric Speaker

Figure 1.1: Sound Directivity of Parametric Loudspeaker

Thus, this dissertation proposes a system that delivers messages to those who need them
and not to those who don’t, aiming to ensure spatial comfort.

1.4 Parametric Loudspeaker

Currently, a loudspeaker used as a device for auditory display (hereafter referred to as a
conventional loudspeaker) emit sound in a non-directional manner. This allows the sound
to reach a wide area. However, this characteristic leads to the trade-o↵ between the e↵ec-
tiveness of auditory displays and spatial comfort.

Therefore, this dissertation utilizes a parametric loudspeaker. A parametric loudspeaker
is a device that arrays ultrasonic waves while transmitting a signal that demodulates them
into audible sound by using the nonlinearity of their propagation through the air, resulting
in audible sound with a narrow directionality [22, 23]. Whereas conventional loudspeakers
di↵use sound, parametric loudspeakers emit sound in a straight line, which has the advan-
tage of limiting the target area and causing less noise, as shown in Figure 1.1. Another
feature of this system is that it is easier to localize than conventional loudspeaker stereo-
phonic sound due to reduced crosstalk [24]. This allows the sound to be delivered only to
people in a specific area. Thus, by using parametric loudspeakers, the aim is to deliver
auditory information only to those who need it.

1.5 Dissertation Objective

As discussed in Section 1.4, parametric loudspeakers can deliver sound to specific individu-
als, but it’s unclear in which situations and for whom the sound is necessary. Therefore, this
dissertation proposes a system that not only utilizes parametric loudspeakers but also incor-
porates sensing to determine whether an individual needs informational sound and whether

3



it’s necessary to emit sound in a space. This will ensure that the message is delivered only
to individuals who need it.

However, before implementing this system in public spaces, it is essential to clarify to
what extent it contributes to resolving the trade-o↵. Regarding the e↵ectiveness of auditory
displays, I will examine whether the presence or absence of sound and the type of sound
change people’s behavior and consciousness compared to conventional auditory displays.
For spatial comfort, I will investigate the fluctuations in sound level and the change in
spatial comfort with sound as a parameter. This dissertation poses the following research
questions and verifies them through three exploratory experiments.

RQ.1 How much is the noise level reduced by the use of parametric loudspeakers?

RQ.2-1 Does varying the sound level of an ad’s auditory display improve recognition?

RQ.2-2 Does varying the sound level of an ad’s auditory display make the acoustic
environment less comfortable?

RQ.3-1 What kind of sound design e↵ectively guides pedestrian flow?

RQ.3-2 What is the impact of sound-guided intervention on streetscape perception?

Through these research questions, it will be verified to what extent the trade-o↵ issue
has been resolved. Specifically, the RQ.1 will examine how much controlling sound level
improves spatial comfort. Through RQ.2-1 and 2-2, the e↵ects will be tested by manipulat-
ing exposure time according to the degree of interest according to the individual context.
As an example of this case, I will take up advertising digital signage. Through RQ.3-1 and
3-2, I will verify the e↵ect of changing the type of sound according to the condition of the
space. An auditory display that guides human flow will be employed as an example of this
case study. This dissertation will examine the degree to which the trade-o↵ issue is resolved
and discuss how auditory displays should be designed, using sound level, exposure time,
and sound genre as the three key parameters.

This dissertation is organized as follows: the remainder of Chapter 1 presents related
research on auditory displays and the use of parametric loudspeakers, outlining the position
of this study in relation to prior research. In the Chapter 2, I measure the Speech Recog-
nition Threshold (SRT) of parametric loudspeakers and compare with that of conventional
loudspeakers at various noise levels through experiments. It will also reveal how much the
parametric loudspeaker can reduce the noise heard by non-target users, which is unavoidable
with conventional loudspeakers. Chapter 3 proposes two-steps systems called “on-demand
pinpoint audio system,” which delivers sound only to a person by using directional sound,
and “pinpoint auditory glimpse,” which uses sound to notify passersby of the presence of
signage. By conducting a participant experiment in a pseudo-store, research questions 2-1
and 2-2 will be answered. Chapter 4 proposes an auditory display for guide pedestrians and
explores the sound design balancing the sound e↵ectiveness and maintaining streetscape.
Through the laboratory experiments, research questions 3-1 and 3-2 will be answered. In
Chapter 5, the results of the above three chapters are summarized, and design guidelines
for auditory displays, as well as their limitations and future directions, are discussed.
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The contributions of this dissertation are following:

• The use of parametric loudspeakers has quantitatively shown that, even in the same
space, sound is delivered only to those who need the information sound, and the
noise level of those who do not need it is reduced. This also leads to a reduction in
information masking. This increases the degree of flexibility in spatial design from
the perspective of sound. (corresponds to Chapter 2)

• The system, which is audible only to those who are watching and delivers sound to
passersby in a short period of time, is expected to have an advertising e↵ect while
maintaining the spatial comfort of the space. This will enable commercial facilities,
which have traditionally had difficulty using advertising sound from a noise perspec-
tive, to make use of sound, thereby expanding the potential for business deployment.
(corresponds to Chapter 3)

• Regarding pedestrian guidance using sound, it is shown that modifying the sound
design according to the intensity of guidance, which changes with the spatial context,
is e↵ective in balancing e↵ective use and streetscape perception. When considering
the use of urban space, it leads to the easing of sound restrictions in cases where such
restrictions have been made. (corresponds to Chapter 4)

1.6 Related Work

1.6.1 Auditory Display

This dissertation is associated not only with auditory display, but also with commercial
facilities, digital signage, current pedestrian guidance, and spatial audio. This section de-
scribes two related studies, auditory display and parametric loudspeakers, that are relevant
to all chapters. In addition, in each chapter, the related studies of the individually related
topics will be described.

An auditory display is a method of conveying information using sound and has been
applied in various fields. The information transmitted can range from complementing visual
information as an assistive technology to sonifying data or even intentions [25].

One of the benefits of converting visual information into sound is that it becomes more
readly accessible for individuals with certain disabilities. Several systems have been pro-
posed to provide navigation assistance to individuals with visual impairments by conveying
geographical information through sound or touch. These systems can be utilized outdoors
using wireless communication or smartphones [26, 27, 28, 29], as well as indoors by using
conventional loudspeakers in GPS-unavailable environments [30, 31, 32, 33]. Such systems
can help to reduce the difficulty for visually impaired individuals to navigate various envi-
ronments. Furthermore, by using sound to inform the visually impaired of the location of
an object, it becomes easier to find lost items and avoid obstacles [34, 35, 36].

Another advantage of converting data into sound is the ease of perceiving data. For
example, it has been reported that auditory data representation requires less learning time
compared to visual data representation [37]. Additionally, auditory perception is said to be
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e↵ective in detecting subtle di↵erences between data [38]. Converting time-series data into
audible formats allows the data to be perceived as a melody, enabling easier assimilation of
the data [39].

Moreover, sound can be used to convey intentions through sound. For example, during
emergencies, alarming sounds are played to convey a sense of crisis. In more everyday
scenarios, sirens on emergency vehicles serve to communicate urgency, even when the vehicle
is not visible, alerting drivers and pedestrians to make way. Research has been conducted
to enhance the e↵ectiveness of such signals [40] and reduce noise levels [41]. In the case
of fire emergencies, various types of sound designs have been studied to quickly evacuate
buildings [42]. Additionally, the development of systems that use abstract sounds alongside
language to guide individuals to exits has been reported, proving to be e↵ective even under
conditions of reduced visibility due to smoke [43]. In a mobile context, notification sounds
are used to convey information about new messages or updates. It has been reported that
such auditory cues are intuitive and preferred by users [44].

In summary, auditory display serves various roles that cannot easily be achieved through
visual means. This dissertation proposes an auditory display that fulfills two roles. The first,
discussed in Chapter 3, is the presentation of advertising sounds. Advertising sounds use
both verbal and non-verbal information, aiming to make them as cognitively recognizable
to people as possible. The second, discussed in Chapter 4, involves guiding sounds. These
sounds communicate to pedestrians at intersections which paths to follow. This role can be
categorized as auditory displays intended to convey specific intentions to users.

1.6.2 Application Using Parametric Loudspeaker

Various techniques have been developed to localize sound sources using conventional loud-
speakers. It has been reported that the precedence e↵ect allows the sound to be localized
approximately correctly even in the presence of reverberation [45, 46], and it is particularly
important to be in the sweet spot to receive this e↵ect [47]. However, crosstalk a↵ects the lo-
calization [24]. A conventional loudspeaker also generally di↵uses the sound and makes the
surrounding environment noisy. In comparison, parametric loudspeakers have superdirec-
tive sound and suppress crosstalk. This makes it possible to transmit binaural information
to the listener more stably than conventional loudspeakers [24]. An additional advantage is
that their directivity does not di↵use the sound into the surrounding environment [48, 49].

In a previous study in which directional sounds were employed, an approach was proposed
to realize a system that provides information in quiet environments such as museums [50, 51],
utilizing a parametric loudspeaker and lenticular lens to make sound and display an image
that was visible only to a specific person [52, 53]. Researchers have also developed systems
that can transmit sounds that can track passersby wearing hats with markers [54] and those
emitted sounds by phased arrays to produce point sources [55]. In addition, directional
sound generated by sound lenses using optical lenses lowers the technical hurdle [56].

In the above mentioned studies, di↵erent techniques were developed for implementing
directional sound. However, the psychological fluctuations of users when subjected to it were
not fully discussed. This dissertation elucidates this unexplored aspect, especially human
behavior and consciousness, and spatial comfort caused by acoustics, through applications
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and experiments.
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Chapter 2

Speech Recognition Threshold

2.1 Chapter Objective

As stated in Chapter 1, by using parametric loudspeakers, sound can be delivered to a
limited audience. This enables a system where only individuals who require auditory in-
formation can hear it. On the flip side, for those who do not need the sound and are not
in the “sweet spot ” - those are now referred to as “non-target listeners ” - the sound is
almost inaudible. This likely results in a lower noise level than what is experienced with
conventional loudspeakers. However, this reduction in noise level is currently understood
only qualitatively, and the exact degree of reduction is not clearly defined. Therefore, this
chapter aims to quantitatively assess how much the noise level decreases for non-target
listeners, addressing RQ.1: “How much is the noise level reduced by the use of paramet-
ric loudspeakers?” This analysis will help determine whether parametric loudspeakers can
contribute to maintaining or enhancing acoustic comfort.

As the assessment, the Speech Recognition Threshold (SRT) of parametric loudspeakers
is measured and compares with that of conventional loudspeakers at various noise levels
through experiments. The threshold of understanding is calculated not only for the people
around them who are not meant to receive it but also for the person receiving the spoken
information. This information can reveal how much the parametric loudspeaker can reduce
the noise heard by non-target users, which is unavoidable with conventional loudspeakers.
It can be also used to quantitate how much louder a parametric loudspeaker must be
compared with a conventional loudspeaker when it is actually used in a public place. This
enables soundscape designers to evaluate the degree of contribution to spatial comfort. By
examining environments ranging from quiet to noisy, such as museums and shopping malls,
a variety of di↵erent conditions can be covered.

2.2 Experimental Environment

The experiment was conducted in an anechoic chamber to measure the SRTs of people who
need information and those who do not. The experimental environment is described in
Figure 2.1. In the experiment, the sound was emitted by a parametric loudspeaker and
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Figure 2.1: The experimental environment and conditions.

conventional loudspeaker at various noise levels. For background noise, conventional loud-
speakers were placed in the four corners of the chamber to produce sound. The participants
sat in chairs and judged whether they could hear the target sound. The conventional loud-
speaker and parametric loudspeaker that emitted the target sound were to be installed in
the center or at the sides. The loudspeakers were placed in front of the participants for the
center placement and out of their line of sight for the side condition, as shown in Figure 2.1.
A list of the equipment used is given in the table at the top right of Figure 2.1.

The background noise was white noise with an FIR digital filter (according to ITU-T
Rec. G.227). The spectrum of this noise is shown in Figure 2.2 (a). The noise level was
set at 20–80 dBA, and was changed by increments of 10 dBA. The sound level is defined as
the average sound level measured by a sound level meter set up where the participants were
sitting. For sound level calibration, a 1 kHz sine wave was used. The sound was calibrated
to a sound pressure equivalent to that of the background noise or the target sound.

SRT measurement experiments need to use native languages with uniform syllable and
parenthetical densities. If the target sound is not in the native language [57, 58, 59], or if
the number of syllables or the degree of familiarity varies [60, 61], the recognition threshold
will decrease and accurate data will not be obtained. Since this experiment was conducted
entirely with Japanese participants, the FW07 dataset [62] in Japanese was used for the
transmitted sound. This dataset contains words with four syllables and has been previously
used in SRT experiments by Japanese researchers [63, 64]. Since familiarity density [65]
can also be selected, this experiment used a high familiarity word set to create a language
environment close to that of daily life. Loudness normalization (ITU BS.1770-3 standard)
was performed for all spoken words speech, and the sound level was set to be the same.
The time plot of the spoken words is shown in Figure 2.3, and the spectrum is shown in
Figure 2.2.

The participants of this experiment were 15 undergraduate or graduate students (ten
males and five females) with an average age of 22.64 years. The experiment was conducted

9



Figure 2.2: Spectra – (a) Background noise, (b)Examples of the spoken word

Figure 2.3: Examples of the time plot of the spoken words : “nodomoto” means throat,
and “genninn” means reason.

after explaining the details of the experiment and obtaining the participants’ consent in ad-
vance. Before the experiment, I conducted a sound field threshold measurement to confirm
that the participants had normal hearing.

This experiment was reviewed and approved by the ethics committee of the University of
Tsukuba (Faculty of Engineering, Information and Systems, Permission number: 2020R434-
1).

2.3 Procedure

In the experiment, the words were played in an environment where background noise was
always present. Participants typed the words that they heard on a PC. The researcher
watched the input text by mirroring it to determine if it matched the actual words played
and then used a switch to increase or decrease the sound level. If the test started at the
minimum sound level, the sound was increased by 10 dBA every time a wrong answer was
given. After that, the sound level was decreased by 2 dBA when a correct answer was given
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Figure 2.4: Experiment procedure of the test started at the minimum sound level.

and increased by 2 dBA after another wrong answer. Repeat these steps, and end the audio
presentation if it turns into a wrong answer for the third time. These steps were repeated,
and the audio presentation ended after a third wrong answer. This procedure was repeated
but starting with the maximum sound level, and the sound presentation was ended after
the third correct answer. The sound level at which the percentage of correct answers was
50% was set as the SRT, which was taken from the midpoint of the sound level when the
answer reversed from incorrect to correct or vice versa. The above experimental procedure
is shown in Figure 2.4.

There were four experimental conditions: a conventional loudspeaker or parametric loud-
speaker was used; these loudspeakers were placed in a central or side location; the test
started at the minimum or maximum sound level; and the words were read out loud in a
male or female voice. The experimental conditions and sound settings are shown in the
right corner of Figure 2.1. The level of the target sound is defined as the average level
measured by a sound level meter placed where the participants were sitting with the loud-
speaker placed in the center of the room. For example, a target level of 40 dBA means that
this is the level that the participant heard when the loudspeaker was in the center, and
the loudspeaker output the same level when it was at the side. The sound level range was
20–80 dBA for the conventional loudspeaker and 20–70 dBA for the parametric loudspeaker
on the basis of equipment and ear protection.

2.4 Results

The SRT results for each loudspeaker and location are shown in Figure 2.5 (a). These
results are pertain to the conditions of sound level variation and voice gender. For the
conventional loudspeaker, the SRTs are almost the same for the cases in which the device
is placed at the center and side at all background noise levels. The signal-to-noise ratios
(SNRs), which represent the di↵erence levels between the background noise and the SRT,
and their average values were calculated. The calculated SNRs were approximately -1.41
dBA and -1.34 dBA for the center and side placements, respectively. These values show
that non-target individuals can also hear the target sound when the target person can
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Figure 2.5: Experimental results of the Speech Recognition Threshold - (a) Experimental
results, (b) Relation between Center and Side sound level, (c) SRTs for the sound level
variations using parametric loudspeaker, (d) SRTs for the sound level variations using con-
ventional loudspeaker

understand the sound. This feature of the conventional loudspeaker is appropriate for
widespread announcement applications. However, if the sound is intended for only a specific
individual or the surrounding environment must be maintained at a quiet level, this device
is not suitable.

For the parametric loudspeaker, the SRTs were di↵erent between the center and side
placements. The average SNRs of the SRTs are approximately -13.87 dBA and 1.45 dBA
for the center and side placements, respectively. The sound level required to present an
informative sound to a target person was approximately 12.46 dBA lower than that neces-
sary in the case of the conventional loudspeaker. The results show that the person around
the target listener cannot hear a considerable amount of the information contained in the
sound. Moreover, the SRT of the non-target person was approximately 2.79 dBA in the
case of the conventional loudspeaker. Furthermore, the sound level encountered by the non-
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Figure 2.6: Experimental results of the Speech Recognition Threshold - (e) SRTs for the
voice gender using parametric loudspeaker, (f) SRTs for the voice gender using conventional
loudspeaker, (g) SRTs when the experiments started from the minimum or maximum sound
level using parametric loudspeaker, (h) SRTs when the experiments started from the mini-
mum or maximum sound level using conventional loudspeaker

target person when the target person heard the sound is shown in Figure 2.5 (b). These
levels were varied in increments of 2 dBA and measured through the sound level meter. The
average level heard by the non-target person was -2.26 dBA and -10.92 dBA lower than that
heard by the target person for the conventional loudspeaker and parametric loudspeaker,
respectively, corresponding to an average di↵erence of 8.66 dBA.

To perform an extensive analysis for the target person, the SRTs for the sound level
variations in descending and ascending series were calculated. The SRT of the descending
series referred to the sound level at which a word was heard once and then not heard
again. The SRT of the ascending series referred to the sound level at which the word was
no longer heard and then heard again. The results for the conventional loudspeaker and
parametric loudspeaker are shown in Figures 2.5 (c) and (d), respectively. In the case of
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Table 2.1: The calculated sound level received by people in the center and surrounding
area, including environmental noise, and the di↵erences between conventional loudspeaker
and parametric loudspeaker.

Conventional Loudspeaker Parametric Loudspeaker
Noise SRT Side Total SRT Side Total Di↵

20 29.25 27.25 28.00 22.53 14.05 20.98 7.02
30 31.60 29.57 32.80 23.13 14.58 30.12 2.68
40 38.38 36.27 41.53 26.47 17.55 40.02 1.51
50 46.85 44.63 51.10 32.68 23.10 50.01 1.10
60 56.15 53.82 60.94 39.07 28.79 60.00 0.93
70 65.15 62.70 70.74 49.78 38.33 70.00 0.74
80 72.72 70.18 80.43 59.28 46.81 80.00 0.43

unit:[dBA]

Figure 2.7: The graph of di↵erences calculated in Table 2.1

the conventional loudspeaker, the average SNRs of the SRT were approximately -3.07 dBA
and 0.82 dBA for the descending and ascending series, respectively. In the case of the
parametric loudspeaker, the average SNRs of the SRT were approximately -15.06 dBA and
-11.43 dBA for the descending and ascending series, respectively. These results showed that
once a person understands the sound, it is possible to continue understanding it even if the
sound level is decreased henceforth.

Furthermore, the SRTs associated with di↵erent voice genders were calculated. The
cases involving the conventional loudspeaker and parametric loudspeaker are illustrated
in Figures 2.6 (e) and (f), respectively. In the case of the conventional loudspeaker, the
SRTs under various background noises were similar. However, in the case of the parametric
loudspeaker, the SRTs were di↵erent for di↵erent voice genders under noise levels of 60 - 80
dBA. The SRTs for the male and female voice were 40.47 dBA and 37.67 dBA at a noise
level of 60 dBA, 53.70 dBA and 45.83 dBA at a noise level of 70 dBA, and 62.00 dBA
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and 56.57 dBA at a noise level of 80 dBA, respectively. These results show that target
individuals find it more difficult to hear the target word spoken by a male voice than that
spoken by a female voice in a noisy environment.

The SRTs when the experiments were started from the minimum or maximum sound
level are shown in Figures 2.6 (g) and (h), respectively. The SRTs were noted to be similar
under various noise levels.

2.5 Discussion

Considering the results, the sound level received by the non-target individuals in the vicinity
of the target individual, including the background noise, was calculated. For example, in a
60 dBA noise environment,the SRT of the target person was 56.15 dBA for the conventional
loudspeaker. Through a linear approximation of the sound level relationship of the data
shown in Figure 2.5 (b), the level received by the non-target person was calculated to
be approximately 53.82 dBA. In other words, the non-target person was exposed to a
combined noise level of 60 dBA + 53.82 dBA, and the result was approximately 60.94 dBA.
In contrast, the sound level at which the target sound could be heard in a 60 dBA noise
environment with the parametric conventional loudspeaker was approximately 39.07 dBA.
In this case, the non-target person received a sound level of approximately 28.79 dBA. The
overall noise level for the non-target person was 60 dBA + 28.79 dBA, and the result was
approximately 60.00 dBA. Compared to that when the sound emitter was the conventional
loudspeaker, when the sound emitter was the parametric loudspeaker, the people around
the target person received a sound level that was approximately 0.94 dBA smaller. The
same calculations for di↵erent noise levels are summarized in Table 2.1 and Figure 2.7.
The values indicate that a smaller background noise level corresponds to a larger di↵erence
in the overall noise level. Compared with the conventional loudspeaker, the parametric
loudspeaker is expected to enhance the spatial comfort level of non-target individuals in
terms of the acoustic comfort, as depicted in Figure 2.8. Moreover, the overall sound level
is decreased, which allows for more flexibility in the design of the sound space, for instance,
through the addition of other announcements or environmental sounds. Furthermore, when
considering information masking, when the level of one sound is reduced, it is easier to hear
other sounds. This is e↵ective even when the overall sound level has not changed much. In
summary, it is quantitatively confirmed that the use of the parametric loudspeaker allows for
more flexibility in the design of the sound space. This aspect can facilitate the space design
in a quiet environment such as a museum, allowing people to listen to the explanations
without additional noise.

From the above, the answer to RQ.1: “How much is the noise level reduced by the
use of parametric loudspeakers?” is that noise reduction is more pronounced with lower
background noise levels. For instance, if the background noise is 20 dBA, the SRT for
non-target listeners was 27.25 dBA with conventional loudspeakers, but it was 14.05 dBA
with parametric loudspeakers. When combined with the background noise, the di↵erence
in sound level was 7.02 dBA.

Additionally, the SRTs for di↵erent voice genders di↵ered, likely because of the fre-
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quency of the parametric loudspeaker and fundamental frequency of the voice gender. The
frequency characteristics of the conventional loudspeaker and the parametric loudspeaker
are shown in Figures 2.9 (c) and (d), respectively. The measurement setups of (c) and
(d) are below; Sampling frequency: 10kHz, Signal: 0 – 2.5kHz upchirp signal in 5 sec-
onds, Microphone: Bruël & Kjær 4939. Above 100 Hz, the frequency characteristics of the
conventional loudspeaker were nearly flat. In general, for a parametric loudspeaker, it is
easier to output sounds with frequencies higher than 300 Hz. The fundamental frequency
f0 of the male voice is lower than that of the female voice. Consider the example of the
word “o-ya-su-mi”. The fundamental frequencies of the first syllable, ‘o’, are shown in Fig-
ures 2.9 (a) and (b). The four voices in the datasets corresponded to di↵erent persons [62].
The fundamental frequencies were (a-1) 120.30 Hz and (a-2) 113.74 Hz for the male voice,
and (b-1) 213.33 Hz and (b-2) 235.29 Hz for the female voice, individually. Notably, the
pitch a↵ects the fundamental frequency and its overtone. Therefore, the sound with low
f0 is more difficult to output from the parametric loudspeaker than the sound with high
f0. Moreover, the soud with low f0 may be masked by the loud background noise. These
factors associated with the f0 lead to di↵erences in the audibility. Therefore, when emitted
by the parametric loudspeaker under a noisy environment, information spoken by the voice
of high f0 or low f0 equalized to a higher pitch is easier to understand. These hypotheses
must be examined in further work.
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(a-1) Spectrum of Male Voice, “o” (a-2) Spectrum of Male Voice, “o” (not used in experiment)

(b-1) Spectrum of Female Voice, “o” (b-2) Spectrum of Female Voice, “o” (not used in experiment)

(c) Spectrum of the Loudspeaker (d) Spectrum of the Parametric Speaker

Figure 2.9: Spectra: (a) Male voice, (b) Female voice, (c) Conventional Loudspeaker, (d)
Parametric Loudspeaker

2.6 Summary

The objective of this section is to evaluate the degree of noise reduction by using the para-
metric loudspeaker and answer to the research question 1 “How much is the noise level
reduced by the use of parametric loudspeakers?”. Besides, to clarify the di↵erences pertain-
ing to sound level variation and voice gender, the SRTs of a conventional loudspeaker and
a parametric loudspeaker were measured at various noise levels. According to the results
of experiments involving 15 participants, the target listener’s SRT for a parametric loud-
speaker is smaller than that for a conventional loudspeaker. The non-target person’s SRT
for a parametric loudspeaker is higher than that for a conventional loudspeaker. Moreover,
the SRTs of the descending series are lower than those of the ascending series. In addition,
the SRTs of the target sound with low f0 is higher than that associated with that with high
f0.

The findings highlight that (1) the parametric loudspeaker can enhance the spatial com-
fort level for non-target individuals; (2) once a person understands the sound, it is possible
to continue understanding it even if the sound level is lowered; (3) it is more difficult for
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target individuals to hear the target word spoken in a low f0 than that spoken by a high
f0 in a noisy environment.

The findings can help facilitate loudness control and the design of spaces with di↵erent
sound perceptions for di↵erent individuals in a crowd.
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Chapter 3

Auditory Display on Digital

Signage

3.1 Chapter Objective

From Chapter 2, it was demonstrated that the use of parametric loudspeakers can reduce
noise levels and potentially contribute to spatial comfort. Therefore, in this chapter and the
following Chapter 4, the study examines whether auditory displays according to individual
and spatial context can resolve the trade-o↵ between utilization e↵ectiveness and spatial
comfort. This is tested using specific scenarios. In this chapter, I will examine the subject
of advertising signage, which is often installed in commercial facilities.

In public places, various advertisements are displayed using digital signage to make those
who pass by aware of products and services. Consequently, people demonstrate increased
recognition, interest, memory, and desire for the advertised products, eventually purchasing
them [66]. Advertisement impression will lead to the recall of products and services in
someone’s memory. Therefore, it is important to make advertising recallable to influence
purchasing behavior [67].

The implementation of digital signage in advertising makes it easier to update information
as compared with an analog board, such as a leaflet. It is possible to display multiple pieces
of information sequentially [68]. Digital signage has made it easier to obtain information in
public spaces and has increased the ubiquity of information [69, 70, 71, 72]. However, digital
signage attracts less attention from passersby, which is called “Display Blindness”[71, 73].
This makes advertising less recallable. Advertisements are also perceived as irrelevant to
the passersby and are displayed passively rather than being picked up by them [71]; they
are also generally presented without any sound. It has been found that the presence of
sound is e↵ective in making people notice the signage[74]. It has also been reported that
the presence of background music brings changes in behavior, such as people staying longer
and walking closer to the sound source[75, 76]. In other words, emitting sound may have a
positive e↵ect on advertising. This is because the advertising information can be perceived
both visually and audibly, thus making it easier to make an impression. I consider that this
e↵ect can be extended to digital signage as well as online, and the presence of sound makes
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passersby recallable.
However, the emission of sound produces noise, which can be uncomfortable for passersby

in the surrounding space. This leads to a decrease in the acoustic comfort level. In this
study, I consider temperature and light as general conditions, and look specifically into the
spatial comfort derived from sound [3, 4]. Sounds that match the ambience of the place,
such as natural sounds and live music, are less likely to cause discomfort, whereas artificial
and mechanical sounds are particularly likely to cause irritation [4, 77, 78]. Furthermore,
even the music that is played in a store or during an announcement tends to be disliked if
its sound level is high [79]. While the sounds have not been investigated, as illustrated in
Figure 3.1 (b), they can be perceived as noisy when they are emitted towards people who are
unwilling to pay attention to them. A high level of noise has negative e↵ects not only on the
mind, but also on the body; people subjected to it exhibit reduced co-operation, and may
even su↵er from health problems [80, 81]. In some cities, guidelines have been established to
suppress noise in the surrounding space [82]. Therefore, digital signage should be prevented
from constantly emitting sound.

In this chapter, I implemented two-steps proposed systems that delivers sound only to a
person by using directional sound [52, 56, 83]. The first step is an on-demand pinpoint audio
system, with a new on-demand feature that changes the sound level according to the degree
of attention. This aims to control the amount of information by presenting the sound of the
advertisement only during the time when the user is attentive to the advertisement, which
is decreasing the overall levels and keeping the exposure only to the attentive individuals.
The second step is a pinpoint auditory glimpse, which to passersby approaching the signage
for a short time and changes the sound level depending on the degree of their attention in
response. This system will be integrated into the first step system - the on-demand pinpoint
audio system.

Participant experiments using the proposed system will examine how an auditory display
according to individual context can change purchasing behavior and spatial comfort. Two
specific research questions are as follows:

2-1 Does varying the sound level of an ad’s auditory display improve recognition?

2-2 Does varying the sound level of an ad’s auditory display make the acoustic environment
less comfortable?

3.2 Related Work

3.2.1 Relationships between Advertisement Recognition and Signage

In this section,I will first explain how signage is related to advertisement recognition. Ad-
vertising is a tool used to promote products and brands, which can lead to consumer pur-
chasing behavior. Recognition of the advertisement is a crucial and fundamental step in the
purchasing process. There are three main purchasing models: the AIDMA model [84] cor-
responding to o↵-line, the AISAS model [66] corresponding to online, and Fogg’s behavior
model [85] corresponding to o✏ine and online commonly.
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Figure 3.1: Conventional and Proposed Signage System - (a) Silent, (b) Conventional Loud-
speaker, (c) On-Demand Pinpoint Audio System, (d) Pinpoint Auditory Glimpse

The flow of purchasing behavior can di↵er between o✏ine and online environments. Of-
fline purchasing behavior typically follows the stages of Attention (pay attention to an
advertisement), Interest (interested in a product or service), Desire (desire to buy), Mem-
ory (memorize), and Action (buy in a physical store) [84]. The online flow is referred to
as Attention, Interest, Search (search on the internet), Action (buy it online), and Share
(spread the product or service on social networking sites or other sites) [66].

Attention, in particular, is defined as the behavior of “a consumer who notices a product,
service, or advertisement” that leads to action, which is defined in this instance as “becomes
a firm decision to make a purchase.” There are cases where a purchase is made online after
seeing an ad in digital signage. Attention, which is the scope of this chapter is to increase,
and interest are common to both o✏ine and online flows, as noted in Figure 3.2. However,
not everyone who experiences attention moves on to action, but rather the percentage of
those who do is decreasing rapidly. In other words, it is important to greatly increase
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attention to increase action.
The Fogg’s Behavior Model consists of three elements necessary to elicit human behavior:

“motivation,” “barriers to action,” and “triggers.” Once these elements exceed a certain
threshold, they lead to “behavior.” In this case, the “behavior” refers to a purchasing
behavior. The advertising aims to appeal to these three elements and to increase purchasing
behavior beyond the threshold. In this sense, it is also important to increase attention [85,
86].

Furthermore, the presence of in-store signage tends to make products seem like a bargain
and increase customers’ unplanned purchases [87, 88, 89]. This means that the signage can
enlarge the actions in the purchase funnel. Consequently, it is both important and e↵ective
to stimulate people to actually see advertising signage. Hence, the objective of this chapter
is to address display blindness to improve the recognition of advertising signage.

3.2.2 Public Display and Display Blindness

The previous section established that it is important for advertising signage to be seen.
This includes not only advertising signage but also other information presentation displays
and interactive displays and getting people to notice the presence of the display is the first
step toward achieving e↵ectiveness. Therefore, previous studies have contributed to the
resolution of display blindness by devising various visual stimuli.

Huang et al. reported that the use of video content and signage at the eye level have
made it easier to attract the attention of passersby [71]. Using animation in the content
also improves the attention level [90, 91]. In addition, the vivid colors of the images make
the display stand out and be seen easily [73, 92, 93]. Furthermore, visual stimuli such as
changing luminance and the appearance of new objects also increase attention and con-
tribute to increased interaction [72]. Studies which included a footprint positioned to guide
the interaction [94] or physically waved a hand to call passersby [95] successfully notified
people of the display’s interactive elements and encouraged the passersby to initiate inter-
actions. These studies addressed the first click problem [92], which refers to the difficulty
of initiating interaction with signage. It has also been reported that placing mysterious
objects in front of the display, completely unrelated to the display itself, can also attract
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attention to signage [96].
However, many passersby to whom the ads are presented have a negative attitude that

the ads are of no interest to them. Field observations have reported that this has led
many people to not look at ad signage in public spaces, even in prominent locations such
as escalator signs, or to look at the signage only briefly as part of the scenery [97]. This
means that there is a limit to the e↵ectiveness of location devising, and it is obvious that
people are even less likely to look at small signage installed among product shelves or similar
locations. Therefore, in this study, I aim to overcome display blindness by using sound as
an alternative to the traditional visual approach.

Practical experience, in Japan, the author’s home country, digital signage has been used
everywhere in the city. In Shibuya, a typical example, several digital signage panels are
installed at a single scramble intersection, and most of them play sound. The annoyance of
this image and sound has been raised as a problem in various ways. Jörg Müller, who has
conducted research on display blindness, has described video advertisements in Shibuya and
Times Square in New York City as “you face an overkill of advertisements, letting the vision
presented in the movies seem ever more realistic” [98]. Yasushi Akimoto, who is a famous
ryricist in Japan and abroad, wrote the lyrics about the sound environment surrounding
signage as following: “Ditigal signs are everywhere in town / It’s so annoying / All these
messages poured at once make me wonder / Am I a multi-task listener or what?” [99].
What these suggest is that the bother of digital signage has been described not only as
a phenomenon but also as a cultural form. In this way, the attempt to maximize the
utilization e↵ect of digital signage has become extremely complicated. This chapter uses
digital signage as a specific example to eliminate the adverse e↵ects of over-pursuing the
e↵ectiveness of use and the trade-o↵ relationship with spatial comfort.

3.2.3 Audience Funnel

This chapter uses audio as an alternate solution to display blindness than the visual modal-
ity. However, when the sound is heard by people who are not interested or who are not
shopping, it will become noise and reduce the acoustic comfort level. Thus, it is necessary
to present sound with the appropriate timing and at the appropriate sound level to notify
a passerby of the signage’s presence. Accordingly, it is necessary to consider the behavioral
characteristics of the passersby who are exposed to the sound as a result of the display.

Prior studies have made various attempts to model the display and its e↵ect on the
audience’s behavior. In the studies of interactive displays, there are systems that divide
the distance between the user and the display into zones and change the presented content
accordingly. This improves information accessibility and personalization. Thus, it is easier
to draw the user in and keep them interacting [100, 101]. There is a model that categorizes
the concept and includes an interaction phase called the audience funnel [102]. This is
meant to model the user’s typical interaction-related behavior, which has allowed for a
calculation of e↵ectiveness based on the percentage of action phases, such as people passing
by the display, initiating interaction, and continuing to the end. There is also research that
creates a follow-up action at the end of the interaction based on the audience funnel to
make people re-engage [103]. This is indeed a system that is based on the behavioral model
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of the audience, and its e↵ectiveness has been verified.
Regardless of which model is used, they are all built on the idea that users have di↵erent

degrees of interest in the display, and that it is important to present di↵erent information
to each user. Based on this idea of the audience funnel, the second-step system creates a
model of passerby behavior when confronted with signage using a pinpoint auditory glimpse,
which is called “User-Glimpse Funnel”. I will also discuss the behavior of participants for
each User-Glimpse Funnel through experimental observations.

3.3 On-Demand Pinpoint Audio System

3.3.1 Section Objective

In this section, I propose an on-demand pinpoint audio system. This aims to control the
amount of information by presenting the sound of the advertisement only during the time
when the user is attentive to the advertisement, which is decreasing the overall levels and
keeping the exposure only to the attentive individuals. The visual and audible senses of
passersby can be constantly matched by emitting sound only toward a specific person, as
shown in Figure 3.1 (c). Therefore, even in public spaces, the desired behavior from individ-
uals, such as watching advertisements or enjoying shopping, can be realized. However, the
psychological changes that occur when using this system have not yet been discussed. In
particular, in the conventional silent advertisements displayed in public spaces, the vivid-
ness of videos is an important impression factor [73, 92, 93]. To the best of my knowledge,
in the case of videos with sound, the recallability factors among features such as video and
sound have not been examined.

The objective of this section is to employ an on-demand pinpoint audio system for dis-
playing advertisements to examine the influence of advertisement recallability and acoustic
comfort. The categories of advertisements that a↵ect the advertisement recallability and
acoustic comfort when digital signages emits sound was also investigated. Advertisement
recallability is self-reported, and acoustic comfort is a subjective evaluation of the degree
to which the people in the room are comfortable with the sound in the environment. This
provides new insights into the psychological changes that advertising on digital signage can
bring to people.

3.3.2 System Overview

The on-demand pinpoint audio system was developed to provide an appropriate amount of
advertising information based on the conditions of the passersby. The system overview is
depicted in Figure 3.3.

A camera is used to track the person’s spatial coordinate position, and servo motors rotate
the parametric loudspeaker in azimuth and elevation to keep it pointed at the person’s area,
thereby preventing the sound from reaching other people. This enables pinpoint sound
presentation. In the case of multiple passersby, the master device manages the sensing data
and passes the data to the slave device via socket communication. Based on this data, the
system tracks the passersby individually to present them with the advertisement sound.
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Figure 3.3: System overview of on-demand pinpoint audio system

The orientation of a person’s face is also detected by the camera. Based on the orientation
of the head, camera position, and the digital signage, it is calculated whether the direction
of attention is toward the digital signage, and if not, how far away it is. According to the
position of the attention, the sound sound level of the advertisement on the digital signage
is changed. If the user is completely focusing on the display, the maximum sound level is
output, and if the user is not looking at the display, the level decreases as the position of
the attention direction is further away from the signage. A flowchart of passerby’s attention
and sound level is shown in Figure 3.4. If there is more than one digital signage, only the
ads displayed in the direction of attention can be heard by the passersby, thus, preventing
the noise caused by other advertisements from reaching them. The ad sound is output even
at a minimum sound level to trigger the initial attention and is not completely muted.

The servo motor employed in this section was SG-90, which moves in 0.1 increments.
The camera was Kinect v2, and the sensing during system runtime was approximately 30
fps. The parametric loudspeaker was a Tri-State K-02617 with as many as 50 transducers
(AT40-10PB3) connected to it. Three microcomputer boards were used, which were Arduino
UNO R3. Digital signage was SHARP PN-E703. The control application was developed in
C++ and executed on Windows 10.

3.3.3 Advertisement Categories and Selection

Advertisement Categories

Besides the research questions 2-1 and 2-2, this section clarifies the type of features of
advertising in digital signage will sound a↵ect recallability. Here details the selected adver-
tisements that were used in the experiment. The advertisements were selected from those
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Figure 3.4: Flowchart of the passerby and on-demand pinpoint audio system

actually aired in the TV channel and were 15 s in duration. In this study, the video and au-
dio of the advertisements were each classified into two categories as shown in the Figure 3.5:
“subdued color” and “vivid color,” and “narration dominating” and “music dominating”,
respectively [73, 104, 105]. In particular, advertisements in the “narration dominating”
category predominantly contained an explanation in human voice. By contrast, “music
dominating” referred to advertisements in which music was played almost entirely without
any explanation by a human. Quantitative categorization of the advertisements was into
two categories for video and two categories for audio, thus, resulting in four categories when
multiplied together.

Quantitative Evaluation

First, I performed a quantitative classification. For the video categories, based on the hue,
saturation, and value space, I calculated the hue and saturation variances of all pixels, which
were measured per second of an advertisement image, for 15 images in total. The software
was self-coded in Python. A high value of hue variance indicated that the advertisement
used various colors. In contrast, a higher value of saturation variance indicated that the
advertisement displayed clearer colors. In the sound categories, I selected advertisements
with a narration duration of at least 10 and 0 s for “narration dominating” and “music
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Table 3.1: Quantitative evaluations of the selected advertisements

Video Category Sound Category Time of Narration [s] Hue Var. Saturation Var.

Ad 1 Subdued Color Narration Dominating 12:13 940.326 2990.611
Ad 2 Subdued Color Music Dominating 0:00 2486.089 3148.739
Ad 3 Vivid Color Narration Dominating 11:11 5277.715 5269.798
Ad 4 Vivid Color Music Dominating 0:00 5927.326 2120.090

dominating”, respectively. Finally, by authors, a dozen advertisements were selected that
met each of these evaluation criteria, and so further videos were not considered.

Questionnaire Evaluation

I verified whether the quantitative classification was subjectively correct based on the ques-
tionnaire. After watching two average advertisements, seven-point Likert scale question-
naires were provided for each of a dozen advertisements on the scales of “subdued–vivid”
and “narration–music”, and was there a neutral value set at four. In addition, a seven-point
Likert scale questionnaire was created on the preferences to ensure that the preferences of
the audience and the uniqueness of the content of the advertisement did not a↵ect the
recallability evaluation in the experiment. Those advertisements whose preferences were
close to the neutral were selected. Forty participants were collected via email and snowball
sampling, and each ad was viewed on a Google form. A dozen advertisements were shown
in random order.

From these questionnaires, I selected four advertisements, labeled as Ads 1-4, to be used
in the experiment. The quantitative evaluations of the selected advertisements are listed in
Table 3.1 and the questionnaire evaluations are shown in Figure 3.6. The relative amplitude
of Ads 1-4 for 15 seconds is shown in Figure 3.7.
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Figure 3.6: User evaluation for the video, sound classification, and preference of four ad-
vertisements

Figure 3.7: The relative amplitude for 15 seconds: Ads 1-4 and shopping mall sound used
in participants experiment
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3.3.4 Experiment

Measurements Method of On-Demand Pinpoint Audio System

This section confirms that the on-demand pinpoint audio system has the performance re-
quired in this study. The system must meet the requirement that the sound level changes
according to the direction of attention while tracking a person. Accordingly, sine waved was
emitted from the conventional loudspeaker and the on-demand pinpoint audio system in
the anechoic chamber, recorded using a microphone (BEHRINGER ECM8000 [106, 107]),
and then analyzed. The detail of the microphone is in Appendix 1. The experimental envi-
ronment comprised two digital signages, as shown in Figure 3.8. The data of reverberation
times was measured and its procedure is written in Appendix 2. The reverberation times
were 116 ms in the anechoic chamber. The temperature of the experimental environment
was approximately 26 °C. Accounting for overtone distortion, digital signages on the left
and right presented sine wave of 600 and 1000 Hz, respectively.

Here, I describe the analysis procedure. The emitted sound at Persons A and B was
recorded 10 times using a microphone, and the average data were analyzed for multiple time
frequencies and power spectra. Subsequently, bandpass filters were applied to the 600 Hz
signal for 1X, 2X, and 3X tones in ±10 Hz. The resulting power was then combined and
multiplied by a 5-point moving average to produce a graph of the time-to-power spectrum of
the 600 Hz component. This same procedure was also followed for the 1000 Hz component.

Person A walked from left to right, always facing forward. In the case of the on-demand
pinpoint audio system, the closer the direction of attention was to the digital signage, the
louder the sound presented was supposed to be. In contrast, Person B did not move and
faced backwards, and hence, the direction of attention was completely o↵ the digital signage.
In this case, the sound was heard only when the current elevation position was the same
as in the case of Person A. When using a conventional loudspeaker, it was assumed that
Persons A and B could hear the sound from both the digital signages, regardless of their
direction of attention. To measure the sound level at the listening position, Person A was
recorded while holding a microphone in front of his head, and Person B was recorded with
a microphone stand at the position of Person B, because he was facing backward.

Participants Experiment

The e↵ects of advertising on the recallability and the acoustic comfort level were compared
for di↵erent digital signage systems. Three digital signage systems were used: silent, con-
ventional loudspeakers, and the on-demand pinpoint audio system. The experimental setup
was prepared as shown in Figure 3.9. To recreate a public space in the best possible manner,
an environmental sound of a shopping mall was played continuously in the experimental
location. The relative amplitude of the sound for 15 seconds is shown in Figure3.7. The
conventional loudspeaker used for the shopping sound reproduction was TEAC S-300NEO,
which was installed at the center rear of the experiment environment. The noise levels
at the experimental place when the environmental sound was being played were measured
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Figure 3.8: Overview of system performance measurement

using a noise level meter (RION NL-31, which is Class 1 compliant (IEC 61672-1)). The
values were 36.48 and 62.14 dBA for the silent state and when the shopping mall sound
was played as baseline stimulus, respectively. The data of reverberation times of the partic-
ipants’ experimental environment was also measured as following the procedure written in
Appendix 2. The reverberation times were 652 ms. The temperature of the experimental
site was approximately 18 °C.

A total of 30 participants, 24 males and 6 females with a mean age of 23.1, were considered
as the test subjects in this study. The participants filled in their passing times on a paper
at the beginning and goal desks, and walked in a single path between the tables, as shown
in Figure 3.9. The participants were told that they were free to decide whether they
wanted to watch the digital signage and that the quality of sound was not included in the
evaluation. This was because this section was focused on the solution using sound and
pinpoint presentation and ignored the parameter of sound quality. When using the on-
demand pinpoint audio system, the parametric loudspeaker changed direction to track the
user. To remove the dependence of user attention on the rotation of the device, even in the
case of silent and conventional loudspeakers, the parametric loudspeaker tracked the user
and rotated soundlessly.

To simulate how people would pass through a shopping mall, the experiment was simul-
taneously conducted in groups of three participants, and their order of walking direction
was ensured to be random. Ads 1–4 of Table 3.1 were played for Cases 1–3 of Table 3.2
with two digital signages. The Ads and Cases were randomized to ensure maximum ran-
domness. The conventional loudspeakers in the Case 2 used for advertisement sound were
TEAC S-300NEO. The participants were evaluated at the end of each case based on the
following aspects:

Q 1 and 2: Level of recallability of the advertisement in left (right) display.
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Figure 3.9: The schematic diagram and photograph of the experimental place

Table 3.2: List of sound output methods.

Left Signage Right Signage

Case 1 Silent Silent
Case 2 Conventional Loudspeaker Conventional Loudspeaker
Case 3 On-Demand Pinpoint Audio System On-Demand Pinpoint Audio System

Q 3 and 4: Level of discomfort of the advertisement in left (right) display.
Q 5: Level of acoustic comfort.
Q 1–5 were assessed using a seven-point scale, where 1 was low and 7 was high. For Q 1

and 2, they were asked to subjectively rate how much the advertisement could be recalled.
For Q 3 and 4, they were asked to subjectively rate how uncomfortable they felt about the
advertisement. Advertisements are often present regardless of the intent of viewers; hence,
users are likely to feel discomfort. Therefore, I also analyzed whether there was a change
in the level of comfort depending on the system and advertisement category. For Q 5, they
were asked to subjectively evaluate how comfortable they felt in the space related to the
sound during the experiment. An additional comment box was provided as Q 6 for aspects

Table 3.3: The original text of the questionnaire in the participant experiment

Question Text

Q 1 How recallable was the advertisement on the left signage? 1 2 3 4 5 6 7
Q 2 How recallable was the advertisement on the right signage? 1 2 3 4 5 6 7
Q 3 How uncomfortable was the advertisement on the left signage? 1 2 3 4 5 6 7
Q 4 How uncomfortable was the advertisement on the right signage? 1 2 3 4 5 6 7
Q 5 How was the environmental comfort level regarding sound? 1 2 3 4 5 6 7
Q 6 (an additional comment box)
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Figure 3.10: Behavior of the sound level on using on-demand pinpoint audio system

the participants noticed. The original text of the questionnaire is written in Table 3.3.
When conducting each of Cases 1-3, the left and right signage each play one of Ads 1-4 in

a loop. For example, if three participants are engaging in Case1, the left signage plays Ad1
on a loop, the right signage plays Ad2 on a loop, and Ad3 and 4 are not played. This means
that in the scenario, the participant experiences all of Cases 1-3, but within each Case, any
two of Ads 1-4 will be played on a loop. The looped ads are randomly selected for each
Case, and are designed to be exposed the same number of times through 30 participants.
Therefore, the system evaluation for each case is 30 participants ⇥ 2 signages on each side
= 60 evaluations. For the advertisement analysis, 60 evaluations / 4 ads = 15 evaluations
per ad. The role of the three participants is just to walk randomly and change from left to
right or vice versa for each Case1-3. This randomizes the order of viewing the signage.

This experiment was reviewed and approved by the ethics committee of the Univer-
sity of Tsukuba (Faculty of Engineering, Information and Systems, Permission number:
2019R310).

3.3.5 Results

Measurement Results of the On-Demand Pinpoint Audio System

The results of the on-demand pinpoint audio system are graphed in Figure 3.10. With the
on-demand pinpoint audio system, Person A heard 600 Hz in the first half and 1000 Hz
in the second half. As the parametric loudspeakers used were less powerful at 1000 Hz
than at 600 Hz, there was a di↵erence in their maximum sound pressure; nevertheless,
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Figure 3.11: Behavior of the sound level on using conventional loudspeakers

the sound pressure variation was observable. Even while walking, a change in sound level
occurred depending on the direction of attention. In the case of Person B, only 1000 Hz
could be heard in addition to other negligible sounds after Person A passed near the center.
Therefore, it can be confirmed that the on-demand pinpoint audio system only tracked
Person A.

The results of the conventional loudspeakers are plotted in Figure 3.11. Both Persons A
and B always heard both 600 and 1000 Hz of sine wave, regardless of their direction of
attention.

Based on these results, I concluded that the on-demand pinpoint audio system did not
di↵use the sound more than the conventional loudspeakers, and it was, thus, confirmed that
the on-demand pinpoint audio system met the requirements for this study.

E↵ectiveness of the Systems

The number of evaluations for each system was 30 people ⇥ 2 left and right = 60 evaluations.
The Tukey Honestly Significant Di↵erence (HSD) Test was used to compare within systems.
The results are shown in Figure 3.12.

The most recallable system was the advertisement using a conventional loudspeaker. A
significant di↵erence was found with the silent and on-demand pinpoint audio system. In
addition, the on-demand pinpoint audio system was more recallable than the silent, and
significant di↵erences were also found. These indicates that although not as memorable
as the conventional loudspeaker, the advertisement using the on-demand pinpoint audio
system was found to be more recallable compared with the silent system.
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Figure 3.12: Results of self-reported recallabilities for each advertisement systems
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Figure 3.13: Results of the e↵ects on discomfort for each advertisement systems

The results of advertisement discomfort are shown in Figure 3.13. Neither of these results
is significantly di↵erent.

Thirty evaluations were obtained regarding evaluation of the acoustic comfort in terms
of noise. Three cases were compared using Tukey HSD Test, and the results obtained are
shown in Figure 3.14. As seen in the figure, no significant di↵erence was found among these
systems.

E↵ectiveness of Ads Features

An analysis was conducted for each category of advertisement for each of the self-reported
recallabilities and discomfort levels of the advertisement. Fifteen evaluations were obtained
for each system and each advertisement category. The Tukey HSD Test was used to compare
and analyze the results between systems and advertisement categories.

First, the results of recallability for each video color category are shown in Figure 3.15.
Comparing the systems, I observed no significant di↵erences for the silent system and on-
demand pinpoint audio system. In the conventional loudspeaker environment, advertise-
ments with subdued colors were more recallable than vivid ones. Advertisements through
conventional loudspeakers were more recallable than those in the silent and on-demand pin-
point audio systems in any video category. Additionally, conventional loudspeakers were
more recallable than on-demand pinpoint audio systems for subdued-color advertisements.

The results of the e↵ects on discomfort are displayed in Figure 3.16. None of these were
significantly di↵erent.

The results of the recallability for each dominant-sound category are shown in Figure 3.17.
Comparison within a system shows that music-dominated advertisements were more re-
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Figure 3.14: Results of acoustic comfort
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Figure 3.15: Results of self-reported recallabilities for each video color category

callable than narration-dominated ones in the case of conventional loudspeakers and on-
demand pinpoint audio systems. Comparison within systems demonstrated that the adver-
tisements with conventional loudspeakers were more recallable than those with the silent
system in any sound category. In addition, in the on-demand pinpoint audio system, music-
dominated advertisements were more recallable than those in the silent system.

The results of the e↵ects on discomfort are shown in Figure 3.18, which indicate that
none of these were significantly di↵erent.

3.3.6 Discussion

Advertisement Recallability and Discomfort

In summary, the experimental results showed that the on-demand pinpoint audio system
was a more recallable advertising system than the silent system. In addition, although
the discomfort level of the advertisement and the acoustic comfort were not shown to be
di↵erent from the other systems, it can be seen that the noise level was quantitatively
reduced compared to the conventional loudspeaker.

The reason for which conventional loudspeakers can leave a greater recallability is due
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Figure 3.17: Results of self-reported recallabilities for each dominant-sound category

to their repetition e↵ect. With conventional loudspeakers, the sound is repeated regardless
of whether the passerby pays attention to the signage or not. I thought that this would
make it noisy and uncomfortable, but I did not observe a di↵erence in the participants’
acoustic comfort. This may have been due to the short duration of the participants’ stay.
However, people who stay for a long period of time, such as mall clerks or game center
employees, are always exposed to loud noise. Loud noise can not only produce discomfort
but also pose a health risk [80, 81]. In addition, music played in stores and public address
systems tends not to be preferred if it is too loud [79], and the same is considered for music-
dominating advertisements. Therefore, it is still recommended to avoid placing conventional
loudspeakers on any digital signage.

On-demand pinpoint audio systems can lead to a decrease in the noise levels perceived
by people in the surrounding area, potentially lowering the risk of health problems. In
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Figure 3.18: Results of the e↵ects on discomfort for each dominant-sound category

summary, within the limitations of the public space, where noise must not be caused to
maintain the acoustic comfort, the on-demand pinpoint audio system would be useful to
improve the recallabilities of advertising.

Advertisement Category and Marketing Applications

There is a model of how to persuade people to buy, called the Elaboration Likelihood Model
[108]. The elaboration likelihood model is divided into rational and long-term persuasion,
called the central route, and emotional and short-term persuasion, called the peripheral
route. Advertisements that present products for long-term persuasion are designed to be
viewed entirely or repeatedly. As people pass by the digital signage in a short time, they
may not see the entire advertisement from its beginning to end. Therefore, there is a fear
that the viewer may be presented with only a partial explanation.

In contrast, music, which has the ability to move people’s emotions [109], is more suited
for short-term persuasion. Additionally, research found that playing music draws the flow of
passersby to the sound source, slows down walking [110], and improves individual pleasure
and dominance emotions [111]. From the results of the experiments in this study, it was
found that advertisements in the music category made a better recallability on passersby
within a short period of time.

However, musical advertising requires sound output. In this study, a possible method-
ology to promote purchase behavior is to first implement music-dominated advertisements
on digital signage and then use the on-demand pinpoint audio system for sound output, as
illustrated in Figure 3.19.

This can be seen as a new methodology for promoting purchasing behavior. Accordingly,
it will be necessary to verify the concrete e↵ects of the pilot program in public spaces.
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Limitation and Future work

The limitations of the on-demand pinpoint audio system are described here. Although
the Kinect v2, which was used as a camera, can support up to six people, the number
of people who can be supported will increase if multiple Kinect or regular cameras are
used. Parametric loudspeakers were used to provide one-on-one support for people; hence,
as the number of units is increased, the number of people supported will grow. However,
in a crowd, there is a risk that more than one person could be in the audible range of a
parametric loudspeaker. Therefore, to cover a large number of people, it is necessary to
equip the system with techniques to narrow the audible range, as seen in related studies
[55].

The limitations of the experiment come mainly from the di↵erence between laboratory
and public space. To prevent bias by the participants in this experiment, a task unrelated
to looking at digital signage was set. This ensured that the signage was present during the
task in the laboratory experiment as well as on the way to the store in the shopping mall.
However, the behavior of passersby in public spaces is more complicated. For example, it will
be interesting to see whether some of the e↵ects in human interaction with digital signage
can be seen; such as the honeypot e↵ect [112], where, if one person pays attention to the
signage, others are drawn to pay attention to it, or the landing e↵ect [113], where a person
walks past the display and notices the signage gimmick and turns back. Moreover, this
experiment was conducted indoors. Noise is also a problem outdoors, and the on-demand
pinpoint audio system can be applied outdoors as well. Acoustic comfort is expected to see
the same e↵ects indoors and outdoors, but it could change because of outdoor noises such
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as road traffic or hydraulic breaker noises. New insights may be gained by installing the
on-demand pinpoint audio system in actual stores and measuring its e↵ectiveness.

This experiment was evaluated from the viewpoint of recallability, which is important in
terms of purchase behavior [66]. However, I were not able to fully evaluate the e↵ects of the
ads. Therefore, the evaluation of the degree to which it leads to advertising e↵ects needs
to be examined in depth in future research.

Another limitation could be the bias introduced by the question about advertisement
comfort where the exact wording used is negative instead of positive - I were asking how
uncomfortable the advertisement is, not how comfortable, which is Q. 3 and 4 in Table 3.3.
In addition, the measurements of on-demand pinpoint audio system was performed with
an omnidirectional microphone. Binaural measurements will be expected in the future for
more strict measurements.

Despite the fact that conventional loudspeakers were expected to be noisy, the results
did not indicate any significant di↵erence in the acoustic comfort when compared with
other systems. This phenomenon could be attributed to the fact that advertisements have
become a part of the daily lives of people. In the experiment, environmental sounds of a
shopping mall were played to recreate a realistic setting. I believed that using conventional
loudspeakers to emit two di↵erent types of advertising sounds would increase the level of
discomfort because the sounds would be mixed up and difficult to distinguish, creating a
considerable amount of noise. Against this backdrop, there was a participant comment
that the advertising sounds were similar to the noise of the crowd. In other words, it was
revealed that they were not perceived as annoying or even unpleasant.

This opinion is likely to vary depending on the culture. The participants in this exper-
iment were all Japanese, and Japanese urban areas are routinely overflowing with crowds
of people and advertisements. This appears to have led to the results of acoustic comfort.
Therefore, I expect to see more diverse results in di↵erent cities and cultural environments,
where advertisements are displayed less frequently. Research on the environment of adver-
tising sound in public spaces is still inadequate, and this should be further investigated in
future work.

3.4 Pinpoint Auditory Glimpse

3.4.1 Section Objective

In the previous section, I proposed an on-demand pinpoint audio system audible only to
those who noticed it. Participant experiments indicated that the system could maintain
spatial comfort for those who did not notice it, while e↵ectively delivering advertising con-
tent to those who chose to engage with it. However, this system faces a challenge: it may
not sufficiently signal the presence of advertising signage. Particularly in spaces crowded
with visual information, like small signs inside a store, there is a significant risk that the
signage might go unnoticed.

This problem has been noted in previous studies. It has been found that this signage
fades from view in public spaces [71, 73]. Müller et al. call this phenomenon “Display
Blindness” [73]. In particular, it has been reported that when an advertisement is publicly
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displayed, it is often irrelevant to passersby, which can lead to a passive attitude towards
the advertisement. Observational studies conducted in shopping malls have also shown
that many digital signs are only seen from a distance and briefly [97]. In other words, the
problem is that even when advertisements are presented on signage, they are rarely seen by
passersby and do not spread awareness. Therefore, the issue of display blindness must be
solved to increase advertising e↵ectiveness.

In previous Human-Computer Interaction (HCI) research, various solutions to display
blindness have been attempted that rely on visual perception. These solutions have been
proposed by studies that devise visual content meant to attract people’s attention [71, 73,
90, 91, 92, 93] and by studies that physically place signs to lead people’s visual focus to the
signage [94, 95]. All of these have been reported to be e↵ective in increasing the attention of
passersby to signage. However, in urban areas, signage is often buried by many other visual
things that compete for attention [97]. In addition, there are cases in which the display is
small due to installation location constraints or in which the display is behind passersby.
Thus, even if the display attempts to attract attention visually, passersby may not notice
the presence of the display and not see it at all. Therefore, it is necessary to develop a
method to attract attention to the display as an alternative to visual methods.

One potential solution to display blindness is to utilize sound in addition to vision. Even
if a display is out of sight, its presence can be made known through sound. However, to
my knowledge, there are few papers in HCI research that have considered sound-based
solutions. In a limited study, Nordfält reported that sound can make passersby aware of
the presence of a display even when it is behind them [74]. However, constantly emitting
sound from a display can be considered noisy and may not be e↵ective in attracting people’s
attention, especially if the sound is from an advertisement. I also proposed in the previous
section a signage system that delivers sound only to those who are paying attention, using
a camera to determine the level of attention of passersby and delivering pinpoint sound
only to those people judged as attentive. This can reduce noise, but if passersby do not
look at the signage, the sound will not be played and the goal of informing the user of the
display’s presence will not be achieved. Therefore, further research is needed to develop
sound-based solutions to display blindness that minimize noise and e↵ectively inform users
of the display’s presence.

This section proposes a system called “pinpoint auditory glimpse,” which uses sound
to notify passersby of the presence of signage. The system presents pinpoint sounds to a
passerby walking near the signage as a kind of “pump-priming,” as shown in the Figure 3.20.
In other words, there is no sound until a passerby approaches the signage, but the sound
is initiated the moment they approach the signage, with the intention of making them
aware of the presence of signage. Additionally, the pinpoint auditory glimpse is designed
to be presented only for a short period of time to prevent noise pollution. However, it
is necessary to verify whether the brief presentation of pinpoint auditory glimpses serves
to increase recognition of the advertisement. Furthermore, the suddenness of the sound
presentation and the addition of the pinpoint auditory glimpse in a noisy environment,
such as a shopping mall, may increase discomfort among passersby. Therefore, this section
conducts an experiment in a pseudo-store from two perspectives: advertisement recognition
and the comfort level of passersby.
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Figure 3.20: Scope of the Pinpoint Auditory Glimpse

3.4.2 Design

System Overview

In this section, I propose a system that presents a pinpoint auditory glimpse to passersby
approaching the signage for a short time and changes the sound level depending on the
degree of their attention in response. The system schematic is shown in Figure 3.21 a).

The parametric loudspeakers are mounted on two motors for emitting sound to the left
and right ears, as illustrated in Figure 3.21 c), the two motors move in the azimuth and
elevation directions. A camera is used to track a passerby and keep track of the spatial
coordinates of their heads and ears. The displacement angle of the motor is calculated
based on the spatial coordinates of the ears, and when a passerby is within the range of the
camera, the parametric loudspeaker continues to move so that the parametric loudspeaker
is facing the ear. This ensures that only specific people can hear the sound and that it does
not reach nontarget users.

The pinpoint auditory glimpse is presented when the user approaches the signage. The
content of a pinpoint auditory glimpse is the corresponded audio as the video content playing
on the signage. Then, if the user remains interested in the signage, the sound level changes
as described above. If the user is not interested in the signage, the sound level is reduced
so that it does not become noise. This is important because, while pinpoint sound serves
to attract users to the signage, it should not be noisy, so it is only played for short time
intervals, such as one second.

A pinpoint auditory glimpse is included in the on-demand pinpoint audio system in
section 3.3, i.e., after the pinpoint auditory glimpse is emitted, the sound level is changed
according to the passerby’s attention level. The sound level is changed according to the
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direction of the face as observed by the camera, which calculates whether the face is facing
the direction of the digital signage and, if not, how far away it is. If the face is looking at
the signage, then the sound level is set to a maximum, and if it is not, then the sound level
decreases as the face moves away, as shown in Figure 3.21 (d) and (e). If the passerby is
looking away and ignores visual content, then the system will automatically fade the sound
so that the passerby can ignore audio content. Therefore, the only noise that the user hears
occurs during the pinpoint auditory glimpse, which is active for only a very short period of
time. This scheme works with only one loudspeaker. For the sake of providing a sense of
localization, however, the sound is presented stereophonically so as to specify its source [24].

By controlling the exposure time and sound level as described above, the objective is to
make it sound as if it has suddenly played while not creating noise in the surrounding area,
thereby drawing attention to it. Additionally, the sound is not a special sound like an alert,
but is the same as the content of the video, so that the passerby does not feel alerted.

The servo motor used in this section was an SG-90, which moves in 0.1-degree angle
increments. The camera was an Azure Kinect, and the sensing during system runtime was
approximately 30 fps. The parametric loudspeaker was a Tri-State K-02617 with as many
as 50 transducers (AT40-10PB3) connected to it. Three Arduino UNO R3 microcomputer
boards were used. The control application was developed in C++ and executed on Windows
10. The system latency, from the first detection of a person to the presentation of a pinpoint
auditory glimpse, was up to 41 ms (average 40.07 ±0.68 ms). This is below perceivable time,
and the system operates in real time with almost no subjective delay.
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Pinpoint Auditory Glimpse and User-Glimpse Funnel

I applied the audience funnel [102] to the new behavior flow, which is specialized for using
the proposed system. The created funnel is called a User-Glimpse Funnel, which is shown in
Figure 3.21 b). The level of attention and corresponding fluctuation in sound level compared
to those of the conventional loudspeaker signage are depicted in Figure 3.21 d) and e). The
user-glimpse funnel is divided into six stages, which are explained in conjunction with the
operation of this system as follows:

1 . Passing-by: The passerby is walking toward the signage. The signage does not emit
any sound.

2 . Noticing (Pinpoint Auditory Glimpse): The passerby approaches the signage. The
signage emits a pinpoint auditory glimpse for a certain period of time.

3 . Viewing: The passerby reacts to the pinpoint auditory glimpse and pays attention
to the signage. The signage stops the pinpoint auditory glimpse after a certain time.

4 . Getting closer: The passerby pays attention to the signage, and in some cases,
approaches it. The signage increases the sound level depending on the direction of
passerby attention.

5 . Picking up: The passerby is attracted to the product displayed by the signage and
puts it in a shopping cart. The signage output is turned down slightly.

6 . Leaving: The passerby walks away. The signage decreases in sound level and
eventually reaches a minimum.

4’ . No attention: The passerby is not attracted to the signage and does not pay attention
to it. The signage stops the pinpoint auditory glimpse after a certain time.

5’, 6’. No attention: The passerby walks away without paying attention to the signage.
The signage keeps the sound level to a minimum.

User-Glimpse Funnel has two features. The first one is the transition between stages 2
and 3 of the Funnel. The pinpoint auditory glimpse is presented at the time of approaching
the signage to draw the attention of the passerby to the signage.

The second feature, Funnel 4 and beyond, adjusts the sound level based on the passerby’s
continued attention to the signage. If the passerby continues to pay attention, the sound
level increases. However, if they pass by without paying attention, the sound level de-
creases. This allows for control of the amount of information received and the creation of
an appropriate sound environment.

Traditional silent signages do not provide an opportunity for passersby to pay attention,
resulting in display blindness. Additionally, systems that use conventional loudspeakers
do not take into account the passerby’s position or attention, leading to an uncomfortable
sound environment. The proposed system aims to address these issues.
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Figure 3.22: Setup of the user experimental environment

In terms of sound, the sound level required by listeners di↵ers between conventional
loudspeakers and parametric loudspeakers. Chapter 2 reported that the speech recognition
threshold is lower when parametric loudspeakers are used than when conventional loud-
speakers are used. Therefore, comparing the maximum sound level, this system is operated
at a slightly lower level than the conventional loudspeaker, as shown in Figure 3.21 e).

3.4.3 Experiment

Experimental Environment

To see fluctuations in behavior and spatial comfortness with a pinpoint auditory display, a
pseudo-store was setup in a laboratory room as the experimental environment. The setup
is shown in Figure 3.22. The use of a pseudo-store is an experimental method often used
in the field of service engineering, and its e↵ectiveness has been measured [114].

In the pseudo-store, posters of the display shelves were placed on the wall. The sound
level was set after conducting pilot study, as shown in the table in Table 3.4. The average
sound levels were measured by a sound level monitor (RION NL-31) set up where the star
mark appears in Figure 3.22. The calibration of the system sound level was performed using
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Table 3.4: Sound level setup in the experiment, unit:[dBA]

Background Music 49.72
Proposed System (Funnel 4) 53.44
Environmental Noise 53.46
Proposed System (Funnel 5) 51.84
Conventional Loudspeaker System 67.26

Table 3.5: Equipments List used in the experiment except for proposed system

Digital Signage GREEN HOUSE GH-EP4RW
Recording Camera GoPro HERO5
Background Music Loudspeaker SONY SRS-X1
Product Shelf HPC-TOMOYA-30854XXX
Environmental Noise Loudspeaker TEAC S-300NEO

the signage located in front of the star mark. To replicate a real store, the environmental
sounds of a shopping mall and some instrumental background music were played. The
equipment used is shown in the Table 3.5.

There were eight kinds of products in total, arranged in two rows across the aisle. Among
the products in the store, daily necessities were displayed on the shelves without signage
ads, while alcohol-based disinfection products were displayed on the shelves with signage
ads. This composition was adopted because daily necessities and alcohol-based disinfection
products, which are essential items during pandemics, do not fluctuate in demand based on
preferences. Each product was displayed on a three-tiered platform, with the actual product
in the middle of the front row and paper product pieces arranged around it. There were three
digital signage units installed behind the products. Each signage unit was equipped with no
conventional loudspeaker, a conventional loudspeaker, or the proposed sound system. The
pinpoint auditory glimpse was emitted when the user walked past a neighboring product
shelf. A camera was installed on top of the signage to record and measure the viewing time.
These experimental environments are shown in Figure 3.22.

Advertisement Selection

The advertisements for the products on the shelves were played on the signage in a loop,
with each advertisement lasting 15 seconds, the typical length of a TV commercial. The
advertisements focused on the benefits of using the particular product, which is suitable for
unplanned purchases [115].

However, advertising preferences can a↵ect product preferences and evaluations [116].
To avoid this, I conducted a preliminary questionnaire to ensure user preferences for the
advertisements used in the pseudo-store experiment. The questions in the preliminary
questionnaire are as follows:

Q. (a) How recallable is the advertising for this product? (1: Not recallable at all. 7:
Very recallable.)
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Participants’ Evaluation (7-point Likert scale)
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Figure 3.23: Results of the preliminary advertisement questionnaire

Q. (b) Please rate your preference for this ad. (1: Very dislikeable, 7: Very likeable)

The number of participants in the preliminary advertisement questionnaire was 21 (13
males and 8 females aged 22 to 34 with an average of 26.19) and consisted of people who
did not participate in the main experiment (i.e., the pseudo-store experiment). They were
recruited by snowball sampling. Not all participants were university sta↵ or students. The
results showed no significant di↵erences among advertisement preferences and are illustrated
in a Figure 3.23. To ensure randomness in the pseudo-store experiment, three signage
systems and three advertisements were used at random.

System Performance Test

With sound level measurement, I confirmed if there is a fluctuation in acoustic comfort
when using the proposed system compared to using a conventional loudspeaker. The sound
level was measured in the same location as the user experiment. The author wore binaural
microphones in both ears and recorded while walking in front of the signage. The con-
ventional loudspeaker and proposed system were used to compare the sound level changes
between when the participant was paying attention to the signage and when they were not.
The ambient noise was set to only include ground noise, and the sound source was white
noise. Subsequently, bandpass filters were applied to the range of 1 k to 3 k Hz and a
5-point moving average was used to remove other noise.

The measurement environment for sound level was the same as the user experimental
environment, as shown in the top of Figure 3.24. The results of the measurement are shown
in the bottom of Figure 3.24. It can be observed that the sound level changes in each stage,
even though the time on the horizontal axis is not perfectly aligned in both systems. The
proposed system played the pinpoint auditory glimpse in Funnel 2, and the sound level
fluctuated depending on the degree of attention to the signage. On the other hand, the
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signage position as seen by a passerby, and the results of the system performance test of
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conventional loudspeaker system had a constant sound level, regardless of the degree of
attention to the signage. As a result, it was confirmed that the proposed system created a
more comfortable acoustic environment as the sound level was lowered when the user was
not paying attention to the signage.

Methods

Participants were asked to shop at a pseudo-store. There were 33 participants recruited
by snowball sampling in the pseudo-store experiment (27 males and 6 females aged 16 to
36 with an average age of 23.36), who were students and working adults. Not all of them
were university sta↵ or students. They had no visual or auditory problems by self-report.
Besides, they didn’t practice listening to the stereophonic sound before the study. The
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scenario for the experiment was as follows: Participants were given a shopping list and
a basket of products in advance. Two products on the list were randomly chosen from
five options, which are no signage ads, and participants were required to purchase them.
They were free to choose from the remaining six products (three with and three without
signage ads) as unplanned purchases. The items outside of the list were chosen based on the
participants’ preferences and did not a↵ect the results of the experiment. It is important to
note that only one of each item could be placed in the basket and participants were allowed
to purchase products without consideration of the price. This setup aimed to simulate
unplanned purchases and increase awareness of the products through watching the signage.

Participants can roam the aisles of the pseudo-store during the experiment. They com-
pleted their shopping, including the items on the provided shopping list, and then filled
out questionnaires afterwards. There was no set time limit for shopping and participants
were able to signal when they were finished. The questionnaire content was based on the
characteristics of the advertisements [117], section 3.3, and the research questions being
addressed.

The questionnaires included the following two questions:

(a) How recallable is the advertising for this product? (1: Not recallable at all. 7:
Very recallable.)

(b) During shopping, how loud was the sound of this advertisement? (1: Not annoy-
ing at all. 7: Very annoying.)

These questions were answered for each of the three advertisements. Each questionnaire
was based on a seven-point Likert scale, with 4 considered to be the midpoint.

Additionally, viewing time was used as the objective evaluation of recognition. Cameras
(GoPro) were placed directly above each sign and recorded constantly during the exper-
iment. The recorded video was reviewed by the author frame by frame to calculate the
participant’s signage viewing time. The recordings were made at 60 fps and converted to
seconds. By analyzing the viewing times thus obtained, I measured the level of attention
to each sign. By analyzing the participants’ self-reports and viewing time, I evaluated the
transition into the first phase of the AIDMA purchasing behavior, attention, as indicated
in Figure 3.20.

3.4.4 Results

Analysis Overview

Through a participant experiment, viewing time was analyzed on the basis of three factors:
the system type, the response to the pinpoint auditory glimpse and the purchase stage.
Subsequently, the results regarding recallability and perceived loudness were analyzed on
the basis of participant questionnaires. Analyzing the level of attention, viewing time and
advertisement recallability from questionnaire responses reveals the attracting e↵ect of the
pinpoint auditory glimpse, which is a factor in the purchasing cycle (see Figure 3.20).
Furthermore, since previous studies have already shown that the degree of attention to
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Figure 3.25: Results of the average participant viewing time for each system

signage changes depending on the purchasing stage [115], the purchasing stage was included
in the analysis. The following is a summary of each section.

• E↵ect on Funnels 2–5: Viewing Time for Each System; The analysis of viewing
time using the system type as a factor.

• E↵ect on Funnel 2: Viewing Time with a Response to the Pinpoint Auditory

Glimpse: The analysis of viewing time with the response to the pinpoint auditory
glimpse as a factor.

• E↵ect on Funnels 3–5: Viewing Time Based on the Stage of the Purchasing

Process: The analysis of viewing time using the system type and the purchasing
process as factors.

• Participant Questionnaire: An evaluation of the recallability and perceived loud-
ness as obtained from participant questionnaires.

Viewing Time for Each System

Figure 3.25 shows the results of the average participant viewing time for each system.
This provides an evaluation of the change in recognition level of the signage based on the
systems used. The silent signage, signage with a conventional loudspeaker, and that using
the proposed systems had average participant viewing times of 3.186 s, 3.929 s, and 6.179 s,
respectively. A one-way independent-measure ANOVA (system type: three levels, silent
signage, signage with a conventional loudspeaker and the proposed system) was performed
on these data. There was no significant di↵erence (F (2,98)=2.451, p=0.092).

The lack of a significant di↵erence in the results is thought to be due to the large within-
group variance. The silent signage, signage with a conventional loudspeaker, and the pro-
posed system have variances of 13.390, 28.062, and 56.489, respectively. This suggests that
the variance is particularly high when using the proposed method. Therefore, a comparison
was made between those who responded to the pinpoint auditory glimpse and those who
did not respond to it among the proposed system group.

49



did not respond

responded

0 252015105
Viewing Time [s]

1.57 ± 0.22

5.59 ± 1.75
**

** : p < 0.05

To a pinpoint auditory glimpse, the passerby

Figure 3.26: The results of viewing time with and without response to the pinpoint auditory
glimpse when the number of items in the basket was 1 or 2

Viewing Time with a Response to the Pinpoint Auditory Glimpse

The proposed signage system presented a pinpoint auditory glimpse, and the experiment
monitored the participants’ responses to it. Participants were considered to have responded
to the pinpoint auditory glimpse if they paid attention to the signage when the pinpoint
auditory glimpse was played, but not if they were already paying attention to the signage
before the pinpoint auditory glimpse was played. When the number of required products in
the basket was 0, no one responded to the pinpoint auditory glimpse. However, when the
number of required products in the basket was 1 or 2, five participants responded to the
pinpoint auditory glimpse each time. These responses were made by di↵erent participants,
and a total of 10 out of the 33 participants responded. To evaluate the e↵ect of the pinpoint
auditory glimpse on viewing time, the amount of time that the participants paid attention
to the signage during and after the sound was played was measured.

The results of viewing times with and without a response to the pinpoint auditory glimpse
are shown in Figure 3.26. The average viewing time for participants who responded to the
pinpoint auditory glimpse was 5.588 seconds, while the average viewing time for those who
did not respond was 1.571 seconds. I conducted an independent-means t-test, in which
the factor was the mean viewing time in the presence or absence of a response to the
pinpoint auditory glimpse. This showed a significant di↵erence at the 5% level (t(9)=2.277,
p=0.049). This suggests that the use of a pinpoint auditory glimpse in digital signage can
increase the amount of time that passersby spend viewing the signage.

Viewing Time Based on the Stage of the Purchasing Process

The viewing time for the signage was calculated based on the number of items on the
shopping list that had already been added to the basket. This method allows for the
evaluation of not only the proposed system, but also the change in signage recognition due
to the stage of purchase. In a real store, having 0 items in the basket indicates that the
customer has just entered the store and is in the process of making a planned purchase.
When the number of items in the basket is 2, the person has completed their planned
purchases and may be in the process of making an unplanned purchase or about to finish
shopping. The number of items in the basket can also be 1, and in this experiment, it was
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Figure 3.27: Results of the viewing time by the number of required products in the basket
and the type of system

observed that some participants intermingled their unplanned purchases.
Figure 3.27 displays the results for the viewing time by the number of required products

in the basket and the type of system. A two-way independent-measures ANOVA (system
type: three levels, silent signage, signage with a conventional loudspeaker and the proposed
system; purchasing stage: 0, 1 and 2) was performed on these data. The results showed that
there were no significant di↵erences in the system type factor (F (2,237)=1.010, p=0.366),
in the type of stage factor (F (2,237)=1.857, p=0.158) or in both types (F (4,237)=0.559,
p=0.692).

Moreover, when the average viewing time was independently calculated for the cases
where the number of required items placed in the basket was [0,1] and 2 independent of
the system, the results were 1.787 s for [0,1] and 1.779 s for 2 items. According to the
independent-means t-test, when the purchasing stage was used as a factor, the two-tailed
test showed no significant di↵erence (t(244)=0.023, p=0.981).

The average times per viewing when the number of required items in the basket was 0
and [1,2] were 1.244 s and 1.949 s, respectively. According to the independent-means t-test
when the purchasing stage was used as a factor, the two-tailed test showed that a significant
di↵erence was confirmed at the 5% level (t(173)=2.312, p=0.022). These results are shown
in Figure 3.28.
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Figure 3.28: (a) Independent results for the average viewing time where the number of
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dent results for the average viewing time where the number of required items placed in the
basket was 0 and [1,2] independent of the system

Participant Questionnaire

After finishing the purchasing experience, the participants answered the questionnaire. All
answers were self-reported by the participants, and the results are shown in Figure 3.29.

The recallability ratings of the advertisement were 2.15, 3.33, and 2.84 in condition silent
signage, signage with a conventional loudspeaker, and utilizing the proposed system, respec-
tively. A one-way independent-measure ANOVA of whether the advertisement was strongly
recallable was conducted, and the results showed no significant di↵erence (F (2,96)=3.091,
p=0.073).

The recallability levels of those who noticed the pinpoint auditory glimpse and those who
did not in the proposed system were 2.80 (n=10) and 2.87 (n=23), respectively. A two-tailed
t-test was performed and resulted in no significant di↵erence (t(23)=0.091, p=0.93).

Subsequently, the loudness of the conventional loudspeaker and proposed systems were
rated as 4.70 and 3.84, respectively. A two-tailed independent-means t-test using loudness
as a factor showed no significant di↵erence (t(23)=1.839, p=0.073)

3.4.5 Passerby Observations

Here, observations related to the proxemics of purchasing behavior other than that of view-
ing time and questionnaires are described. The following description is arranged on the
basis of the user-glimpse funnel proposed in Section 3.4.2

1. Passing-by, Noticing (Funnels 1 and 2): Many participants who received the
shopping list tried to put the two products specified on the list in their baskets rather
than looking carefully at the other products. Many participants’ behavior consisted
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Participants’ Self-Reported Score (7-point Likert scale)
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Figure 3.29: Results of the self-report questionnaire completed by participants.

of walking around comparing the list with the products displayed on the shelves.
During this time, the signage was treated as reference information, and received little
attention from the participants (refer to Figure 3.27, 3.28). When the basket contained
one or two items from the list, more participants were observed viewing the signage
for unplanned purchases. In some cases, as they approached to view a shelf across
the aisle, the pinpoint auditory glimpse caused them to suddenly look back at the
signage.

2. Viewing, Getting Closer (Funnels 3 and 4): Some participants who were exposed
to the pinpoint auditory glimpse paid attention to the signage, glancing around to
determine the source of the sudden sound. Their walking pace slowed down, and
some individuals briefly looked at the signage before continuing on their path, while
others approached and stopped in front of the signage to observe it. Participants
who did not respond to the pinpoint auditory glimpse were also observed to pass by
the signage without paying attention to it, skipping the Funnel 3 of reacting to the
pinpoint auditory glimpse.

3. Picking up, Leaving (Funnels 5 and 6): Many participants who were observed
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to pass close by the signage or spend a significant amount of time viewing the ad-
vertisements, considered whether to include the advertised product in their shopping
basket while they were viewing the advertisements and products. Some participants
also examined the back label of the product, which lists its active ingredients, and
compared it with those of other products to make a purchase decision. After making a
decision, they walked away from the shelf with their back turned. When they passed
by the signage again, they almost completely avoided looking at it.

4. No Attention (Funnels 4’ – 6’): There were some cases in which participants
passed by without paying attention to the signage even when a the pinpoint audio
glimpse was presented. These included those who focused on buying the products
on the shopping lists and those who had already decided whether or not to buy the
suggested products. This also included some participants who did not make unplanned
purchases but bought only the listed products. In this case, their walking speeds did
not decrease. Among them, one participant made purchases without paying attention
to any digital signage.

As previously mentioned, the behaviors of participants were varied. However, most be-
haviors were consistent with the User-Glimpse Funnel, and I was able to observe interesting
connections between the pinpoint auditory glimpse and purchasing behavior. These will be
discussed in later sections.

3.4.6 Discussion and Limitations

Summary of Experiments

Attracting E↵ect : Considering the results of viewing time and Figure 3.26, it can be said
that the time spent viewing the signage of the proposed system in response to the pinpoint
auditory glimpse was significantly longer than that in no response to the pinpoint auditory
glimpse. This implies that once a person responds to the sound, they are more likely to
continue paying attention to the source of the sound, i.e., the signage. This is also observed
in passerby observations. In several cases, passersby who were looking in another direction
(Funnel 2) turned toward the signage (Funnel 3) when the pinpoint sound was presented.
After this, some passersby continued to observe the signage and approached the product
(Funnel 4).

I then calculated the percentage of passersby who responded to the pinpoint auditory
glimpse. Pinpoint auditory glimpses were triggered in all 33 trials for a cumulative total
of 71 instances. In ten of those instances, di↵erent participants responded to each pinpoint
auditory glimpse. Thus, the percentage was 30.3 % when calculated based on the number
of individuals and 14.1 % when calculated based on the number of instances. Here, the
e↵ect is discussed based on a comparison of the ratio with that of a previous study. The
existing research that prompts passersby to interact with public displays aims to measure
participant interaction with and viewing of advertisements [118]. Among all passersby, the
ratios of persons who interacted with and watched traditional advertisements were approx-
imately 10% and 0.1%, respectively. However, the proposed system could trigger 14.1% of
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participants to watch advertisements without interacting with displays. Since this experi-
ment was not conducted in a public space and the advertisements were di↵erent from those
used in existing research, the two results cannot be directly compared. Nonetheless, my
results suggest that using a pinpoint auditory glimpse can be an e↵ective way to encourage
people to watch display advertisements without the need for interaction.

From these results, I obtain the findings as follows: even a very short sound presentation
increases the ratio of passersby who look at the advertisement. Additionally, those who
respond to the pinpoint auditory glimpse continue to look at it for a longer period than
those who do not. These factors lead to improved advertisement recognition.

Acoustic Comfort : In terms of the acoustic comfort, the questionnaire results, as shown
in Figure 3.29 (b), indicate that there was no significant di↵erence in loudness between
the proposed system and the system using a conventional loudspeaker. One participant
commented “The sudden sound was slightly distracting, but then the sound was lowered, so
I didn’t pay attention to it.” This means that a sudden presentation of sound used a pinpoint
auditory glimpse that momentarily disturbed the participant, but it was quickly muted in
accordance with their choice not to see it, so it did not interfere with their activities. This
comment suggests that the proposed system was able to provide acoustic comfort.

However, since there was no significant di↵erence between the proposed system and the
system using a conventional loudspeaker, and since only one proposed system was used
in the experiment, it is necessary to further consider the possibility of the noise problems
when multiple proposed systems are being used. Therefore, the finding is that when a
single pinpoint auditory glimpse is used, it does not negatively impact the acoustic comfort
of those nearby.

Sound Level

Traditionally, emitting a loud sound was an e↵ective way to draw users’ attention to digital
signage [74]. However, the results of using the proposed system indicated that users can
turn towards signage that emits sound for a brief period without necessarily requiring a loud
sound. I assume this to be because the person who was presented with the pinpoint auditory
glimpse became interested in the sound, which drew attention to the signage. In general,
sound is heard gradually as one gets closer to the sound source, and the phenomenon of
sudden hearing does not exist in nature. Therefore, the phenomenon of suddenly hearing the
sound of an advertisement is considered to be mysterious and curious. This phenomenon
is similar to a previous study in which a mysterious object was placed in front of the
signage [96]. This previous study showed that passersby were interested in the mysterious
object, which made them more likely to notice the presence of the signage nearby. The
results of this section can be described as a sound version of this previous study. This can
be explained by the fact that people are more interested in the pinpoint auditory glimpse
and are more likely to pay attention to the source of the sound, the signage.

Passersby might be o↵ended by the output of a sudden loud sound. Sound output is
often restricted in public spaces [82], and there may be concerns that the output sound
may be drowned out in places where other sounds are emitted loudly. However, prior
section 2 has shown that parametric loudspeakers require less sound level than conventional
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loudspeakers, even in noisy environments. Additionally, the narrow directive sound of
parametric loudspeakers means that they are barely audible to non-target listeners nearby.
This allows for the use of the pinpoint auditory glimpse in a wide range of environments,
from places where noise should be minimized to louder environments such as shopping
malls. Overall, the proposed system is a useful solution to the limitations of sound level
that hinder the improvement of public awareness, and it increases the flexibility of sound
design in public spaces.

Stage of Purchasing Process – Design Implication for In-Store Signage

Further analysis in the viewing time and Figure 3.27 revealed that there was no significant
relationship between the viewing time and the number of products using the proposed
system. Additionally, it was found that the average viewing time for the signage was
significantly longer when the number of required items in the basket was 1 or 2, regardless
of the system being used.

Previous research, such as a study conducted in a real store [115], has shown that adver-
tising placed near the cash register is more likely to lead to purchases. This phenomenon is
linked to customers’ behavior towards the cash register indicate the end of their purchasing
behavior. The results of this current experiment reinforce these findings by showing that
the use of the pinpoint auditory glimpse increases recognition even during the middle of the
purchasing process.

Future studies should take into account various parameters within the store. As customers
go through di↵erent products during the purchasing process, it is important to investigate
the optimal timing for presenting pinpoint auditory glimpse to draw attention to specific
products. Additionally, the duration and sound level of these cues should be adjusted based
on factors such as the size of the product shelves and the layout of the store. For example,
in smaller stores with limited space, auditory cues may need to be presented earlier or for a
longer duration in order to be e↵ective. By examining the relationship between store layout
and these parameters, a system can be designed that improves product recognition while
maintaining acoustic comfort.

Application for the Pinpoint Auditory Glimpse – Design Implication for Public

Display

This section explores the use of pinpoint auditory glimpses in advertising signage. The use
of this technique does not interfere visual information, haptic design, or context. Addition-
ally, audio can be applied to a variety of displays beyond just advertising signage, such as
interactive signage with playful elements. This solution has possibility for addessing the
“first click problem” [92, 113, 119] where passersby may not understand that a display is
interactive and thus do not engage with it. The use of a pinpoint auditory glimpse, such
as a sudden callout (e.g., “Come talk with me!”), can increase the likelihood that they will
turn to look.

The section can be also applying for strategies for maintaining audience engagement
after initial interaction, such as predicting when people will leave and using new forms
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of interaction to retain their interest [103], or using auditory cues to surprise and deter
them from leaving. The section suggests that future research should investigate the degree
of attraction that di↵erent types of sound used in a pinpoint auditory glimpse may have.
Overall, the section suggests that the use of a pinpoint auditory glimpse has the potential
to change the business model of displays without disrupting conventional systems.

Limitations and Future work

Sound Reflection: When using a parametric loudspeaker, the reflection can be considered
as the parametric loudspeaker emitting super directive sound. For this point, whereas the
sound of a conventional loudspeaker may reflect from many di↵erent directions, the super
directive sound of parametric loudspeakers limits reflections. In addition, by producing
sound from a high point in a slightly downward direction, I adjusted the sound to not reach
that person’s ears after reflection on a wall. If the reflected sound were audible, the sound
would be heard from a di↵erent direction than the intended direction, and the sound pressure
di↵erence between the left and right sides would be incorrect in the sound measurement.
In contrast, when I look at the Proposed Systems Funnels 3 and 4 in Figure 3.24, the
sound is delivered in such a way that the sound pressure in the intended direction becomes
higher. For example, in Funnels 2–4 on the return route in Figure 3.24, since the signage
is on the right side, the sound pressure presentation should be louder to the right ear. The
measurement results show that it is indeed louder to the right ear. Therefore, I think that
the participants in the experiment did not misunderstand the direction of the sound source
due to reflections and that the reception of reflected sound was a rare case. From the
above, I consider that the priming e↵ect of the pinpoint auditory glimpse was maintained.
In fact, there were no comments from participants that they heard sounds coming from
di↵erent directions or that they felt uncomfortable. However, when parametric loudspeakers
are used in a smaller space or when there are several people present at the same time
and the number of parametric loudspeakers increases, the e↵ect of reflected sound may be
unavoidable. Countermeasures against these include the use of phased arrays and the use
of sound-absorbing materials in reflective walls.

Di↵erences between environments : In this experiment, I used a pseudo-store to evaluate
the proposed system on the basis of viewing time. Although the pseudo-store was con-
structed to be as close to an actual store as possible, it has not fully reproduced an actual
store. To further validate the e↵ectiveness of the system, future researchers should conduct
experiments in real-world public settings to gather a larger sample size and measure the
attention of participants towards the signage over a specific period of time.

When using a pinpoint auditory glimpse, it is important to consider the transportation
context. In outdoor settings, it is important to ensure that the auditory cues are only
presented to pedestrians to avoid distracting bicyclists or drivers while they are operating
vehicles. This can be achieved by limiting the use of the system to environments where
only pedestrians are present, such as indoors, or by using cameras to detect the speed of
movement and only playing the cues for pedestrians. When implementing the system in
public places, it is essential to prioritize safety and take measures to minimize any potential
risks to the public.
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A possible approach for providing simultaneous coverage for multiple people is to increase
the number of parametric loudspeakers or cameras in proportion to the number of people
that the camera can detect. However, using many parametric loudspeakers at the same time
may result in an excessive amount of directional sound in a given location, which could
be as disruptive as using a conventional loudspeaker. Therefore, future research should
investigate whether the “Honey Pot E↵ect” [112] can be observed. The honey pot e↵ect is
a phenomenon where one person or a small group’s interaction with signage can stimulate
others in the vicinity to also interact with the signage. This section did not involve direct
interaction with the system, so it is unlikely that the honey pot e↵ect would be observed
in this experiment. However, when multiple passerby are present, it is possible that the
behavior of passerby may change, and similar phenomena such as the honey pot e↵ect could
be observed. For example, a scenario could be created where one person in a group notices
a pinpoint auditory glimpse and then tells the others, “Did you just hear something,” which
causes the whole group to pay attention to the signage. Although this is a hypothetical
situation, such multi-person-specific phenomena are conceivable. Future research should
investigate if other similar phenomena exist by conducting further experiments.

3.5 Answers to Research Questions

In this chapter, I proposed a digital signage system with a two-step system of On-demand
Pinpoint Audio System and Pinpoint Auditory Glimpse, and verified it regarding two re-
search questions through experiments.

For the RQ.2-1: “Does varying the sound level of an ad’s auditory display improve recog-
nition?,” according to Figure 3.12, the on-demand pinpoint audio system by itself was
inferior to the conventional loudspeaker in terms of recallability. However, when pinpoint
auditory glimpse was integrated to it, no significant di↵erence in viewing time was found
between the conventional loudspeaker and the pinpoint auditory glimpse, as shown in Fig-
ure 3.25. Besides, it was also found that the viewing time increased when there was a
response to the pinpoint auditory glimpse, as shown in Figure 3.26. In other words, the
answer to the first research question is “Ad recognition increases when the sound level is
not only changed according to attention level, but also when the sound level is changed as
a ‘trigger’ for passersby to look at the signage.”

For the RQ.2-2: “Does varying the sound level of an ad’s auditory display make the
acoustic environment less comfortable?,” as shown in Figure 3.18 and Figure 3.29, the
results of the proposed system were similar to those of the conventional loudspeaker. In
other words, the acoustic comfort was found to be maintained. However, as stated in
Section 3.4.6, the system was only validated with a limited number of units, so it is necessary
to validate the case where more signage changes its sound level at the same time. Therefore,
the answer to the second research question is “if only some auditory displays vary in sound
level, it does not negatively impact the acoustic environment.”
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3.6 Summary

In this chapter, an examination using digital signage was conducted as an example to clarify
whether an auditory display according to an individual context can resolve the trade-o↵
between utilization e↵ectiveness and spatial comfort.

In the section 3.3, I proposed an on-demand pinpoint audio system, and clarified the
influence of advertisement recallability and acoustic comfort. The categories of advertise-
ments that a↵ected the advertisement recallability and the subjective acoustic comfort when
digital signages emitted sound were also investigated. Through experiments with 30 partic-
ipants, the results showed that advertisements using the on-demand pinpoint audio system
were more recallable than silent advertisements. Although acoustic comfort was maintained,
the on-demand pinpoint audio system reduced the noise level compared to a conventional
loudspeaker. In addition, when analyzed by advertising category, music-dominating adver-
tisements presented by the on-demand pinpoint audio system were more recallable than
silent and other advertisement categories.

In the section 3.4, I proposed the use of a pinpoint auditory glimpse as a sound-based
solution to address display blindness. The findings indicate that a pinpoint auditory glimpse
can e↵ectively draw people’s attention to signage, and that once a person responds to the
sound, they are more likely to continue paying attention to the signage. Additionally,
the results suggest that the presence of a pinpoint auditory glimpse does not negatively
impact participants’ purchasing behavior. Furthermore, this system o↵ers benefits not only
for advertisers, but also for the general public by reducing the overall sound level and
minimizing any potential harm to passersby. These results demonstrate the potential of
the pinpoint auditory glimpse as a novel, sound-based method for solving display blindness,
and highlight the potential for it to lead to changes in advertising display business models
and increased flexibility in sound design in public spaces.
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Chapter 4

Auditory Display for Guiding

Pedestrians

4.1 Chapter Objective

In the previous chapter, it was found that an auditory display responsive to an individual’s
level of interest can achieve both improved utilization e↵ectiveness and maintenance of
acoustic comfort. In this chapter, I examine the auditory display that responds not to the
individual but to the state of the space, using human flow control as the subject matter.

Managing pedestrians flow e↵ectively is crucial for successful urban designs and large-scale
events. Tourist congestion, for example, can a↵ect sightseeing areas, making them difficult
to access. There is now a need to alleviate these congestions [120, 121]. During massive
events such as parades and concerts, unguided pedestrian flow can cause traffic congestion,
reducing comfort and potentially leading to accidents [122, 123, 124]. In addition, to prevent
the spread of infectious disease during a pandemic such as COVID-19, it is necessary to
redirect passersby to other streets, which could reduce congestion rates, maintain physical
distance and minimize contact [125]. Thus, managing the flow of pedestrian movement is
essential.

Historically, visual methods have been employed to manage the flow of people. Station-
ary or temporary elements such as traffic signs (e.g., one-way streets) [126, 127] and digital
signage [128, 129] were used along with pedestrian guidance through police officers [130].
While these methods have been useful in organizing pedestrian flow, they need to be visu-
ally prominent, which often requires bright colors. These colors can be disruptive to the
aesthetics of the landscape. Furthermore, pedestrian guidance methods demand significant
resources, as police or security personnel must be permanently stationed on the streets.
Consequently, I need to consider alternatives to visual methods for managing pedestrian
flow.

In this section, I propose an auditory display using non-linguistic sounds to guide pedes-
trians as shown in Figure 4.1. The corresponded research questions are following:

RQ.3-1: What kind of sound design e↵ectively guides pedestrian flow?
RQ.3-2: What is the impact of sound-guided intervention on streetscape perception?
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Figure 4.1: Overview of an auditory display for guiding pedestrians

These research questions are being investigated through participant experimentation.
The experiment used a laboratory setup with parametric loudspeakers for the auditory
display. This resulted in almost no sound reflections or noise, and only few head movement
by the participants. Due to these limitations, the results are not entirely generalizable, but
this chapter o↵ers spatial audio of pedestrian guidance as an exploratory study.

4.2 Related work

4.2.1 Pedestrian Flow Guidance

Existing studies on pedestrian flow guidance have primarily focused on congestion alle-
viation and emergency evacuation, with visual information being the principal means of
direction. For instance, traffic signs are ubiquitously used to regulate and direct traffic,
ensuring safety via signs indicating temporary stops, speed limits, and so on [126, 127].

As a congestion mitigation strategy, some transit platforms visually display the expected
congestion of the next arriving train [128]. The intention is to encourage passengers to
adjust their boarding position to evenly distribute congestion on the train. Similarly, air-
ports have proposed signs to depict the level of congestion in departure lobbies, nudging
individuals towards less crowded areas [129]. These visual displays have been well-received
and successfully guide the public.

Mobile navigation that adapts routes to control crowd flow has also been proposed [131].
This research indicates that this system helps organize pedestrian flow and direct individuals
to specific destinations.

In emergency evacuations, safe and e↵ective guidance is crucial. Past strategies have
suggested the use of digital signage, studying factors such as size, distance, height, and
graphic design to optimize visibility even in smoke-filled conditions [132, 133].

Auditory guidance has also been proposed for scenarios where visibility is hindered, such
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as fires in tunnels. Many participants reported basing their evacuation decisions on audio
information [134]. Evacuation beacons using chime sounds and announcements have been
e↵ective in directing individuals towards optimal routes [43]. Further research has compared
non-verbal auditory cues based on subjective evaluations and evacuation success rates [135].

While auditory methods have been utilized in emergencies, visual cues typically guide
pedestrian flow. Few papers use audio guidance in non-emergency situations. However, it
can have a wide range of applications, such as guiding visitors to tourist attractions and
events, providing directions in zoos and museums, and easing congestion.

Research has also been conducted to guide walking through tactile presentations in non-
emergency situations. Devices in which haptic transducers surrounding the user’s waist
vibrate in response to the destination’s direction and distance have shown their design’s
e↵ectiveness [136]. Stimulus presentation by galvanic vestibular stimulation (GVS) pro-
vided gait guidance and posture support [137], which provides direct navigation. Another
method has been proposed to change the trajectory of gait by applying weak electrical
signals with EMS (Electrical Muscle Stimulation) on the legs and neck to naturally rotate
the muscles [138, 139]. Furthermore, a method has been suggested for attaching vibro-
tactile actuators to the entire head to assist with navigation and search tasks when using
head-mounted displays [140]. These haptic navigation methods are undoubtedly e↵ective.
However, the haptic presentation uses invasive devices. Especially in the real world, not ev-
eryone wears such a device. This research uses an auditory display as a technique that does
not need wearables or additional user equipment. Its objective is to investigate desirable
sound design for guiding pedestrian flow in non-emergency situations.

4.2.2 Spatial Audio

Spatial audio is generally heard using headphones or other wearable devices. This is to
present di↵erent sounds to the left and right ears, and because it is important to localize
the sound accurately [141]. Various studies have been conducted on the perceptual local-
ization of spatial sound; experiments on acoustic localization, including visual cues in AR
environments, have reported high perceptual accuracy in the horizontal direction [142]. It
has also been reported that stereoscopic sound image generation when using conventional
loudspeakers is not sparse and can be perceived with good accuracy with proper spac-
ing [143]. Concerning the advantages of stereophonic sound presentation, improved visual
search performance results were observed, for instance, when tasks were performed with
non-informative stereophonic sounds [144]. However, previous research has demonstrated
that haptic sensation is more e↵ective than auditory sensation in conveying warnings to
car drivers [145]. Therefore, it is desirable to choose the most appropriate modality for the
situation.

Currently, non-wearable systems that can present sound directly to the left and right ears
by using directional audio have also been constructed. One such system [146] allows people
to hear stereophonic sound even while walking. By sensing a person’s position and calcu-
lating in real time, it is possible to perceive where the sound is located, no matter where
the person is facing. Although this system has not yet been developed for public spaces, it
can be used for visual applications such as mid-air AR. It has also been applied to stereo-
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phonic acoustic presentation while walking, such as hazardous sound presentation [147] as
an accident prevention. Thus, the technology of spatial acoustic interfaces is developing,
allowing greater freedom to the listener.

One advantage of spatial audio is that it is possible to perceive which direction the
sound is coming from. One navigation system that makes use of this is a technology for
assisting the visually impaired. Research on stereophonic presentation of sound icons [148]
can perceive where something is by sound even if you cannot read a map. Kim et al.
have made the system more ubiquitous, proposing a demodulated acoustic information
presentation technique that can only be heard by the visually impaired [149]. This allows
them to locate anywhere without having to touch the Braille. In addition, a system that
can recognize the location and state of surrounding objects [150] enhances the safety of
mobility for the visually impaired. As an object search, Komoda et al. have proposed a
system that navigates by AR-like voice superimposition of object location [35]. Spatial audio
presentation lightens the burden on the assistive person and facilitates object search for the
visually impaired. As shown above, sound presentation with spatial acoustic direction is
often used as an assistive technology for people with disabilities.

By using this direction-perceivable spatial audio, this chapter builds an interface that
intuitively communicates which way one wants to be guided. In this way, I propose a new
application of spatial audio.

4.3 Design of Auditory Display under Normal Condition

4.3.1 Section Objective

Initially, this section will conduct a study on the sound design, e↵ectiveness, and the
streetscape perception when guiding pedestrians in a situation where no specific event is
occurring. To induce pedestrians to proceed to a particular path, it is necessary to be able
to perceive which path it is and to motivate them to go that way. In other words, it is im-
portant to provide spatial sound and motivational design as the guiding sound. Thus, it is
crucial to investigate the appropriate spatial sound design for inducing pedestrian flow. Fur-
ther, I must consider whether this auditory intervention might adversely a↵ect streetscape
perception. Therefore, the purpose of this section is to identify what constitutes a good de-
sign for guiding sound that encourage pedestrians to follow a specific path, and to measure
the e↵ectiveness of it.

4.3.2 Design and Materials

Principles

This section outlines the design of an auditory display featuring guiding sound. The first
step in presenting sounds to pedestrians involves determining the type of earcon to be used.
To encourage pedestrians to follow the guidance, it is important to provide them with
motivation.

Among these components, ability is inherently simple, as the only task required is path
selection. Prompts can be provided at decision points such as intersections. Therefore,
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the sound must primarily convey motivation. The earcon must be designed such that
pedestrians are motivated to follow the intent of the guiding sound and choose a path
accordingly.

Moreover, pedestrians often have a brief window from noticing a sign to deciding their
subsequent path. This means the design must swiftly convey the message to pedestrians.
Additionally, the guiding sound must be distinctive, allowing people to understand which
road the information pertains to and its location. Conventional loudspeakers di↵use sound
widely, making it difficult for pedestrians to discern the specific road the guidance sound
refers to. Consequently, the guiding sound should also incorporate angle information.

Sound Category

To act as an e↵ective guiding sound providing motivation, the sound must incentivize pedes-
trians to listen. One such example is music. Street musicians sometimes perform impromptu
sessions, infusing the environment with their music. Such street music is not only positively
received by passersby but also tends to attract crowds [4, 77]. By playing music from a
specific street, I aim to incentivize and encourage pedestrians to take that route. In this
study, I used accordion music [151], a common choice for street music.

The second sound employed to create the illusion of a reward is applause [152]. By
emanating the sound of clapping and whistles from a particular path, pedestrians might
feel praised or welcomed, prompting them to choose that route. The sound of applause in
this context includes multiple people clapping, supplemented by encouraging whistles [151].

Thirdly, I used nature sounds to promote a sense of comfort. According to various studies
on soundscapes, nature sounds can induce relaxation [78, 153, 154] and enhance comfort
by masking disruptive noises, such as traffic sounds [17, 155, 156, 157]. By directing this
nature sound from a specific path, I aim to persuade pedestrians to follow that path in
pursuit of this soothing ambiance. The nature sounds employed here comprise a blend of
birdsong [158] and the babbling of a river [159].

All of these sound types are presented as brief excerpts, ensuring their content and in-
tended meaning can be comprehended even if heard for only a short period. Furthermore,
recognizing that pedestrians might need more time to decide their path after hearing the
sound, each sound clip is designed to last for over 30 seconds. Sound clips were edited using
adobe audition.

Visual Material

The previous study [160] examined the e↵ect of visual signage in an immersive video envi-
ronment (IVE). The IVE showed a video simulation of the environment (panoramic footage
of a decision point) with overlays of the proposed pedestrian one-way signage. In addition,
they added textual information on the panoramic video to indicate travel time and distance
to a destination. Since participants can feel a high level of immersion in an IVE, it is suit-
able for simulating actual roads. In my study, I use the same visual environment except for
the overlay of the visual one-way signs.

The videos consist of panoramic views of multiple decision points along a routes. There
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Figure 4.2: Experimental setup: this experiment is conducted using (a) two parametric
loudspeakers and (b) an immersive video environment (IVE). The image on the screen in
this figure is the reference for the angle perception experiment.

are three routes in total. Regardless of which route is chosen, each decision point of that
single route leads to the same destination. To balance the realism of walking while avoiding
the video-induced motion sickness [161], the footage between branch points is implemented
as a transition of still images. These show the path from the current decision point to the
next. Each route is composed of five to eight decision points.

The video footage utilized in this chapter was identical to that used in a previous
study [160]. The method employed to create the video involved recording a 3-minute
panoramic video at 37 intersections in the city of Quakenbrück, Lower Saxony, Germany.
In order to capture di↵erent perspectives upon entering the same intersection from di↵erent
directions, 180° videos were created from the recorded 360° videos. In addition, panoramic
shots were taken every 20 meters between intersections to create transitions. All footage
was recorded using a 360° camera ( Kandao QooCam 8K Enterprise).

As shown in Figure 4.2 of the experimental environment diagram, the IVE is set up to
cover the participant’s field of view. The IVE operates as a single 5760*1080 display by
connecting three 1920*1080 resolution displays, creating a highly immersive environment
even without a headset. Additionally, at each decision point, the available paths lead to the
left, center, or right direction, with no paths that are immediately adjacent to each other.
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System Configuration

As outlined in the design principles, the guiding sound must allow pedestrians to determine
which path the sound refers to. For this purpose, I utilized stereophonic sound to localize
the sound image in the direction of the path. This enables pedestrians to identify the origin
and angle of the guiding sound.

Stereophonic sound presentation comes in two formats: wearable and non-wearable.
While headphones are a common wearable option [162], not all pedestrians wear head-
phones, and unauthorized Bluetooth connection is inappropriate. In addition, pedestrians
have no clue as to where the sound source is, making it difficult to connect headphones.
Consequently, I adopted a non-wearable approach to ensure universal applicability.

In stereophonic presentation, the direction of the sound image is perceived based on subtle
discrepancies in arrival time and sound pressure between the left and right ears [141]. It’s
crucial that the sound source intended for the left ear reaches the left ear and the sound
source intended for the right ear reaches the right ear.

Using conventional loudspeakers to present the sound might result in the sound intended
for the left ear being heard by the right ear. This crosstalk issue is known to diminish presen-
tation accuracy. To enhance accuracy, this chapter utilizes a parametric loudspeaker [22, 23].
This loudspeaker exhibits a narrow directivity feature, meaning it can be clearly heard only
when aimed directly at the listener, thus eliminating the crosstalk problem. I deployed two
such loudspeakers, one for each ear. The loudspeaker’s model number is Tri-State K-02617,
which has 50 transducers (AT40-10PB3).

The software needs to convert the sound source to stereophonic sound. However, stereo-
phonic sound perception varies among individuals and depends on personal attributes
like head and ear shapes. This attribute is known as the head-related transfer function
(HRTF) [163, 164]. But capturing and utilizing the HRTF of every passerby is not feasible.
Instead, a HRTF measured on a dummy head was used for generalization. The HRTF is
part of an online publicly available dataset by [165]. The HRTF with subject number 046
was used for the study. For the specific measurement method, the reader is referred to the
document [165] by the creators of the dataset.

The stereoacoustic procedure involves first normalizing the sound sources selected in the
sound category to the same sound level (ITU-R BS.1770-3 standard) [166]. Then, among
the selected HRTFs, I use the one where the vertical direction is 0°, indicating the sound
source position is at the same height as the listener. HRTFs with 5° increments from 0°
to 355° in the horizontal direction are prepared, and a convolution operation is performed
on the sound source. The resulting left and right 2-channel signals are transmitted to
the parametric loudspeakers corresponding to the left and right ears, respectively. This
configuration is depicted in Figure 4.3.

Experimental Environment

An experiment involving participants was conducted to assess the e↵ects of di↵erent types
of stereophonic guiding sound. The chapter took place in an environment simulating an
actual streetscape. The experimental protocol (equipment, procedure, and footage) used in
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Figure 4.3: The system configuration of guiding sound

a previous study [160] was employed for this simulation. The immersive video environment
(IVE) is equipped with a 180 degree screen setup to show panoramic video footage. It o↵ers
a VR-like real-world experience, making it ideal for my experiment, as shown in Figure 4.1.

Three routes with 5-8 junctions from the starting point to the destination were prepared,
with each junction o↵ering 2-3 paths. Participants walked each route during the routing
scenario without a time constraint. As a scenario, the participants were given the following
instructions: “You are out and about. You are on foot in a city on your way to a certain
shop to buy something. You do not have an appointment so there is no time pressure to
make a decision or to reach the destination.” Static image transitions were used to simulate
the movement between junctions, as continuous movement could potentially induce VR
sickness. A video and audio recorded at the junction point are played at each junction. The
audio is played from a conventional loudspeaker apart from the auditory display. Besides,
each branching path’s remaining walking distance and time to the destination were displayed
as an overlay. As an action at a junction point, the participants were instructed that “There
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Figure 4.4: Random placement of the three guiding sounds and the distribution of the
detour ratio

will be several branches before you reach your destination. There will be two choices, A and
B, and sometimes three choices, including C. The choices are labeled with the distance and
time to proceed to the next point. Please use these information, landscape, and soundscape
as a reference to select a branch and tell me the letter of branch.”

A previous study has shown that travel time and distance are decisive factors for pedes-
trians’ route decisions [167]. Assuming that participants typically choose the shortest or
quickest route, as per rational judgment, I played guiding sounds from routes that take a
longer distance or time to reach the destination. This sound intervention tests if participants
are willing to deviate from their rational judgment and take a detour.

The experimenter manually controled video and sound playback using the Oz system to
make the experiment feel as automated as possible. After reaching a junction, the guidance
sound was played. The branching paths were labeled A, B(, C), and participants indicated
which path they wanted to take. After their selection, the experimenter turned o↵ the
guiding sound and played the video transition to the next junction. This process repeated
until the destination location was reached.

Participants practiced on a short course before the experiment to familiarize themselves
with the environment. The course featured a location that did not appear in the main
experiment. It was designed to introduce participants to the experimental protocols, such
as going to the destination, choosing a path at a junction, and the video transitioning to
the next junction. I ended the exercise by confirming with the participants that they were
ready for the main experiment. Each participant randomly followed one of the three routes
in the experiment, with a random choice of sound source played at each junction. Due to
the randomness, three participants each did not receive one type of sound. The omitted

68



sounds were di↵erent for each of these three participants. The task took approximately 2
minutes for the practice and 5 minutes for the main, respectively.

In order to better compare the detour impact of the sound interventions across inter-
sections with di↵erent remaining distances to the destination, I defined the “detour ratio,”
which is the ratio between detour taken and shortest available path:

D(p, i)

S(i)
= R(p, i) (4.1)

with D(p,i) being the length of the detour taken by participant p at intersection i ; SPL(i)
being the shortest available path length at intersection i ; and DR(p,i) being the detour
ratio of the detour taken by participant p at intersection i.

The distribution of presented sound types among intersections with varying detour ratios
is shown in Figure 4.4. The y-axis shows the number of times each sound was played when
the detour ratios at a given junction are aggregated into increments of size 0.1. This figure
indicates that the randomly placed sound types are approximately evenly distributed.

Following the walking experience, participants completed a questionnaire about their
awareness of the sound sources during the experiment and their streetscape assessment on
the computer. First, they were asked if they noticed each sound - “Have you noticed this
sound? (Yes/ Maybe/ No/ Other)” and “Did you want to head toward the road in the
direction this sound was playing? (Yes/ Maybe/ No/ Other),” followed by “Why did you
feel as you answered above?” To evaluate the streetscape, including sound, participants then
watched a video from the starting point with the guiding sound playing in the direction of
0° and rated the overall comfort on a 7-point Likert scale - “How comfortable was the entire
streetscape with this sound? (1: not comfortable at all, 7: very comfortable)”. It should
be mentioned that playing the video and sound again on the PC was intended to recall the
experience in the IVE. The evaluation of those who did not notice the sound during the
experiment was based solely on their experience during the replay on the PC. Hence, for
evaluation of the streetscape, I only considered participants who noticed the sound in the
IVE. That is, those who answered Yes to the question “Have you noticed this sound?”.

Procedure

The participants’ experiment consisted of four stages in total. The operation of parametric
loudspeakers produces high frequency sounds that may cause discomfort or pain to some
people. Therefore, initially, pink noise was presented as a sample sound source from the
parametric loudspeaker to ensure that the experiment could proceed without any issues. The
sample sound source consisted of the same stimuli as the subsequent perception experiment.

Next, I confirmed whether participants were able to correctly perceive the spatial sound
of the auditory display. As discussed in Chapter 4.2, individual di↵erences exist in the
perception of stereophonic sound, but I used only one type of HRTF for this experiment. I
used a pink noise as the sample sound source, which is commonly used in previous studies
to measure spatial sound localization accuracy [24]. I convolved the pink noise with seven
HRTFs, including 0 degrees in the center and 30, 60, and 90 degrees to the left and right.
The order of the presentation was randomized.
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As a reference for the participants, I projected an image of angles shown in Figure 4.2 on
the screen. Participants were informed that they could give answers other than the angles
shown in the image. Participants were asked to verbally tell the experimenter from which
direction(s) (left/right) they heard the sound source. They were not required to specify left
or right for 0 degrees. Since head position a↵ected the accuracy of spatial sound perception,
the experimenter instructed participants to face forward as much as possible.

After conducting the spatial sound perception test, I proceeded to verify the e↵ects using
the simulated routes. A practice route was used to explain the operation method. As shown
in Figure 4.3, the decision points had choices with the information of the distance and time
required to reach the destination. Participants were instructed to choose the path based on
this information and consider the overall landscape and soundscape.

At the decision points, the control of the auditory display was manually triggered following
the Wizard-of-Oz approach. When the participant reached the decision point or started to
move toward the next decision point, the auditory display was manually played or stopped
by the experimenter, synchronized as much as possible with the video.

Finally, the participants were asked to complete a questionnaire.

Participants

The participants were 16 individuals (8 males and 8 females, with an average age of 24.5
years, ranging from 18 to 34 years old) without any audiovisual impairments. Participants
were recruited through snowball sampling, and they all were either university faculty mem-
bers or acquaintances thereof. There were no restrictions regarding their backgrounds in
acoustics or urban design. One participant completed the questionnaire in German. The
responses were translated into English and included in the analysis. This experiment was
approved by the ethical review committee of the ifgi at the University of Münster, and all
participants provided informed consent before participation.

4.3.3 Results

Perceived Angle

First, the results are presented on whether participants were able to correctly perceive the
spatial sound of the auditory display. The results for each angle were written in Figure 4.5.
The results show that the angles are divided between those that are accurately localized
and those that are not. In this experiment, there were no roads in the same direction
at a single decision point, so it was important that the left-right direction cues were not
confused. That is, it was necessary to be able to at least distinguish between left and right,
and this condition was satisfied. Note that one participant answered partially reversed left
and right. Thus, I exclude all of this participants’ results, and report the perceived angle
and following results of the experiment on 15 participants.
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Figure 4.5: The results of the perceived angle of the stereophonic sound. Negative values
on the x,y axis correspond to the left side and positive values to the right side.

Detour Ratio

First, the results of how far the participants were encouraged to go by being presented
with guiding sounds are shown by the sound type. The detour ratio will be compared to
data with no sound intervention as a baseline. The baseline data will use the results from
the previous study [160] when there was no intervention and not in a pandemic situation
(n = 26). As a note, the prior paper calculated per-route-detour ratio, whereas here I
recalculated the data by per-intersection-detour ratio.

All results were shown in Figure 4.6. For the accordion-based guiding sound, the average
detour ratio was 5.14 ± 1.42 %. The applause sound resulted in an average detour ratio of
8.72 ± 3.32 %. The nature sound led to an average detour ratio of 30.44 ± 8.90 %. For the
baseline (= no intervention), the detour ratio was 2.77 ± 1.00 %.

These results were analyzed with a one-way independent-measures ANOVA (type: four
levels - accordion, applause, nature sound, and baseline). There was a significant di↵erence
at the < 1% level (F (3,243) = 5.505, p = 0.001). A Tukey-HSD post-hoc test revealed
that p = 0.98 for accordion and applause, p = 0.021 for accordion and nature, p = 0.99
for accordion and baseline, p = 0.083 for applause and nature, p = 0.84 for applause and
baseline, p < 0.001 for nature and baseline. Hence, the significant di↵erences were found
between accordion and nature sound at 5 % level, applause and nature sound at 10 % level,
and nature sound and baseline at 1 % level.
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Figure 4.6: Results of the participants’ detour ratio in the case of guiding sound

(a) Have you noticed this sound?

Accordion
Applause

Nature

[%]0 20 40 60 80 100

(b) Did you want to head toward the road in the direction this sound was playing?
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Yes Maybe No Other I didn t notice this sound’

Figure 4.7: Participants’ questionnaire results: (a) Have you noticed this sound? (b) Did
you want to head toward the road in the direction this sound was playing?

Streetscape Perception

The responses to the questionnaire are presented below in summary form. Firstly, results
regarding whether participants noticed the sound source and whether they wanted to head
in the direction of the sound are displayed in Figure 4.7. Results show that almost all of
the participants who noticed the nature sound wanted to walk its direction. In contrast,
only about half of the participants expressed a desire to head towards the direction of the
accordion or applause sounds.

The streetscape perception considered only those participants who indicated that they
had heard the sound source during the experiment. Thus, evaluations from participants
who did not notice the sound source (those who answered “No” to the question “Have you
noticed this sound?”) were excluded.

The results (see Figure 4.8) revealed an average Likert rating of 5.21 ± 2.03 for accordion,
4.36 ± 1.65 for applause, and 5.92 ± 1.91 for nature sounds. These results were subjected
to a one-way independent-measures ANOVA (type: three levels - accordion, applause, and
nature sound). A Tukey-HSD post-hoc test revealed p = 0.29 between accordion and
applause, p = 0.38 between accordion and nature sound, and p = 0.023 between applause
and nature sound. Therefore, there was a significant di↵erence at the 5 % significance level
between applause and nature sounds.
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Figure 4.8: Results of the participants’ streetscape perception in the case of guiding sound

4.3.4 Discussion

Participants’ Feedback

The detour ratio and the results of the questionnaire showed that the nature sound was
easier to guide while improving the streetscape perception compared to the accordion, ap-
plause sound, or no intervention. Regarding the participants’ attitudes, the questionnaire
also showed that they were more inclined to go in that direction when nature sound was
presented.

Here are some feedback from participants regarding their decision (or lack thereof) to
follow the path associated with the sound guidance:

Firstly, regarding the accordion sound, I had initially assumed that all participants would
respond positively to it during the design stage, given that it is often played by street
musicians. In fact, some participants said, “I want to know where the music is coming
from” (P1), “I thought there might be a street musician” (P7), and “Sounds fun and there
might be people there” (P12). Conversely, a few participants gave negative feedback about
the type of music, stating, “I don’t really like this kind of music” (P5) and “I don’t like such
music and the related bustle” (P13). Thus, it was found that individual music preferences
can impact the e↵ectiveness of sound guidance.

Secondly, for the applause sound, I considered to serve as an incentive for participants
and easily boost their motivation to follow instructions. Some comments included, “Because
it makes one curious and sounds as if something nice is going on” (P2), “I wanted to see
what is going on” (P3), and “I was curious what was happening there” (P15). Therefore,
it was discovered that the motivation was not directed towards the participants themselves
but rather towards the expectation that there was some event taking place beyond the
path indicated by the guiding sound. Some participants even avoided the direction of the
applause sound due to the presumed presence of a crowd, for example, “The sound suggested
there could be people there” (P4) and “It sounds like there would be a lot of people. So, I
don’t think it’s comfortable to walk through” (P10). These reactions to the applause sound
di↵ered from my initial hypothesis.

Lastly, while nature sounds were initially thought to merely provide a comforting am-
biance rather than serving as a guide, surprisingly, these sounds were reported to do both.
Participants shared comments like, “Because it sounds as if a park would be nearby with
birds singing and water flowing... nice to relax, especially in the city” (P2), “The sound
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suggested a quiet place in nature” (P3), and “Sounds like a very quiet and peaceful path...
I love nature so I would enjoy the walk” (P8). The only negative feedback was, “reaching
my destination was my goal, not the streetscape or anything else” (P6), suggesting that the
nature sound was not relevant to the reason why this participant was not guided.

Design Implication of Guiding Sound

In this experiment, guiding sounds were employed solely to guide participants towards a
particular path at intersections. Upon analyzing the participants’ comments, it was found
that individuals tend to imagine, what lies ahead of a junction when presented with guiding
sounds. In the case of the applause sound, it evoked an ’expectation’ of what could be
happening ahead, and in the case of the natural sounds, it created an expectation of comfort,
peace, and tranquility. These expectations consequently influenced their willingness to
be guided in a particular direction. Conversely, the applause sound may also provoke a
negative expectation of crowding, discouraging some individuals. Therefore, when designing
a guiding sound, it is crucial to consider what the individual being guided may ’expect’
to find ahead. This expectation will significantly influence their decision to follow the
suggested path. However, there are also sounds, like music, which can divide individuals
based on personal preference. In these instances, the individual might refuse to follow the
guided path, not because of what they expect to find but because they do not like the
sound itself. This suggests that these personal internal elements should also be considered
as a parameter when designing a guiding sound. These expectations, however, were not
met in my experimental setup. Depending on the interplay between the situation and the
type of guiding sound used, there could be a risk of creating false expectations among the
participants.

Each sound type proved e↵ective under certain circumstances: when participants desired
to be led towards an actual event, or when the intent was to foster relaxation or emphasize
natural elements. Nevertheless, in other situations, the use of these sounds could unin-
tentionally inflate passerby’s expectations. Therefore, when designing guiding sounds, it’s
crucial to carefully select sounds that align well with the nature of the situation, thereby
ensuring they serve their intended purpose without creating misleading cues.

4.4 Summary and Answers to Research Questions

In the section 4.3, I explored the sound designs for guiding pedestrians while maintaining the
streetscape under normal conditions and evaluated their e↵ectiveness. The findings suggest
that sounds providing a sense of comfort, such as nature sounds, can enhance streetscape
perceptions and motivate individuals to follow a certain path. However, I also discovered
that certain sound types may give rise to undue expectations in pedestrians, highlighting
the importance of careful sound selection according to specific situations.

The answer to research question 3-2 “What is the impact of sound-guided intervention
on streetscape perception?” is that nature sounds can enhance streetscape perception.
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Chapter 5

Conclusions: Guidelines and

Limitations

5.1 Summary of the Dissertations

This doctoral dissertation proposed a system that includes sensing whether an individual
needs information sound and whether it is necessary to emit sound based on the space,
in order to resolve the trade-o↵ between the e↵ectiveness of auditory displays and spatial
comfort. Furthermore, the objective was to investigate how the use of this system changed
human consciousness, behavior, and spatial comfort with acoustics as a factor. From these
investigations, the following research questions and answers were obtained:

RQ.1 How much is the noise level reduced by the use of parametric loudspeakers?
(corresponds to Chapter 2)

A.1 Noise reduction is more pronounced with lower background noise levels. For
instance, if the background noise is 20 dBA, the SRT for non-target listeners
was 27.25 dBA with conventional loudspeakers, but it was 14.05 dBA with para-
metric loudspeakers. When combined with the background noise, the di↵erence
in sound level was 7.02 dBA.

RQ.2-1 Does varying the sound level of an ad’s auditory display improve recognition?
(corresponds to Chapter 3)

A.2-1 Ad recognition increases when the sound level is not only changed according
to attention level, but also when the sound level is changed as a ‘trigger’ for
passersby to look at the signage.

RQ.2-2 Does varying the sound level of an ad’s auditory display make the acoustic
environment less comfortable? (corresponds to Chapter 3)
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A.2-2 If only some auditory displays vary in sound level, it does not negatively impact
the acoustic environment.

RQ.3-1 What kind of sound design e↵ectively guides pedestrian flow? (corresponds to
Chapter 4)

A.3-1 During normal times, using comforting sounds such as nature sounds can e↵ec-
tively guide human flow because these sounds increase the motivation to follow
the guidance.

RQ.3-2 What is the impact of sound-guided intervention on streetscape perception?
(corresponds to Chapter 4)

A.3-2 Nature sounds can enhance streetscape perception.

5.2 Design Guidelines

When designing auditory displays, considering their e↵ectiveness first brings forth a range
of options. Extreme examples include making the sound level excessively loud or using con-
spicuous warning sounds. Extreme examples include making the sound level excessively loud
or using conspicuous warning sounds. To resolve the trade-o↵ issue, this dissertation poses
the research question of sound level, exposure time, and sound genre as key parameters,
and examines their e↵ectiveness through examples of auditory displays that are according
to individual and spatial contexts. While these parameters and examples are not compre-
hensive, it is concluded that manipulating these three parameters can achieve e↵ectiveness
while ensuring the spatial comfort The following are design guidelines for auditory displays
based on these three parameters. These guidelines should be referenced based on what the
purpose of the space is and what kind of space it is.

• Sound Level Previous research has indicated that sound level is an important pa-
rameter a↵ecting acoustic comfort [12, 13]. Reducing the sound level being presented
not only decreases the overall sound level in the space but also potentially avoids in-
formation masking [168]. Avoiding information masking leads to other sounds being
more easily heard. One method for this is the parametric loudspeaker, which was
examined in Chapter 2. It reduces the sound level to prevent it from becoming noise
for the surroundings and also lowers the sound level for the target listener, which can
be expected to improve acoustic comfort.

However, beyond just altering the sound level, the use of noise cancellation [169] can
also have a similar e↵ect. While the technology for masking sound in open spaces
is still developing [170], it e↵ectively changes the level of the sound that is heard.
Applying these technologies can ensure spatial comfort influenced by acoustics.

• Exposure Time Individuals vary in their context with presented content, such as
level of interest, concern, and engagement. In previous research [171], cameras were
used to identify an individual’s gender to change the content displayed, which is
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a system responsive to the context of engagement. In contrast, this study adjusts
exposure time to create a system that responds to the context of individual interest
and concern. Chapter 3 demonstrated that by adapting this system to digital signage
commonly found in stores, it is possible to improve comfort level without disrupting
purchasing behavior. Adjusting exposure time in this way, by constantly changing
the sound level, can avoid information masking, similar to the earlier discussed point.

Furthermore, it was found that exposing everyone to the signage for a short period
only, rather than continuously, tends to increase the viewing duration. This can be
understood as the audio version of the previous research on sudden object presenta-
tion [96], suggesting that the gimmick of sudden sound presentation is e↵ective.

Thus, by controlling exposure time according to individual context, it is conceivable
not only to maintain comfort level but also to improve utilization e↵ectiveness.

• Sound Genre Traditionally, when conveying something only by sound, specific lan-
guage messages or warning tones were often used [134, 43, 135]. This is largely due
to the fact that spaces where only sound is presented are often in emergency situa-
tions. In contrast, this study examined sound design in situations where only sound is
presented in non-emergency situations. Depending on the spatial context, the degree
to which people want to hear the sound and the degree to which they want to follow
the content of the sound varies. By changing the sound genre used depending on the
context of the space, it was shown that it is possible to increase the e↵ectiveness of
sound presentation while ensuring comfort.

For example, in chapter 4, a situation in which people are guided in a space where
there is no emergency but congestion is to be alleviated was assumed. Through
experiments, I found that pedestrians expect what is ahead when a sound is presented
from the front. In terms of sound design, using natural sounds like streams and
birds, which are positively evaluated in traditional soundscape research [155, 17, 156,
157], e↵ectively guided people while maintaining the landscape. In cases where 100%
guidance is not necessary, considering the genre of sound can lead to a comfortable
acoustic environment.

5.3 Limitations and Future Directions

There are several limitations to this study.
First, the parametric loudspeakers used throughout the paper are highly directional and

have the advantage of not scattering noise as described in chapter 2. However, as described
in chapter 1.4, since ultrasonic waves are used to propagate sound, the restored audible
sound is distorted. In particular, the high-frequency range is heard well and the low-
frequency range is difficult to hear. This can be seen in the chapter 2.5 results, which show
that sounds with low fundamental frequencies are difficult to hear. In cases where sound
quality is important, the auditory display using parametric loudspeakers proposed in this
thesis is not suitable.

77



Additionally, the auditory displays proposed in Chapters 3 and 4 are currently limited
to specific spaces. The system overview in Chapter3 is designed for presenting to only
one person at a time. In Chapter4, there is no sensing to di↵erentiate which individuals
are approaching a junction and which are not. Thus, as it stands, the system is only
practical in spaces like store aisles or less busy paths. To expand the usable spaces in
the future, it would be necessary to increase the number of parametric loudspeakers or
manipulate sound phases within a large parametric loudspeaker to create multiple listening
points simultaneously. Additionally, it’s essential to investigate how auditory displays for
groups impact each individual’s behavior and consciousness.

The current experiments are conducted in a laboratory setting with a small sample size of
approximately 15 - 30 participants. Generally, when implementing in society and observing
people’s behavior or examining the e↵ectiveness of use, it is preferable to observe a larger and
more diverse group of people. Therefore, it is necessary to conduct larger-scale experiments
building upon the insights from this dissertation.

Another limitation is the lack of e↵ectiveness verification and comfort surveys in spaces
where a variety of sounds are intermingled. For example, in this thesis, auditory displays
for advertisement sounds and natural sounds serve di↵erent purposes, as they are according
to individual and spatial contexts, respectively. In future applications within the same
space, the pinpoint audio presentation system proposed in this thesis, with camera sensing
and parametric loudspeakers, could enable each person to hear only the sounds they need.
However, to realize this, it is crucial to clarify what kind of sound each person needs, i.e.,
how the individual’s behavior reflects their contexts and needs. It is also important for the
design of auditory displays to observe the behavioral changes of individuals and the group
as a whole when presented with sounds. Therefore, it is desirable to examine this issue in
a space where multiple people with di↵erent behavioral intentions coexist.

In this dissertation, the evaluations are done by investigating each parameter separately
to determine whether the e↵ects of auditory display use and spatial comfort are compatible.
However, it is desirable to develop a quantitative evaluation that encompasses both items
to establish to what extent the trade-o↵ issue has been resolved. For this purpose, it is
better to establish an evaluation function for the trade-o↵ relationship. In order to avoid
the incorrect case where both indicators are compatible at low levels, the formula should
also include whether the utilization e↵ectiveness and spatial comfort are good values in
themselves. It is a future task to propose and make available a formula to evaluate the
degree to which the trade-o↵ issue is resolved, which can be compared across di↵erent use
scenarios.

As for potential social acceptance limitations, ethical issues with sensing and the possi-
bility of people ignoring the system with repeated use are considered. In Chapter 3, the
state of customers is sensed, such as whether they are approaching or paying attention to
the signage. However, some individuals might reject this due to privacy concerns. With
the increasing prevalence of smartphones, there is a growing focus on privacy and the con-
cept of digital sovereignty [172] is becoming more relevant. This research is intrinsically
linked to digital sovereignty. When spreading the system, it is desirable to consider ethical
perspectives and provide the choice for people to either use or not use the system.

Furthermore, as mentioned, there is a phenomenon known as “Display Blindness” where
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people in public spaces fail to notice or ignore existing displays [71, 73]. Particularly, the
pinpoint auditory glimpse in Section 3.4 was intended to solve this issue. However, constant
use of auditory displays may lead to pedestrians ignoring these sounds, a phenomenon
that could be termed “Auditory Blindness.” This is anticipated as a social acceptance
limitation. One possible cause could be habituation. Potential solutions include presenting
the pinpoint auditory glimpse only when new content is delivered, or designing sounds that
benefit pedestrians, such as the natural sounds discussed in Section 4.3. Addressing this
Auditory Blindness is a problem to be solved in the future.

The current urban culture also dictates cases where the use should be avoided. In Japan,
where the author grew up, advertising billboards are ubiquitous, and in urban areas like
Shinjuku and Shibuya, advertising sounds are heard everywhere. Therefore, it is anticipated
that the introduction of auditory displays will not be a significant barrier. However, this
may not be the case in other countries and cities. In regions where sound use is restricted,
the systems described in this dissertation could potentially create noise and detract from
spatial comfort.
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Tessio Novack, Ms. Eftychia Koukouraki, and Mr. Benjamin Karic have enriched my
research life. They also provided me with various kinds of dedicated support after I su↵ered
a serious injury early in my study abroad. They definitely made my inconvenient life less
inconvenient. Thank you very much. I am also very grateful to the institute secretary,
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Tim Jay, and Antonio Krüger. Display blindness: The e↵ect of expectations on
attention towards digital signage. In International conference on pervasive computing,
pages 1–8. Springer, 2009.
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Figure 1: Procedure of Reverberation Time Measurement: (a) The anechoic chamber, (b)
The participant experimental space, (c) Measurement setup of reverberation time

Appendix 1

The microphone used in chapter 3.3.4 is BEHRINGER ECM8000. A detailed data sheet
of this microphone [106] shows that the directional characteristics di↵ered within ±2.5 dB
from 125 to 4k Hz. Also, the relative response di↵ered within ±1 dB from 125 to 4k Hz.
Thus, this microphone can record sound in all directions with a flat frequency response in
this research. Before the experiment, I confirmed there were no lacks in the frequency band
obtained from this microphone. Moreover, see [107] for a performance comparison with
Class 1 microphones.

Appendix 2

This appendix describes the methods of measuring the reverberation time used in chap-
ter 3.3.4. The reverberation time was measured according to the engineering method of
ISO3382-2 [174]. Specifically, as shown in Figure 1 (a), in the anechoic chamber, the num-
ber of sound source positions was three and there were two microphone positions. Two
setups were used: in brown, there was 1 source position and 2 microphones; in black, there
were 2 source positions and 2 microphones, for a total of 6 combinations. In the room for
the participants experiment, there is two source positions and three microphone locations,
for a total of six combinations, as shown in Figure 1 (b). The setup is shown in Figure 1 (c).
The number of repeated measurements per measurement point was five, and the one time
when the measurement was clearly made was used for the calculation. Chirp signal was
used as the sound source. The reverberation time was calculated from the impulse response
using the integrated impulse method and averaged over six locations.
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