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Abstract

In recent years, with the proliferation of emerging Internet services such as high-definition
video, online education, remote work, cloud computing, etc., network traffic is also growing
explosively. As a result, the demand for network bandwidth is also growing, which directly
contributes to the technology advancement of physical devices for optical networks. In order
to cope with the growing network traffic and bandwidth demand, from the deployment of
traditional wavelength switched optical networks (WSONs) in the early 2000s, thanks to
the technology advancement of physical devices, the optical network architecture has gone
through several significant evolutions.

As the highly representative optical network architectures of next generation optical net-
works, spectrally flexible elastic optical networks (EONs) and spectrally and spatially flex-
ible space division multiplexing elastic optical networks (SDM-EONs) are the focus in our
work. Different from traditional WSONs, which have been fully commercialized currently,
EONs employ flexible wavelength assignment technology with smaller spectral granularity
to improve the efficiency and flexibility of diverse traffic transmission. On the other hand,
SDM-EONs are considered to be one of the most promising network architectures to meet
the rapid growth of Internet traffic by adding spatial dimensions to EONs via space division
multiplexing (SDM) technology, leading to a significant increase in transmission capacity.

In this thesis, we begin with an introduction to the evolution history of optical network
architectures and the resource allocation problems needing to be solved in each generation
of architectures. Through a review of previous work related to the resource allocation
problems, our contributions to static resource allocation in EONs and SDM-EONs are
clarified. After that, we discuss the related background technologies and assumptions needed
to be used in this thesis in detail for several typical optical network architectures. Next,
we focus on the static resource allocation problem in EONs, in order to better understand
the characteristics of various types of mathematical optimization models for this problems
in next generation optical networks. Specifically, we divide the models for the problem in
EONs into four types based on different perspectives for routing and spectrum assignment.
Afterwards, we analyze and summarize the characteristics of each model, and propose a
series of improved methods to enhance the computational performance of each model. This
work can be a reference for mathematical modeling of the optical network resource allocation
problems in different generations. In addition, we extend the node-type model from EONs
to make it applicable to the problem in SDM-EONs. Since the model has a large number of
constraints and variables and is difficult to solve directly, we proposed three exact algorithms
based on model decomposition to better solve it. Moreover, it is shown via simulation
experiments that our model can provide a more accurate solution compared to the model
in previous work. This work will assist network operators in designing more efficient and
reasonable resource supply schemes in network planning for SDM-EONs.

i



Acknowledgements

I would like to express my sincere gratitude to my doctoral advisor, Professor Maiko
Shigeno, from the Institute of Systems and Information Engineering at the University of
Tsukuba, Japan. Throughout my entire graduate school journey, she has provided me with
invaluable academic guidance, encouragement, and support. Her dedication to scholarly
pursuits, along with her caring and considerate approach towards students, not only inspired
my academic research but also influenced my daily life.

I also extend my thanks to Professor Akiko Yoshise, another esteemed faculty member
from the Institute of Systems and Information Engineering at the University of Tsukuba,
who served as my master’s advisor and co-guided me during my doctoral studies. Her
rigorous and conscientious academic attitude has consistently motivated and propelled me
forward.

I am deeply grateful to several other professors in the adviser group and the reviewer
group who provided unique and valuable insights during the review of my thesis. Their
thoughtful feedback has significantly contributed to the improvement of my work.

Special appreciation goes to my friends and fellow students for their unwavering support
and assistance throughout my doctoral journey. Their camaraderie has been a source of
strength and motivation.

I would like to express my deep gratitude to the Japan Science and Technology Agency
(JST) for the research grants and financial support, which played a crucial role in the
successful completion of my doctoral studies.

Lastly, I want to convey my deepest thanks to my beloved wife, Wan Lau, and my
parents. Their love, understanding, and unwavering support over the years have been the
pillars of my success in obtaining a doctoral degree. I am truly grateful for their presence
in my life.

ii



Contents

Abstract i

Acknowledgements ii

List of Figures vi

List of tables viii

List of Abbreviations ix

1 Introduction 1
1.1 Static resource allocation problems in optical networks . . . . . . . . . . . . 1
1.2 Motivations and contributions . . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.2.1 Contribution to the RSA/RMSA problem . . . . . . . . . . . . . . . 4
1.2.2 Contribution to the RMSSA problem . . . . . . . . . . . . . . . . . . 6

1.3 Structure of this thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

2 Background knowledge and key technologies 9
2.1 Optical transmission . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

2.1.1 Evolution of optical networks . . . . . . . . . . . . . . . . . . . . . . 10
2.1.2 Transmission schemes . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.1.3 Optical fiber transmission . . . . . . . . . . . . . . . . . . . . . . . . 13

2.2 Wavelength switched optical network . . . . . . . . . . . . . . . . . . . . . . 13
2.2.1 Wavelength division multiplexing transmission technology . . . . . . 13
2.2.2 Routing and wavelength assignment problem . . . . . . . . . . . . . 15

2.3 Elastic optical network . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.3.1 Multiplexing technologies in EONs . . . . . . . . . . . . . . . . . . . 18
2.3.2 Distance adaptive transmission . . . . . . . . . . . . . . . . . . . . . 19
2.3.3 Super channel in EONs . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.3.4 Routing, modulation and spectrum assignment problem . . . . . . . 22

2.4 Space division multiplexing elastic optical network . . . . . . . . . . . . . . 24
2.4.1 SDM fibers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.4.2 Noise in SDM fibers . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.4.3 Super channels in SDM-EONs . . . . . . . . . . . . . . . . . . . . . 28
2.4.4 ROADMs and switching paradigms in SDM-EONs . . . . . . . . . . 31
2.4.5 Routing, modulation, space and spectrum assignment problem . . . 34

iii



CONTENTS

3 ILP models and improved methods for the RSA/RMSA problem in EONs 36
3.1 Optimization models for static RSA/RMSA problem . . . . . . . . . . . . . 37

3.1.1 Path/slot model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
Variables (additional) . . . . . . . . . . . . . . . . . . . . . . . . . . 38
Constraints . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

3.1.2 Path/channel model . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
Parameters (additional) . . . . . . . . . . . . . . . . . . . . . . . . . 40
Variable (additional) . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
Constraints . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

3.1.3 Node/slot model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
Parameters (additional) . . . . . . . . . . . . . . . . . . . . . . . . . 42
Variables (additional) . . . . . . . . . . . . . . . . . . . . . . . . . . 42
Constraints (additional) . . . . . . . . . . . . . . . . . . . . . . . . . 43

3.1.4 Node/channel model . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
Parameters (additional) . . . . . . . . . . . . . . . . . . . . . . . . . 44
Variables (additional) . . . . . . . . . . . . . . . . . . . . . . . . . . 45
Constraints (additional) . . . . . . . . . . . . . . . . . . . . . . . . . 45

3.1.5 Classification of models in previous works . . . . . . . . . . . . . . . 46
3.2 Improved methods for models . . . . . . . . . . . . . . . . . . . . . . . . . . 47

3.2.1 Characteristics and weaknesses of each model . . . . . . . . . . . . . 48
3.2.2 Improved lower bound for models . . . . . . . . . . . . . . . . . . . . 49
3.2.3 Improved channels generation methods . . . . . . . . . . . . . . . . . 50

3.3 Simulation and numerical results . . . . . . . . . . . . . . . . . . . . . . . . 52
3.3.1 Effectiveness of improvement . . . . . . . . . . . . . . . . . . . . . . 53
3.3.2 Comparative simulation . . . . . . . . . . . . . . . . . . . . . . . . . 59

4 Solving the RMSSA problem in SDM-EONs via a node-type ILP model 65
4.1 Problem formulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

4.1.1 Non-SLC node-type ILP model . . . . . . . . . . . . . . . . . . . . . 66
Parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
Variables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
Objective function . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
Constraints . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

4.1.2 Analysis for scales of the proposed ILP model . . . . . . . . . . . . . 69
4.2 Algorithms for solving the node-type ILP model . . . . . . . . . . . . . . . 70

4.2.1 Direct model decomposition (DMD) algorithm . . . . . . . . . . . . 71
Parameters (additional) . . . . . . . . . . . . . . . . . . . . . . . . . 71
Variables (additional) . . . . . . . . . . . . . . . . . . . . . . . . . . 71
RMSA model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
SA model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

4.2.2 All-SLC model decomposition (ASLC-MD) algorithm . . . . . . . . 74
Objective function . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
Constraints . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

4.2.3 Semi-SLC model decomposition (SSLC-MD) algorithm . . . . . . . . 79
4.2.4 First-fit greedy (FF-G) algorithm . . . . . . . . . . . . . . . . . . . . 80
4.2.5 Analysis for scales of the ILP models . . . . . . . . . . . . . . . . . . 81

4.3 Simulation and numerical results . . . . . . . . . . . . . . . . . . . . . . . . 82

iv



CONTENTS

4.3.1 Environmental parameters and assumptions . . . . . . . . . . . . . . 82
4.3.2 Simulation results of the algorithms . . . . . . . . . . . . . . . . . . 83
4.3.3 Comparison of the proposed non-SLC node-type model and the pre-

vious k-path-type model . . . . . . . . . . . . . . . . . . . . . . . . . 90

5 Conclusion and future work 93
5.1 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
5.2 Possible future work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

Appendix 96

Bibliography 97

v



List of Figures

1.1 Evolution of optical transmission system over the last few decades. . . . . . 2

2.1 Six typical architectures in the development of optical networks. . . . . . . 11
2.2 Four types of transmission schemes in optical networks. . . . . . . . . . . . 12
2.3 Illustration of transmission in fixed 50 GHz grid WSON for connection re-

quests with traffic volume of 20, 40 and 60 Gbps. . . . . . . . . . . . . . . . 14
2.4 Illustration of routing and wavelength assignment problem. . . . . . . . . . 15
2.5 Illustration of spectrum assignment between WSONs and EONs. . . . . . . 17
2.6 Illustration of Spe SpCh and the corresponding transmitter in EON. DSP:

digital signal processing, DAC: digital-to-analog converter, IQ-MOD: in-
phase and quadrature modulator, LS: laser source, N:1: coupler, BVT: bandwidth-
variable transceiver, WSS: wavelength selective switch, WXC: wavelength
cross-connect. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

2.7 Illustration of spectrum usage in WSONs and EONs. . . . . . . . . . . . . . 22
2.8 Example of connection requests. . . . . . . . . . . . . . . . . . . . . . . . . 23
2.9 Illustration of routing and spectrum assignment problem. . . . . . . . . . . 23
2.10 Types and properties of SDM fibers. . . . . . . . . . . . . . . . . . . . . . . 24
2.11 The MCFs considered in this thesis. . . . . . . . . . . . . . . . . . . . . . . 26
2.12 Illustration of spectral super channel (Spe SpCh) and spectral super transceiver

(i = 1). DSP: digital signal processor, DAC: digital-to-analog converter, IQ-
MOD: in-phase and quadrature modulator, LS: laser source, N:1: coupler,
FIFO: SDM fan-in/fan-out component. . . . . . . . . . . . . . . . . . . . . . 29

2.13 Illustration of spectral super channel (Spa SpCh) and spectral super transceiver
(i = 4). DSP: digital signal processor, DAC: digital-to-analog converter, IQ-
MOD: in-phase and quadrature modulator, LS: laser source, N:1: coupler,
FIFO: SDM fan-in/fan-out component. . . . . . . . . . . . . . . . . . . . . . 29

2.14 Illustration of spectral & spatial super channel (Spe&Spa SpCh) and spectral
& spatial super transceiver in regular and irregular case (i = 2). DSP: digital
signal processor, DAC: digital-to-analog converter, IQ-MOD: in-phase and
quadrature modulator, LS: laser source, N:1: coupler, FIFO: SDM fan-in/fan-
out component. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

2.15 Examples of transmission without and with SLC support. . . . . . . . . . . 32
2.16 Illustration of ROADM architectures for various switching paradigms at spa-

tial switching granularities i, which are equal to 1, 2 and 4, without and with
SLC. R&S ROADM: route-and-select reconfigurable optical add-drop multi-
plexer; B&S ROADM: broadcast-and-select reconfigurable optical add-drop
multiplexer; Tx: transmitter; Rx: receiver. . . . . . . . . . . . . . . . . . . . 33

vi



LIST OF FIGURES

2.17 Illustration of various scenarios for resource allocation in SDM-EONs. . . . 35

3.1 Examples of channels construction for connection requests requiring different
number of FSs. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

3.2 6-node ring network topology . . . . . . . . . . . . . . . . . . . . . . . . . . 53
3.3 “Runtime” (before and after improvement) for all 20 traffic data sets at K=1

in path/slot model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
3.4 “Runtime” (before and after improvement) for all 20 traffic data sets at K=2

in path/slot model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
3.5 “Runtime” (before and after improvement) for all 20 traffic data sets at K=1

in path/channel model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
3.6 “Runtime” (before and after improvement) for all 20 traffic data sets at K=2

in path/channel model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
3.7 “Runtime” (before and after improvement) for all 20 traffic data sets in

node/slot model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
3.8 N6S9 network topology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
3.9 NSF network topology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

4.1 Framework of the DMD algorithm. . . . . . . . . . . . . . . . . . . . . . . . 74
4.2 Framework of the ASLC-MD algorithm. . . . . . . . . . . . . . . . . . . . . 78
4.3 Framework of the SSLC-MD algorithm. . . . . . . . . . . . . . . . . . . . . 79
4.4 4-core N6S9 network topology. . . . . . . . . . . . . . . . . . . . . . . . . . 83
4.5 12-core NSF network topology. . . . . . . . . . . . . . . . . . . . . . . . . . 85
4.6 Execution time of the non-SLC node-type model solved by the DMD, ASLC-

MD and SSLC-MD algorithms. . . . . . . . . . . . . . . . . . . . . . . . . . 87
4.7 6-core N6S9 network topology. . . . . . . . . . . . . . . . . . . . . . . . . . 89
4.8 Execution time of the non-SLC node-type model solved by DMD and SSLC-

MD algorithms in the case of the 6-core N6S9 network. . . . . . . . . . . . . 89
4.9 4-core NSF network topology. . . . . . . . . . . . . . . . . . . . . . . . . . . 90

vii



List of Tables

1.1 Related models considered in previous works. . . . . . . . . . . . . . . . . . 5
1.2 Previous works with and without space lane change technology. . . . . . . . 6
1.3 Previous works in consideration of different switching paradigms and SpChs. 7
1.4 Related problems considered in previous works that formulated ILP models

for SDM-EONs. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

2.1 Transmission distance and modulation levels for different modulation formats. 20
2.2 SDM Fibers in previous resource allocation works. . . . . . . . . . . . . . . 25
2.3 Physical features of the MCFs considered in the simulation experiments. . . 27
2.4 Maximum transmission distances bounded by OSNR and XT in 4-core MCFs

and 12-core MCFs under different modulation formats m. . . . . . . . . . . 28
2.5 Maximum transmission distance of each modulation format and maximum

traffic volume supported of each OC fixed at 32 Gbaud for 4-core and 12-core
MCFs. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

3.1 Classification of mathematical optimization models for RSA/RMSA prob-
lems in previous works. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

3.2 Number of variables and constraints per model. . . . . . . . . . . . . . . . . 48
3.3 Number of variables and constraints per model derived by |R| and |F |. . . . 48
3.4 Maximum transmission distance of each modulation format and traffic vol-

ume supported of each OC at fixed 32 Gbaud. . . . . . . . . . . . . . . . . . 51
3.5 Results before and after the improvement of path/slot model. . . . . . . . . 54
3.6 Results before and after the improvement of path/channel model. . . . . . . 56
3.7 Results before and after the improvement of two node models. . . . . . . . 58
3.8 Results of comparative experiment on N6S9 network. . . . . . . . . . . . . . 63
3.9 Results of comparative experiment on NSF network. . . . . . . . . . . . . . 64

4.1 Number of variables and constraints per model. . . . . . . . . . . . . . . . 70
4.2 Number of variables and constraints per model. . . . . . . . . . . . . . . . . 81
4.3 Maximum FS index of the non-SLC node-type model solved by the DMD,

ASLC-MD, SSLC-MD and FF-G algorithms. . . . . . . . . . . . . . . . . . 84
4.4 Results of the FF-G algorithm for large-scale instances. . . . . . . . . . . . 86
4.5 Comparison of the maximum FS index used in the network for node-type

and k-path-type models. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

viii



List of Abbreviations

16QAM 16-ary quadrature amplitude modulation

8QAM 8-ary quadrature amplitude modulation

ASLC-MD All space lane change model decomposition

BDM Bandwidth division multiplexing

BPSK Binary phase-shift keying

BVT Bandwidth-variable transceiver

BV-WSS Bandwidth-variable wavelength selective switch

BV-WXC Bandwidth-variable wavelength cross-connect

B&S ROADM Broadcast-and-select reconfigurable optical add-drop multiplexer

CO-OFDM Coherent optical orthogonal frequency division multiplexing

DAC Digital-to-analog converter

DAT Distance adaptive transmission

DMD Direct model decomposition

DWDM Dense wavelength division multiplexing

DP Dual-polarization

DP-16QAM Dual-polarization 16-ary quadrature amplitude modulation

DP-8QAM Dual-polarization 8-ary quadrature amplitude modulation

DP-BPSK Dual-polarization binary phase-shift keying

DP-QPSK Dual-polarization quadrature phase-shift keying

DSP Digital signal processor

EON Elastic optical network

EDFA Erbium-doped fiber amplifier

FB Fiber bundle

FIFO Fan-in and fan-out

FMF Few-mode fiber

ix



LIST OF ABBREVIATIONS

FMFB Few-mode fiber bundle

FM-MCF Few-mode multi-core fiber

FrJ-Sw Fractional joint switching

FS Frequency slot

GB Guard band

Gbaud Giga baud

Gbps Giga bits per second

GHz Giga hertz

Hz Hertz

ILP Integer linear programming

In-Sw Independent switching

IoT Internet of things

IQ-MOD In-phase and quadrature modulator

ITU-T International Telecommunication Union Telecommunication

Standardization Sector

J-Sw Joint switching

KSP K-shortest path

LS Laser source

MB Multi-band

MB-EON Multi-band elastic optical network

MB-SDM-EON Multi-band space division multiplexing elastic optical network

MCF Multi-core fiber

MIMO Multi-input and multi-output

MMF Multi-mode fiber

N-WDM Nyquist wavelength division multiplexing

OC Optical carrier

OCh Optical channel

OFDM Orthogonal frequency division multiplexing

OSNR Optical signal-to-noise ratio

O-E-O Optical-electrical-optical

Pbps Peta bits per second

QoT Quality of transmission

x



LIST OF ABBREVIATIONS

QPSK Quadrature phase-shift keying

RCSA Routing, core, and spectrum assignment

RMSA Routing, modulation format and spectrum assignment

RMSSA Routing, modulation format, space and spectrum assignment

ROADM Reconfigurable optical add-drop multiplexer

RSA Routing and spectrum assignment

RSSA Routing, space and spectrum assignment

RWA Routing and wavelength assignment

Rx Receiver

R&S ROADM Route-and-select reconfigurable optical add-drop multiplexer

SCN Spatial channel network

SDM Space division multiplexing

SDM-EON Space division multiplexing elastic optical network

SL Space lane

SLC Space lane change

SMF Single-mode fiber

SMFB Single-mode fiber bundle

SM-MCF Single-mode multi-core fiber

Spa SpCh Spatial super channel

SpCh Super channel

Spe SpCh Spectral super channel

Spe & Spa SpCh Spectral and spatial super channel

SSLC-MD Semi space lane change model decomposition

Tbps Tera bits per second

TDM Time division multiplexing

Tx Transmitter

WDM Wavelength division multiplexing

WSON Wavelength switched optical network

WSS Wavelength selective switch

WXC Wavelength cross-connect

XT Intercore crosstalk

xi



Chapter 1

Introduction

In recent years, the rapid growth of data-intensive applications such as cloud computing,

multimedia streaming, and internet of things (IoT) has led to an unprecedented demand

for high-speed and efficient communication networks. Optical networks have emerged as a

promising solution to meet these escalating bandwidth requirements due to their inherent

characteristics of high capacity and low latency.

As shown in Fig. 1.1, since the beginning of this century, technologies of optical networks

have shown an unprecedented high-speed development trend [1]. Among them, wavelength

division multiplexing (WDM) -based wavelength switched optical network (WSON) has

been widely used in various current optical network scenarios, while elastic optical network

(EON) and space division multiplexing elastic optical network (SDM-EON) are widely no-

ticed as promising next-generation optical networks due to their larger network capacity

and higher spectral flexibility. However, due to the varying characteristics of new optical

network architectures, in order to ensure the optimal utilization of network resources while

meeting the stringent quality of transmission (QoT) requirements of different applications,

we need to design efficient resource allocation schemes to correspond to the challenges posed

by the new architectures.

In this chapter, we briefly introduce the static resource allocation problems and sum-

marize our contributions to the research in this field. Finally, we state the structure of this

thesis.

1.1 Static resource allocation problems in optical networks

Thanks to technological advances in physical devices, optical network architectures have

evolved rapidly. However, the new architectures have created a wide variety of new net-

work resources and restrictions on resource utilization. As a result, the resource allocation

methods in the existing architecture will be difficult to adapt to the new architectures.

1



CHAPTER 1. INTRODUCTION

Figure 1.1: Evolution of optical transmission system over the last few decades.
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Therefore, designing efficient and reasonable resource utilization schemes has become an

important task that next generation optical network architectures must address in their

applications.

Resource allocation problems in optical networks, such as routing and wavelength assign-

ment (RWA) in WSONs, routing and spectrum assignment (RSA) or routing, modulation

format and spectrum assignment (RMSA) in EONs, and routing, space and spectrum assign-

ment (RSSA) or routing, modulation format, space and spectrum assignment (RMSSA) in

SDM-EONs, can be divided into static (e.g., [2–21]) and dynamic scenarios (e.g., [8,22–27]).

In static scenarios, all connection requests are known in advance, and the objectives are

usually to determine the network design required to accommodate all known connection

requests or to minimize the amount of resources required for various sets of known con-

nection requests. In contrast, in dynamic scenarios, we deal with connection requests that

occur and disappear based on the passage of time. We typically simulate actual connection

situations and study how to design the network and distribute connection requests so that

connection requests are served in real time [28].

To solve resource allocation problems in optical networks, mathematical optimization

techniques are generally adopted. These techniques can be classified into two approaches.

One approach is to find the exact optimal solution (e.g., [2–4,7,8]). When we formulate the

problem as an integer linear programming (ILP) problem, we can solve it exactly by using

solvers [15, 16]. If we employ such an approach, modeling and formulating the problem

as an ILP depend on the efficiency of solving it. The scales of the instances that can be

solved in a reasonable time by this approach are often much smaller than those in real

application scenarios, making the approach suitable for static scenarios where an exact

optimal solution is required and there is enough time for investigation. In contrast, using

heuristic algorithms enables finding better solutions within a relatively short time (e.g.,

[8,17,18,29]). In particular, in the dynamic case, since the network is in the practical stage

and the QoT is important, the scalability of the approach and the response time to each

connection request are prioritized [8]. Moreover, it is also often difficult to find high-quality

solutions in reasonable time for solving large-scale instances in static scenarios. Therefore,

if we require a fast and reasonable resource allocation scheme rather than an exact optimal

solution, in this case, heuristic algorithms are usually used to solve the optimization problem

quickly, instead of using an ILP model to find an exact solution.

In this thesis, we focus on the static RSA/RMSA and RMSSA problems for two next gen-

eration optical networks, EONs and SDM-EONs, which are widely noticed and anticipated

in recent years. We selected EONs and SDM-EONs for our study as they are established

architectures with extensive research support. While other architectures of next generation
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optical networks are also promising, EONs and SDM-EONs offer a robust foundation for

optical network research. Studying these architectures provides core insights that benefit

future research. Furthermore, the main reason for focusing on the static scenario of re-

source allocation is that it plays a critical role in the initial design and planning of next

generation optical networks. While dynamic scenarios are important and reflect real-time

network conditions, understanding the static resource allocation in the planning phase is

essential. Researching resource allocation problems in static scenarios for EONs and SDM-

EONs is crucial for understanding their performance, developing theoretical foundations,

aiding network planning and design, facilitating comparisons, and directly improving re-

source allocation efficiency in specific applications. By addressing the static scenarios, this

research aims to develop insights and mathematical optimization models that can inform

both static and dynamic resource allocation strategies, contributing to the long-term effi-

ciency and performance of next generation optical networks.

1.2 Motivations and contributions

1.2.1 Contribution to the RSA/RMSA problem

The RSA/RMSA problem in EONs has garnered significant attention, and several works

have focused on solving it using ILP models [2–14,29]. In this thesis, we present a compre-

hensive summary of mathematical optimization models for the static RSA/RMSA problem

from two distinct perspectives: routing and spectrum assignment.

Regarding routing, the models can be categorized into node-type and path-type, while

spectrum assignment models fall into slot-type and channel-type classifications. Further-

more, the consideration of multiple modulation formats is essential in EONs, where DAT

is used to dynamically select the optimal modulation level for signals [5]. By combining

routing and spectrum assignment models with modulation format considerations, we iden-

tify four primary types of mathematical optimization models: node/slot, node/channel,

path/slot, and path/channel.

Various types of ILP models have been discussed in previous works on different optical

networks with or without considering multiple modulation formats, as shown in Table 1.1.

To the best of our knowledge, as shown in the table 1.1, while there are many researches

using or comparing several models, this research is the first work to have a unified discussion

of all four models, which contributes to a better understanding of the characteristics of the

various types of models. Moreover, in order to analyze the characteristics of each model, we

formulate these four models respectively for the RSA problem considering the modulation

formats (i.e., the RMSA problem) in Chapter 3.
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Table 1.1: Related models considered in previous works.

Refs.
Models

Modulation
path/slot path/channel node/slot node/channel

[2, 4, 9, 10,13,29] Y N N N Y
[3] N Y N Y N
[15,17,19] N Y N N Y
[5] Y Y Y N Y
[8] N Y N Y N
[14] N N Y Y Y
[16] Y Y N N Y
[12] Y Y N Y N
our work Y Y Y Y Y

For instance, Christodoulopoulos et al. [2] formulated an RMSA problem model, which

aligns with our path/slot model. Their work also proposed a decomposition method that

breaks down the RSA problem with modulation formats into two constituent subproblems.

Velasco et al. [3] pioneered a channel-based ILP model for the RSA problem without

considering modulation formats, and they compared it with a slot-based model. On the

other hand, Walkowiak et al. [11] presented a path/channel model, slightly different from

Velasco et al.’s model, as it considered the RSA problem with modulation formats. This

model is similar to our path/channel model.

Cai et al. [7] proposed a node-type model for the RSA problem without considering

modulation formats, which shares similarities with our node/slot model. Additionally, Ve-

lasco et al. [8] formulated a node-link model using precomputed slots for the RSA problem

without considering modulation formats, which is similar to our node/channel model. It is

notable that both our node/slot and node/channel models for RMSA problem in this thesis

are original since there are few previous works that formulated node-type models in the

context of considering modulation formats.

To better comprehend the characteristics of each model type and enhance their appli-

cability in emerging optical switching networks like SDM-EONs, we systematically classify

and summarize previous works on the static RSA/RMSA problem for EONs. Additionally,

we aim to improve the computational performance of each model type according to their

unique characteristics and discern the differences between them.

By conducting a thorough analysis and comparison of these models, our research con-

tributes to a deeper understanding of the RSA/RMSA problem and provides valuable in-

sights to optimize and adapt these models for newer generations of optical switching net-
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works, ensuring efficient resource allocation and enhanced performance in evolving EON

environments.

1.2.2 Contribution to the RMSSA problem

As we stated in the last subsection, ILP models for the resource allocation problems in

optical networks can be classified into path-type models (e.g., [2,4]), which select paths from

a set of candidate paths, and node-type models (e.g., [8, 14]), which consider all available

paths according to the modeling approaches on routing [28]. Notably, for a path-type model

that employs a set of candidate paths, the solutions obtained by the model are exact if the

set of candidate paths considers all available paths, which we call all-path-type; and the

solutions obtained by the model are not necessarily exact if the set of candidate paths

includes only a part of the available paths, which we call k-path-type. To the best of our

knowledge, the vast majority of previous works employing the path-type models uses the

k-path-type. Moreover, for RMSA or RMSSA problems that consider multiple modulation

formats, ILP models are correspondingly complicated.

In addition, space lane change (SLC) is a nonnegligible transmission technique in SDM-

EONs. Specifically, with the adoption of SLC technology, connection requests can disregard

spatial continuity restrictions and use different spatial dimensions on different links of a light

path. Although SLC can further increase the routing flexibility at the same spatial switching

granularity to enable higher spectral efficiency, it consumes higher equipment costs due to its

deployment of wavelength selective switches (WSSs) with higher port counts. In Table 1.2,

we categorize previous works based on whether the SLC technique is applied to the resource

allocation problem.

Table 1.2: Previous works with and without space lane change technology.

References Space lane change

[9, 16,30–51] Y
[12,21,31,45,48,52–63] N

For static scenarios, based on the conclusions in previous works Yang et al. [9, 25], it

can be observed that the savings in spectrum resources that SLC can bring are negligible

compared to its equipment cost. Therefore, in our work, the RMSSA problem without

considering SLC is discussed for static scenarios.

There are three types of SpChs in SDM-EONs i.e., spectral (Spe), spatial (Spa), and

spectral and spatial (Spe & Spa) SpChs, which correspond to three switching paradigms,

i.e., independent switching (In-Sw), fractional joint switching (FrJ-Sw), and joint switching
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Table 1.3: Previous works in consideration of different switching paradigms and SpChs.

References Switching paradigm Super channel

[30–58,61,63–71] Ind-Sw Spe
[24,33,34,52,54,55,61,64–67,72,73] J-Sw Spa
[33,34,52,54,55,64–67,72] FrJ-Sw Spe & Spa

(J-Sw), respectively. Table 1.3 shows the previous works that considered different switching

paradigms and SpChs. In our work, all the above mentioned SpChs and switching paradigms

will be considered.

In our previous work on RSA/RMSA, analyzing the characteristics of various types

of models, it is easy to conclude that the node-type ILP models can provide theoretically

optimal solutions to these problems, which will be very significant for designing a reasonable

resource allocation scheme to minimize the cost in the design phase of optical networks.

However, how to solve the node-type model efficiently is also a challenge because of its high

complexity. Therefore, for the RMSSA problem in SDM-EONs, we consider a node-type

model and discuss how it can be solved in a reasonable time.

Table 1.4: Related problems considered in previous works that formulated ILP models for
SDM-EONs.

Refs. SLC
Models SpCh types

Modulation
(k)-path node Spe Spa Spe & Spa

[20] N Y N Y N N Y
[37,63] N Y N Y N N N
[21] N Y N N N Y Y
[40] N Y N Y Y Y N
[50,51] Y Y N Y N N Y
[19] Y Y N Y N Y Y
[41] Y N Y Y N N Y
[12] Y Y Y Y N N N
[25] N Y N Y Y Y Y
[9,16] Y Y N Y Y Y Y
our work N N Y Y Y Y Y

To the best of our knowledge, in the static scenarios of SDM-EONs, there is not yet

any work that solves the RMSSA problem, which involves multiple modulation formats by

formulating node-type ILP models. In our work, considering the limitations of the role

of SLC in static scenarios, a novel non-SLC node-type ILP model considering all three
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types of SpChs is proposed, several computational methods to speed up the model and a

heuristic algorithm for addressing large-scale instances are discussed. This part is detailed

in Chapter IV. Furthermore, this model can provide better solutions than the k-path-type

models in Refs. [9, 16]. Table 1.4 shows the difference between our work and previous

works that formulated ILP models to describe the resource allocation problems for optical

networks. In Table 1.4, (k)-path and node represent the path-type and node-type models

with arbitrary types of spectrum assignment, respectively. Besides, the three SpChs, Spe,

Spa and Spe & Spa, and the switching paradigms corresponding to them, will be specifically

introduced in Chapter 2.

With our research, we aim to make substantial contributions to the field of RMSSA

problems in SDM-EONs, paving the way for efficient and cost-effective resource allocation

schemes in the context of static scenarios. By focusing on node-type ILP models and

addressing the challenges posed by multiple modulation formats, our work seeks to advance

the state-of-the-art in optical network design and optimization.

1.3 Structure of this thesis

This thesis consists of five chapters.

In Chapter 1, the research background, significance, and contribution of this thesis are

explained as an overview.

In Chapter 2, we present in detail the background knowledge and key technologies in

the three generations of optical networks, WSON, EON and SDM-EON, as well as their

resource allocation problems.

In Chapter 3, we classify the mathematical optimization models in the previous works

for the RSA/RMSA problem in EONs into four types (namely, path/slot, path/channel,

node/slot, and node/channel models) according to the two perspectives of routing and

spectrum assignment. Moreover, we analyze and summarize the characteristics of each

model and propose a series of improved methods to enhance the computational performance

of each model. Finally, we verify the effectiveness of the improved methods and analyze the

differences between the models by comparative simulation experiments.

In Chapter 4, we propose a node-type ILP model without SLC for the RMSSA problem

in SDM-EON, based on the node/slot model of the RMSA problem in EON in Chapter 3. To

better solve this model, we propose three exact algorithms based on model decomposition

(namely, DMD, ASLC-MD, and SSLC-MD algorithms) and examine their performance

through comparative simulation experiments. In addition, we also compared our node-type

model with the k-path-type one in the previous works Refs. [9, 16].

In Chapter 5, we summarize this research and describe the possible future works.
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Chapter 2

Background knowledge and key
technologies

The rapid development of optical communication began with a significant breakthrough in

the 1970s when Corning Inc. of the USA successfully developed the world’s first practical

silicon optical fiber. This achievement marked the beginning of utilizing optical fibers for

communication purposes, propelling the swift evolution of optical networks. The advent of

the first optical fiber system in 1976 in Atlantic, USA laid the foundation for addressing

the increasing demand for high-bandwidth network applications [74].

Optical networks are composed of optical fibers and equipment deployed along the fibers

to manipulate light signals. This configuration allows for the utilization of light as a medium

for data transmission, making it an ideal solution for handling the ever-growing data re-

quirements of modern communication systems. The functionality of optical networks is

intricately linked to the physics of light and the technologies used to manage optical flow.

As a result, breakthroughs in optical technologies have led to several landmark evolutions

in optical network architectures.

This chapter provides an overview of the evolutionary history of optical network archi-

tectures and their corresponding features. Each network architecture is characterized by

unique properties and supported by specific physical devices. We delve into the relation-

ship between these factors and the challenges posed to the network optimization problem.

Specifically, we begin with an introduction of the basics of optical transmission. Then, we

overview the relevant background technologies and resource allocation problems in the three

representative generations of optical network architectures, which are WSON, EON, and

SDM-EON, respectively.
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2.1 Optical transmission

2.1.1 Evolution of optical networks

An optical network consists of optical fibers carrying optical channels (OChs) and the

devices deployed along the fibers to process the light. Thanks to the development of break-

through technologies, optical networks have undergone several milestones in their evolution.

In this century, optical networks have rapidly evolved into six typical architectures as

shown in Fig. 2.1 to address the growing requirements of traffic. Among them, the earliest

and currently active architecture is wavelength switched optical network (WSON), which

employs wavelength division multiplexing (WDM) technology to carry different connection

requests simultaneously [75–78]. Although this architecture effectively improves the capac-

ity and utilization of the networks compared to the previous time division multiplexing

(TDM) optical networks, it still suffers from the lack of flexibility in spectrum assignment.

In order to solve the problem that the traditional WDM optical network with fixed

wavelength assignment can no longer provide efficient services for users and cannot adapt

to the future needs of high-speed, large-scale traffic volume, and highly scalable networks,

Jinno et al. (2009) proposed the concept of Spectrum Sliced Elastic Optical Network (EON),

which is characterized by high-capacity, high-flexibility, and scalability, and adapted to

various forms of network services [79].

However, as the traffic volume increases further, traditional EONs using only C-band

or employing single-mode fibers (SMFs) will struggle to handle the future connection re-

quests with extra-large capacities because of the constraints of nonlinear Shannon limit of

SMFs. To overcome this limitation, space division multiplexing (SDM) [80, 81] and band

division multiplexing (BDM) [82–84] were introduced as promising solutions for EONs, and

these new network architectures are called SDM-EONs and Multi-band (MB) -EONs. In

SDM-EONs, nodes are connected by fibers with multiple spatial dimensions, such as fiber

bundles (FBs), multicore fibers (MCFs) and few-mode fibers (FMFs) [12]. By introducing

multiple spatial dimensions in this way, a significant increase in optical network capacity

can be achieved. On the other hand, MB-EONs utilize BDM technology, which exploits the

available frequency spectrum from the traditional C band to L-, S-, E-, and O-band ranging

between 1260nm and 1625nm with attenuation coefficient (fiber loss) less than 0.4dB/km

on the same deployed SMF [82,83]. Therefore, network capacity is multiplied without either

the employment of dark fibers or the deployment of new fibers achieving large savings of

investment for network upgrading [83].

Moreover, in order to correspond to the foreseeable larger traffic volume in the future,

there has been a recent increase in the works discussing spatial channel networks (SCNs)
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Figure 2.1: Six typical architectures in the development of optical networks.
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for the massive SDM era that utilize spatial bypass [85–89], as well as MB-SDM-EONs that

combine both BDM and SDM [63,90].

In this thesis, we focus on resource allocation under two typical next generation archi-

tectures, EONs as well as SDM-EONs.

2.1.2 Transmission schemes

In optical networks, there are four types of transmission schemes in which a source specifies

a destination to send and receive data: unicast, multicast, broadcast, and anycast. Fig. 2.2

shows a conceptual diagram of the four transmission schemes.

Figure 2.2: Four types of transmission schemes in optical networks.

The red nodes are source hosts (clients), and the yellow, blue, and green nodes are

destination hosts (servers). The yellow node represents a destination host that is not the

transmission target of the source host, the blue node represents a destination host that is

actually transmitting with the source host, and the green node represents a destination host

that is the transmission target of the source host but is not transmitting with other nodes.

The dotted line in Fig. 2.2 (d) shows the connection between the addresses of the green

destination host and the source host.
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Unicast is point-to-point transmission between a single source host and destination host

(server), as shown in Fig. 2.2 (a). For example, browsing websites and transmitting files are

examples of unicast. Multicast is point-to-multipoint transmission between a single source

host and multiple destination hosts, as shown in Fig. 2.2 (b). For example, broadcast

videoconferencing, such as online teaching, is an example of multicast. Broadcast is point-

to-all transmission between a single source host and the entire destination host, as shown in

Fig. 2.2 (c). The difference between broadcast and multicast is the range of destination hosts

(broadcast is between a source host and all destination hosts on the network). Anycast is

point-to-point transmission between a single source and destination host, but an appropriate

destination host is selected from among multiple destination hosts, and transmission and

reception take place between the selected destination host and the source host, as shown in

Fig. 2.2 (d) [91].

In this thesis, we focus on the simplest unicast transmission scheme in order to grasp

the characteristics of the model itself. However, the model considered in this paper can be

extended to the other three transmission schemes.

2.1.3 Optical fiber transmission

Optical fiber is a very lightweight cable with a diameter almost as thin as a human hair.

In the early 1980s, network operators began utilizing optical fibers in telecommunication

networks [92].

Compared with other wired physical transmission media, optical fiber transmission sup-

ports the current wired transmission system due to its large available bandwidth, low loss

etc. The total bandwidth of an optical fiber is about 400 nm while ensuring that the optical

loss is less than 0.5 dB/km, and is generally divided into the wavelength bands O, E, S, C,

and L [76, 77]. Among them, C-band has a wavelength range of 1530 nm to 1565 nm and

covers an available spectrum of about 4 THz. Because of its advantage of low loss, C-band

is very conducive to long-distance optical transmission, and is often adopted as the main

band for optical fiber transmission [76,77]. In the last few years, the multiplexing of several

other bands (e.g., S and L-band) has been discussed in order to correspond to larger traffic

volume in the future [63,82,83,90].

2.2 Wavelength switched optical network

2.2.1 Wavelength division multiplexing transmission technology

Wavelength division multiplexing (WDM) technology has revolutionized the landscape of

optical communication networks by enabling the simultaneous transmission of multiple data
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streams over a single optical fiber. By utilizing distinct wavelengths as independent com-

munication channels, WDM has significantly enhanced the capacity, scalability, and effi-

ciency of modern optical networks. This technology has become a fundamental pillar of

long-haul and metropolitan networks, addressing the escalating demand for high-speed and

bandwidth-intensive applications [75,76].

The concept of WDM dates back to the early 1970s when researchers realized the po-

tential of leveraging different wavelengths to increase the capacity of optical fibers. The

initial implementation of WDM relied on coarse-grained channels with wide spacing be-

tween wavelengths. However, with advancements in fiber optics and laser technology, dense

wavelength division multiplexing (DWDM) emerged in the late 1980s, allowing for much

narrower wavelength spacing and significantly higher data rates [76].

The adoption of erbium-doped fiber amplifiers (EDFAs) in the early 1990s further fu-

eled the development of WDM technology by enabling efficient amplification of multiple

wavelengths simultaneously. This breakthrough eliminated the need for costly and com-

plex optical-electrical-optical (O-E-O) conversions between wavelengths, resulting in more

streamlined and cost-effective network architectures. Such an optical network has no O-

E-O conversion (i.e., utilizing optical bypass) during transmission and is referred to as an

all-optical network [93].

Figure 2.3: Illustration of transmission in fixed 50 GHz grid WSON for connection requests
with traffic volume of 20, 40 and 60 Gbps.

A typical WSON uses 50 GHz channel spacing on the C-Band, i.e., the total 4 THz
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spectrum on the C-Band is divided into 80 available wavelengths, with each wavelength

occupying 50 GHz of spectrum [76–78]. In an optical channel (OCh), the spectrum used

to carry data is called the optical carrier (OC). In WSON with this specification, the OCs

should be less than 50 GHz because the switching guard band between two OCs needs to

occupy a certain spectrum to ensure all-optical switching and routing. Furthermore, in

general, the maximum bit rate that can be supported by a single OC is 40 Gbps [78, 94].

In this case, for three connection requests with traffic of 20, 40 and 60 Gbps, the spectrum

they use is shown in Fig. 2.3. It can be observed that in WSONs, the minimal unit of

spectrum assignment is a whole wavelength, and even when the bandwidth required by a

connection request is less than one wavelength, it still occupies the whole wavelength to

achieve the transmission.

2.2.2 Routing and wavelength assignment problem

Figure 2.4: Illustration of routing and wavelength assignment problem.

15



CHAPTER 2. BACKGROUND KNOWLEDGE AND KEY TECHNOLOGIES

For the design of optical networks, the mathematical optimization problem considering

routing, spectrum, and other network resources is called the resource allocation problem for

optical networks. Solving the resource allocation problem is significant for reducing network

cost and saving energy.

In fixed-grid WDM-based WSONs, the resource allocation problem is referred to as

the routing and wavelength assignment (RWA) problem. Specifically, there are two main

constraints on the RWA problem, as shown in Fig. 2.4, a wider-spectrum grid, such as

the 50 GHz wavelength, is adopted. A light path for one connection request can only be

established by occupying the same wavelength on all links it passes through, which is called

the wavelength continuity restriction, and a single wavelength can only be employed at most

once, which is referred to as the wavelength nonoverlapping restriction. This problem has

been proven to be NP-hard and was investigated in many previous works [95,96].

2.3 Elastic optical network

With the advent of the big data era, video-on-demand and internet video services in the

network have led to an explosive growth of data traffic in the network, the use of fixed

wavelengths, a single modulation format for the distribution of the traditional wavelength

division multiplexing (WDM) optical network (i.e., WSON) is extremely inefficient, has been

unable to provide users with efficient services, and can not be adapted to the future of the

high-speed, data-rich, and scalable network requirements. In order to improve the efficiency

of WSONs, an EON based on coherent optical orthogonal frequency division multiplexing

(CO-OFDM) or nyquist wavelength division multiplexing (N-WDM) technology has been

proposed (i.e., so-called SLICE architecture proposed via Jinno et al. [79]). EONs adhere to

the recommendations of the ITU-T G.694.1 [97]. A total of 4 terahertz of spectrum resources

in the C-band can be divided into 320 FSs each with a frequency of 12.5 GHz and a reduced

center frequency granularity of 6.25 GHz. Consequently, EONs can create flexible optical

channels occupying different numbers of FS with channel spacing being integer multiples of

6.25 GHz, thereby enhancing the utilization of spectrum resources. In other words, flexible

optical channels can be established as per requirements to accommodate varying bit rates

and efficiently serve connection requests of different traffic volumes.
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Figure 2.5: Illustration of spectrum assignment between WSONs and EONs.

Fig. 2.5 illustrates the distinction between WSONs and EONs concerning spectrum

assignment and the principles behind the ability of EONs to efficiently utilize network

bandwidth resources. In the WSON depicted in Fig. 2.5 (a), when the bandwidth of a

connection request is smaller than the capacity of a single wavelength, the optical network

is still forced to allocate an entire wavelength for that connection request. For instance, if

the connection request 1 is only 20 Gbps, the WSON protocol mandates the assignment

of a complete wavelength for this relatively small connection request. Similarly, when the

bandwidth of a connection request exceeds the capacity of a single wavelength, multiple

complete wavelengths must be assigned. For instance, if connection request 2 requires

100 Gbps of bandwidth, even though a single wavelength in WSON has a capacity of 40

Gbps, three complete wavelengths are assigned to connection request 2, and GB is also
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needed between the 3 wavelengths, which reduces network efficiency. In contrast, Fig. 2.5

(b) presents one type of EONs, which leverages CO-OFDM technology to generate several

subcarriers, allowing 1/2 spectral overlap between adjacent subcarriers. This enables the

smallest unit for carrying connection requests to be multiple continuous wavelength division

multiplexing subcarriers, which we refer to as FSs. Assuming each FS in the EON shown

in Fig. 2.5 (b) has a capacity of 10 Gps, then for connection request 1 and 2 illustrated

in Fig. 2.5 (a), connection request 1 only requires 2 FSs instead of an entire wavelength,

and connection request 2 only needs 10 FSs instead of 3 complete wavelengths without

the need for GBs. However, GBs are still required between different connection requests,

such as the GB between connection request 1 and 2. Additionally, employing the grooming

strategy to combine small connection requests with same source-destination nodes into

larger connection requests for transmission can further save more GBs, thus enhancing

network efficiency.

Moreover, WSONs utilize a single modulation format, while EONs support multiple

modulation formats, such as binary phase-shift keying (BPSK), quadrature phase-shift key-

ing (QPSK), 8-quadrature amplitude modulation (8QAM), and 16-quadrature amplitude

modulation (16QAM). Higher modulation formats represent more information per 1 Hz but

may lead to shorter maximum transmission distances. EONs adaptively select the appro-

priate modulation format based on the distance between source and destination nodes when

transmitting information, i.e., DAT.

In summary, EONs present significant advantages over WSONs, allowing for more ef-

ficient utilization of network bandwidth resources through FSs and grooming strategies.

Furthermore, by supporting multiple modulation formats, EONs can adapt to varying trans-

mission distances, optimizing network performance and efficiency.

2.3.1 Multiplexing technologies in EONs

In EONs, meeting the ever-increasing demands for high data rates and spectral efficiency

requires advanced multiplexing technologies. Two prominent technologies that have sig-

nificantly impacted the design and performance of EONs are CO-OFDM and N-WDM.

Both CO-OFDM and N-WDM play crucial roles in enhancing the capacity and efficiency

of optical communication systems in EONs.

CO-OFDM is a transformative technology that combines coherent detection with or-

thogonal frequency division multiplexing (OFDM) [98–102]. The OFDM concept involves

dividing the data stream into multiple subcarriers, each with a low symbol rate, and trans-

mitting them simultaneously. Coherent detection, on the other hand, extracts both the

amplitude and phase information of received optical signals, enabling robust data transmis-
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sion over long distances. By leveraging coherent detection with OFDM, CO-OFDM achieves

high spectral efficiency, mitigating impairments caused by fiber dispersion and nonlinear-

ities. This makes CO-OFDM a suitable solution for long-haul transmission and efficient

utilization of the optical spectrum in EONs.

N-WDM, based on the Nyquist criterion, is designed to maximize spectral efficiency by

spacing channels at half the Nyquist rate [103–106]. This allows for doubling the number

of data channels that can be accommodated within the available optical bandwidth with-

out introducing intersymbol interference. N-WDM optimally utilizes the optical spectrum,

achieving higher data rates and increased capacity compared to traditional WDM technol-

ogy. The ability of N-WDM to efficiently utilize optical resources makes it a compelling

choice for high-capacity optical networks in EONs.

Both CO-OFDM and N-WDM contribute to the advancement of EONs by offering

high data rates, enhanced spectral efficiency, and improved signal performance. The works

discussed in the Chapter 3 and 4 of this thesis are mainly under N-WDM based EONs and

SDM-EONs.

2.3.2 Distance adaptive transmission

Distance adaptive transmission (DAT) is one of the key features of EONs. With DAT,

all available modulation formats dynamically adjust to the transmission distance along

the optical path, selecting the most efficient modulation format that does not exceed the

maximum transmission distance [5,107]. This adaptive mechanism ensures optimal spectral

efficiency and maximizes the utilization of the optical spectrum while maintaining signal

integrity across varying transmission distances.

In this thesis, four different modulation formats are considered, which are BPSK, QPSK,

8QAM and 16QAM, respectively. Moreover, we consider these modulation formats with

dual polarization (DP), i.e., DP-BPSK, DP-QPSK, DP-8QAM and DP-16QAM, respec-

tively. The transmission distance and modulation levels (in bits per symbol) of these

modulation formats are shown in Table 2.1. The data in Table 2.1 for EONs based on

CO-OFDM is referenced from Refs. [108–110] and those for EONs based on N-WDM are

referenced from Refs. [12,33]. It is worth noting that the transmission distances indicated in

the table are in the case where only the optical signal-to-noise ratio (OSNR) of the optical

fiber transmission is considered, i.e., without considering the inter-core crosstalk (XT).

From Table 2.1, it can be observed that modulation formats with higher modulation

levels can support more bits per symbol (i.e., higher efficiency of transmission), but at the

same time have shorter transmission distances. As a result, for connection requests trans-

mitted along lightpaths with different path lengths, EONs can adaptively employ different
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Table 2.1: Transmission distance and modulation levels for different modulation formats.

Modulation formats DP-BPSK DP-QPSK DP-8QAM DP-16QAM

Transmission distance (km)
CO-OFDM 4000 2000 1000 500

N-WDM 6300 3500 1200 600

Modulation level (bits/s/Hz) 2 4 6 8

modulation formats to provide optimal spectral efficiency.

2.3.3 Super channel in EONs

Super channel (SpCh) is an innovative concept that revolutionizes the way optical data

is transmitted for EONs. Instead of using traditional fixed-wavelength channels in WSONs,

the SpCh combine multiple adjacent wavelength channels to create a broader and more

flexible transmission entity. This aggregation of closely spaced wavelengths allows for the

simultaneous transmission of a large amount of data over a wider optical spectrum.

The unique features of SpCh is its flexibility in supporting different bandwidth require-

ments for connection requests. Thanks to the use of bandwidth-variable optical transceivers

(BVTs) and bandwidth-variable wavelength cross-connects (BV-WXCs), SpCh can estab-

lish light paths with varying numbers of FSs without the need to switch grid bandwidth

intervals. This adaptability enables efficient resource utilization and dynamic allocation of

bandwidth to cater to diverse traffic demands [79].

As shown in Figure 2.6, the SpCh is composed of several continuous OCs that are gen-

erated by several continuous single-carrier transmitters. Switching GBs exist only between

adjacent SpChs, and there are no switching GBs between two adjacent OCs in the same

SpCh. Since the SpCh of EON takes only 2 switching GBs at two sides of the SpCh (i.e.,

1FS), it has high spectral efficiency compared to the optical channels of WSONs. It is

notable that SpChs in EONs are present only at a single spectral dimension (i.e., they do

not span spatial dimensions), thus such SpChs are also named spectral SpChs (Spe SpChs).

In later section of this chapter, we will also introduce several different types of SpChs in

SDM-EONs with multiple spatial dimensions.

The adoption of SpChs in EONs brings significant benefits in terms of increased ca-

pacity, enhanced spectral efficiency, and improved network flexibility. It addresses the

challenges posed by ever-increasing data demands and supports the efficient transmission of

data-intensive applications, making it a fundamental component of next generation optical

networks.
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Figure 2.6: Illustration of Spe SpCh and the corresponding transmitter in EON. DSP:
digital signal processing, DAC: digital-to-analog converter, IQ-MOD: in-phase and quadra-
ture modulator, LS: laser source, N:1: coupler, BVT: bandwidth-variable transceiver, WSS:
wavelength selective switch, WXC: wavelength cross-connect.
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2.3.4 Routing, modulation and spectrum assignment problem

As shown in Fig. 2.7, the difference with WSON is that in EONs, narrower-spectrum grids,

such as the 12.5 GHz grid, which conforms to the G.694.1 standard recommended by the

International Telecommunication Union Telecommunication Standardization Sector (ITU-

T) [97], is adopted. Each of the small grids shown in Fig. 2.7 (b) represents the basic

unit of the spectrum in EONs, which is called the frequency slot (FS) in this work and

the frequency slice in some works [3, 5, 8]. There is a guard band (GB) between any two

adjacent connection requests, which prevents data crosstalk between the two connection

requests [4, 111]. To more easily visually compare the spectrum resources of WSONs and

EONs, the GBs are not shown in this figure. Moreover, light paths for connection requests

can be established flexibly by using super channels (SpChs) that are matching the size of

connection requests and consisting of different numbers of contiguous FSs without GBs in

between. In this context, although EONs have achieved higher spectrum efficiency and more

flexible transmission than WSONs, their smaller and more flexible spectrum granularity has

also caused the problem of spectrum resource allocation problem to become complicated.

For instance, EONs impose more restrictions on the establishment of light paths; that is,

the FS allocated to a light path must be contiguous in the spectral domain. This is the

well-known routing and spectrum assignment (RSA) problem, which has been proven to be

NP-hard by Refs. [2, 112].

Figure 2.7: Illustration of spectrum usage in WSONs and EONs.

The RSA problem involves finding a single transmission path for a connection request

under three basic constraints: FS contiguity, spectrum continuity, and nonoverlapping. FS

contiguity is the constraint that the FSs allocated to each connection request must be
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contiguous. Spectrum continuity is the constraint that the spectrum of the FSs used in any

link must be the same when the light path to serve a connection request uses multiple links.

Nonoverlapping is the constraint that an FS on a link cannot be used for two connection

requests at the same time.

Figure 2.8: Example of connection requests.

Figure 2.9: Illustration of routing and spectrum assignment problem.

Fig. 2.8 shows the origination and destination nodes and the number of FSs required for

each of the five colored connection requests in the illustrative example of the RSA problem

in Fig. 2.9. For example, the blue connection request transmits from node 1 to node 3 and

requires two FSs. Fig. 2.9 shows an example of the RSA problem. In this case, one grid

represents one FS, a colored grid means that the FS is assigned to a connection request of

corresponding color, and an uncolored grid means that no connection request is assigned

to the FS. Fig. 2.9 (a) shows a correct example of routing and spectrum assignment in

an EON with five nodes. All of the connection requests satisfy the three basic constraints

described above. Fig. 2.9 (b) shows an incorrect example of an allocation that does not

satisfy the basic constraints. In the figure, the connection request in blue does not satisfy

FS contiguity because the FS bandwidth is not contiguous. The purple and red connection

requests do not satisfy nonoverlapping because they share the second FS of the link between

nodes 3 and 4. And the red connection request does not satisfy spectrum continuity because
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it uses FSs of different indexes on the two links.

In addition, when considering multiple modulation formats, EONs support using dis-

tance adaptive transmission (DAT) to select the modulation formats, i.e., selecting appropri-

ate modulation formats for optical signals depending on the length of the light paths [5,107].

In this context, the RSA problem turns into a more complex routing, modulation format

and spectrum assignment (RMSA) problem [16, 28]. In this thesis, our work on the RSA

and RMSA problems will be presented in detail in Chapter 3.

2.4 Space division multiplexing elastic optical network

2.4.1 SDM fibers

Figure 2.10: Types and properties of SDM fibers.

Space division multiplexing (SDM) is a pioneering approach revolutionizing optical com-

munication by leveraging multiple spatial dimensions to enhance data transmission capaci-

ties [80,113]. Within the realm of SDM, various types of optical fibers have been developed

to accommodate these spatial dimensions and address the escalating demand for higher

data rates and extended transmission distances, as depicted in Fig. 2.10.

One fundamental category is the single-mode multi-core fiber (SM-MCF or MCF) [114–
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116]. This innovation entails embedding multiple single-mode cores within a fiber cladding,

with each core guiding a distinct mode. The arrangement of cores can adopt diverse struc-

tures such as one-ring, dual-ring, linear-array, two-pitched, or hexagonal patterns. Cores

can be spaced closely or widely, with even or uneven packing, and they will exhibit varying

degrees of coupling, ranging from strong to weak interactions [117–119]. The MCF design

optimizes efficient spatial data transmission while offering versatility in core arrangement.

Few-mode fiber (FMF) [120, 121], a subtype of multi-mode fibers (MMF) [122, 123],

provides SDM transmission by supporting a relatively low number of transverse modes

within a higher index core. FMFs are particularly advantageous for achieving longer trans-

mission distances, as the interference and impairments arising from a limited number of

co-propagating modes are easier to manage compared to MMFs with higher mode counts.

Combining the benefits of MCF and FMF, few-mode multi-core fiber (FM-MCF) al-

lows the simultaneous propagation of transverse modes across multiple higher index cores

[124, 125]. This configuration mitigates the drawbacks associated with MCF and FMF

technologies, resulting in a more balanced performance.

Fiber bundles (FBs) represent the simplest form of SDM, accomplished by aggregating

numerous fibers into a bundle. While single-mode fiber bundles (SMFB) are a notable

example, supporting a single spatial mode per fiber, there’s also the possibility of few-

mode fiber bundles (FMFB), where each fiber guides a limited number of modes. SMFB, a

commercially available technology, facilitates a seamless transition from existing networks

to SDM, owing to its adaptability and compatibility.

Table 2.2: SDM Fibers in previous resource allocation works.

References SDM fiber

[9, 31–34,52,54,55,61,64–67,67,72,73] SMFB
[9,24,30,31,35–51,53,56–58,61,63,68–71,73,126] MCF
[21,59–61,72] MMF/FMF
[48,127,128] FM-MCF

Table 2.2 presents an overview of prior research exploring resource allocation with var-

ious types of SDM fibers. Remarkably, SMFB and MCF, despite the multitude of SDM

fiber variants, are the most frequently studied types. This preference can be attributed

to several reasons: i) Avoidance of costly multi-input-multi-output digital signal processor

(MIMO-DSP) technology, which is crucial in strongly-coupled SDM fibers, as it significantly

escalates network costs with the number of modes/cores [87, 129]; ii) Greater flexibility in

signal generation, routing, switching, and reception, as strongly-coupled modes/cores neces-

sitate joint processing [12]; iii) Enhanced ease of transitioning from existing optical networks
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to SDM-based infrastructures. Consequently, our focus in this thesis is primarily on SMFB

and/or MCF. Additionally, the spatial dimension within these fibers, referred to as ‘space

lane (SL)’, plays a pivotal role in our research.

2.4.2 Noise in SDM fibers

In the realm of SDM optical fibers, two critical parameters that significantly influence

the performance and quality of transmitted signals are optical signal-to-noise ratio (OSNR)

and inter-core crosstalk (XT).

The OSNR is a fundamental metric that measures the quality of an optical signal relative

to the noise present in the transmission system. It quantifies the ratio of the optical power of

the signal to the power of the noise introduced during transmission and reception. A higher

OSNR indicates a stronger signal relative to the noise, leading to improved signal fidelity

and better error performance. In SDM fibers, where multiple spatial modes or cores carry

different signals simultaneously, maintaining a high OSNR is crucial to ensure reliable data

transmission across the various cores or modes. OSNR is a critical factor in determining

the achievable data rates and the reach of SDM transmission systems.

Inter-core crosstalk, also known as inter-modal crosstalk or inter-core interference, occurs

when optical signals from one core of an SDM fiber interfere with or leak into adjacent cores

or modes. This phenomenon can lead to signal degradation, reduced signal-to-noise ratio,

and increased bit error rates. XT becomes more pronounced in tightly packed cores or

modes and is influenced by factors such as the design of the fiber, the spacing between

cores, and the characteristics of the transmitted signals. Managing and minimizing XT

is essential to maintaining the integrity of signals carried by different cores or modes and

ensuring the overall performance of SDM transmission systems.

In this thesis, we have the following considerations and assumptions about the influence

of OSNR and XT on the SDM transmission system. As shown in Figure 2.11, we consider

several cases where each link uses the 4-core MCF [130] or the 12-core MCF [131] to connect

the networks in our work.

Figure 2.11: The MCFs considered in this thesis.
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Based on the ITU-T standard G.694.1, the total number of FSs that each link has (i.e.,

|F |) is set to 320 (i.e., 12.5 GHz per FS at the C-band with a 4 THz bandwidth) [97].

The number of modulation levels |MF | is set to 4. The numbers 1, 2, 3, and 4 indicate

the modulation formats double polarization (DP)-BPSK, DP-QPSK, DP-8QAM, and DP-

16QAM, respectively. Each OC is generated by a transceiver which can support 50 Gbps

via DP-BPSK under 32 Gbaud symbol rate containing 7 GBaud (approximately 20%) for

forward error correction (FEC) overhead [51] and occupying in total 37.5 GHz spectrum

(i.e., 3 FSs) [132]. Therefore, the supportable bit rates per OC for the modulation formats

DP-BPSK, DP-QPSK, DP-8QAM and DP-16QAM are set to 50, 100, 150 and 200 Gbps,

respectively.

Table 2.3: Physical features of the MCFs considered in the simulation experiments.

Fiber type k Λ β r

4-core MCF [130] 5.0× 10−4 3.9× 10−5 4.0× 106 5.0× 10−2

12-core MCF [131] 1.4× 10−3 3.7× 10−5 – –

For the maximum transmission distances (km) of the considered modulation formats

above, we consider that they are mainly driven by OSNR and XT. As shown in Table 2.3,

these physical features of the two types of MCFs we mentioned above are used to calculate

the maximum transmission distances for different modulation formats. The parameters

k, Λ, β and r represent the coupling coefficient, core pitch, propagation constant, and

bend radius, respectively. It should be noted that the coupling coefficients k are calculated

according to Ref. [133]. In the coherent systems, the maximum transmission distances of

different modulation formats bounded by OSNR, and can be estimated by the Gaussian

Noise model of nonlinear interference [33]. And the XT of a connection request in MCFs

after D km can be calculated by Eq. (2.1).

XT (D) =
C − C · exp{−2(C + 1)uD}
1 + C · exp{−2(C + 1)uD}

, where u =
2k2r

βΛ
(2.1)

In Eq. (2.1), C represents the number of adjacent cores of the core transmitting the cur-

rent connection request. We assume that the thresholds of XT (XT thre
m ) for modulation

formats DP-BPSK, DP-QPSK, DP-8QAM, and DP-16QAM are -14, -18.5, -21, and -25

dB, respectively [42], and that the XT oscillation requires a -2 dB margin (XTmarg) [20].

Therefore, for a given modulation format m, the maximum transmission distance bounded

by XT (DXT
m ) can be calculated by Eq. (2.2).

DXT
m = max{D|XT (D) ≤ XT thre

m +XTmarg} (2.2)
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Table 2.4: Maximum transmission distances bounded by OSNR and XT in 4-core MCFs
and 12-core MCFs under different modulation formats m.

Limitation factor
Maximum transmission distance (km)

DP-BPSK DP-QPSK DP-8QAM DP-16QAM

DOSNR
m [33] 6300 3500 1200 600

DXT
m in 4-core MCFs 38945 13872 7808 3111

DXT
m in 12-core MCFs 4712 1678 944 376

Table 2.5: Maximum transmission distance of each modulation format and maximum traffic
volume supported of each OC fixed at 32 Gbaud for 4-core and 12-core MCFs.

Modulation format DP-BPSK DP-QPSK DP-8QAM DP-16QAM

Transmission distance (4-core) (km) 6300 3500 1200 600
Transmission distance (12-core) (km) 4712 1678 944 376
Traffic volume per OC (Gbps) 50 100 150 200

For connection requests in 4-core and 12-core MCFs with different modulation formats,

we can calculate the maximum transmission distances bounded by OSNR (DOSNR
m ) [33] and

XT (DXT
m ), respectively, as shown in Table 2.4. And the maximum transmission distance

is the small one of DOSNR
m and DXT

m .

Therefor, the maximum transmission distances (km) of these modulation formats consid-

ered and the maximum traffic volume (Gbps) that an OC can carry under each modulation

format are shown in Table 2.5.

2.4.3 Super channels in SDM-EONs

Three types of SpChs with different spatial switching granularities have been proposed in

SDM-EONs, and they are the spectral super channel (Spe SpCh), the spatial super channel

(Spa SpCh), and the spectral and spatial super channel (Spe & Spa SpCh), as shown in Fig.

2.12, 2.13, 2.14, respectively [12]. Here, we assume that the spatial dimension of an SDM-

EON is 4 (i.e., a 4-core MCF or 4-fiber SMFB). Then, the SpChs with spatial switching

granularities i, which are equal to 1, 2 and 4, correspond to Spe SpCh, Spe & Spa SpCh

and Spa SpCh, respectively.

• As shown in Fig. 2.12, a Spe SpCh is composed of several continuous OCs that are

generated by several continuous single-carrier transmitters. Switching GBs exist only
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Figure 2.12: Illustration of spectral super channel (Spe SpCh) and spectral super transceiver
(i = 1). DSP: digital signal processor, DAC: digital-to-analog converter, IQ-MOD: in-
phase and quadrature modulator, LS: laser source, N:1: coupler, FIFO: SDM fan-in/fan-out
component.

Figure 2.13: Illustration of spectral super channel (Spa SpCh) and spectral super transceiver
(i = 4). DSP: digital signal processor, DAC: digital-to-analog converter, IQ-MOD: in-
phase and quadrature modulator, LS: laser source, N:1: coupler, FIFO: SDM fan-in/fan-out
component.
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Figure 2.14: Illustration of spectral & spatial super channel (Spe&Spa SpCh) and spectral &
spatial super transceiver in regular and irregular case (i = 2). DSP: digital signal processor,
DAC: digital-to-analog converter, IQ-MOD: in-phase and quadrature modulator, LS: laser
source, N:1: coupler, FIFO: SDM fan-in/fan-out component.
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between adjacent SpChs, and there are no switching GBs between two adjacent OCs

in the same SpCh. Since a Spe SpCh takes only 2 switching GBs at two sides of

the SpCh (i.e., 1FS), it has the highest spectral efficiency. However, a Spe SpCh

containing 4 OCs, as in the example in the figure, uses four independent laser sources;

hence, it is the most costly.

• Fig. 2.13 illustrates an Spa SpCh containing 4 OCs, and it is generated by a 4×1 joint

transmitter and uses a common laser source in different spatial dimensions. Thus, it

has the lowest cost, although it has the lowest spectral efficiency.

• A Spe & Spa SpCh containing 4 OCs is shown in Fig. 2.14(a), and it is generated by

a 2× 2 fractional joint transmitter. OCs allocated on the same spectrum can share a

common laser at the transmitter. It is obvious that the Spe & Spa SpCh is a hybrid

SpCh that provides intermediate cost and spectral efficiency. Fig. 2.14(b) shows an

irregular Spe & Spa SpCh containing 3 OCs, which is not considered in this work.

2.4.4 ROADMs and switching paradigms in SDM-EONs

Space lane change (SLC) is a nonnegligible transmission technique in SDM-EONs. Specifi-

cally, with the adoption of SLC technology, connection requests can disregard spatial con-

tinuity restrictions and use different spatial dimensions on different links of a light path.

As shown in Fig. 2.15(b), the red connection request space lane changed from SL4 to SL2

to make room for the newly added connection request. SLC makes resource allocation

more flexible, which further improves spectrum efficiency, especially in dynamic problems.

As a negative effect, although SLC can further increase the routing flexibility at the same

spatial switching granularity to enable higher spectral efficiency, it consumes higher equip-

ment costs due to its deployment of WSSs with higher port counts. In static scenarios,

the savings in spectrum resources that SLC can bring are negligible compared to its equip-

ment cost [9,25]. Therefore, in this thesis, which focuses on static scenarios, we discuss the

non-SLC case.

There are three switching paradigms in SDM-EONs, independent switching (In-Sw),

fractional joint switching (FrJ-Sw) and joint switching (J-Sw), corresponding to the Spe

SpCh, Spa SpCh and Spe & Spa SpCh, respectively. In-Sw and FrJ-Sw can each be subdi-

vided into two types based on whether they support SLC [25].

Fig. 2.16 shows the architectures of the reconfigurable optical add-drop multiplexers

(ROADMs) corresponding to the various switching paradigms with and without SLC. The

ROADMs in the figure are all at the 2-degree (i.e., SDM in and SDM out) intermediate

nodes in a network that has 4 spatial dimensions on each link.
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Figure 2.15: Examples of transmission without and with SLC support.
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Figure 2.16: Illustration of ROADM architectures for various switching paradigms at spa-
tial switching granularities i, which are equal to 1, 2 and 4, without and with SLC.
R&S ROADM: route-and-select reconfigurable optical add-drop multiplexer; B&S ROADM:
broadcast-and-select reconfigurable optical add-drop multiplexer; Tx: transmitter; Rx: re-
ceiver.
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• Fig. 2.16(a) and (b) illustrate the architectures of the route-and-select (R&S) ROADMs

corresponding to In-Sw without and with SLC, respectively. In this instance, the spa-

tial switching granularity i is equal to 1. It is observed that the ROADM structure

supporting SLC has a higher port count per WSS, resulting in higher costs.

• Fig. 2.16(c) and (d) illustrate the architectures of the R&S ROADMs corresponding

to FrJ-Sw without and with SLC, respectively. In this instance, the spatial switching

granularity i is equal to 2.

• Fig. 2.16(e) shows the architecture of the R&S ROADM corresponding to J-Sw with

and without SLC. In this instance, the spatial switching granularity i is equal to 4.

Since there is no spatial dimension group that can be changed when the connection

requests pass through the ROADMs, the structures of the ROADMs are the same for

the SLC and non-SLC cases when the switching paradigm is J-Sw. In addition, it

should be noted that if all WSSs on the LHSs of Fig. 2.16(a) to (e) are replaced by

splitters with the corresponding dimensions (e.g., Fig. 2.16(f) for Fig. 2.16(d)), the

R&S ROADMs in the figures will change to broadcast-and-select (B&S) ROADMs.

2.4.5 Routing, modulation, space and spectrum assignment problem

Similar to the RWA problem in WSONs to the RSA/RMSA problem in EONs, new net-

work features introduced by new network architectures will lead to evolving optimization

problems in optical networks. In SDM-EONs, because of the introduction of multiple spa-

tial dimensions, light-path selection needs to consider the assignment of space lanes (SLs),

which makes the resource allocation problem more complex. As shown in Fig. 2.17, there

are various scenarios for resource allocation in SDM-EONs because of the increased spatial

dimensions. Such a resource allocation problem is the routing, space and spectrum assign-

ment (RSSA) problem [12]. The names and meanings of RSSA problems may vary slightly

depending on the different factors considered. For instance, if the fiber type of the network

is MCF, the RSSA problem is also known as the routing, core and spectrum assignment

(RCSA) problem.

Moreover, similar to the RSA problem, the RSSA problem is complexed into a rout-

ing, modulation format, space, and spectrum assignment (RMSSA) problem when multiple

modulation formats are considered. The RSSA problem has been discussed and proven as

NP-hard in many previous works [12, 27, 33, 48, 52, 134]. Thus, it is easy to realize that the

RMSSA problem, which has a much higher complexity, is also obviously NP-hard. In this

thesis, our work on the RMSSA problem will be presented in detail in Chapter 4.
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Figure 2.17: Illustration of various scenarios for resource allocation in SDM-EONs.
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Chapter 3

ILP models and improved methods
for the RSA/RMSA problem in
EONs

Up to now, there has been a lot of work related to the RSA/RMSA problem for EON in static

scenarios, as we discussed in Subsections 1.2.1 and 2.3.4. For static scenarios, mathematical

models, such as the ILP model, are generally employed. These modeling and formulating as

ILP can be classified into various types depending on the differences in viewpoints. As we

mentioned in subsection 1.2.1, although there is a lot of work using a variety of ILP models

to solve the static RSA/RMSA problem, the analysis of the respective characteristics of

the various models is not yet clear. In this chapter, in order to better understand the

characteristics of each type of models and to improve them for use in newer generations

of optical networks, such as SDM-EONs, we systematically classify and summarize the

models from previous works on the static RSA/RMSA problem for EONs, improve their

computational performance according to the characteristics of each type of models, and

compare the differences between them.

This chapter is organized into the following three sections. In Section 3.1, we classify

mathematical optimization models for RSA/RMSA problems in previous works, and for-

mulate the four types of mathematical models, path/slot, path/channel, node/slot, and

node/channel, as ILP problems. In Section 3.2, we analyze the four models to understand

the characteristics of each model, and improve the computation method to compensate for

the weaknesses of each model. In Section 3.3, we verify the effectiveness of the improvement

through computer experiments, and perform a comparative simulation experiment between

the models used the improved calculation methods.
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3.1 Optimization models for static RSA/RMSA problem

In this section, we address four optimization models (i.e., path/slot, path/channel, node/slot

and node/channel model) with multiple modulations in turn. They are formulated as ILP

in different ways. The descriptions of the notations common to these models are shown as

follows.

Parameters:

E: the set of links in network topology.

F : the set of FSs index on each link.

MF : the set of available modulation levels.

R: the set of connection requests.

Tr: the traffic volume [Gbps] of connection request r.

Pr: the set of candidate paths for serving connection request r.

tOC : the traffic volume [Gbps] that a single OC using the modulation format with the

lowest spectral efficiency can support. How much traffic volume can be supported depends

on the symbol-rate of the transceiver.

mp: the level of modulation format that allows the length of the candidate path p ∈ Pr

according to DAT.

WFS : the bandwidths [GHz] occupied by a FS.

WOC : the bandwidths [GHz] occupied by a single OC.

WGB: the bandwidths [GHz] occupied by a switching GB.

np
r : the number of FSs required for transmitting connection request r by using candidate

path p ∈ Pr.

nm
r : the number of FSs required for transmitting connection request r by using modu-

lation level m ∈ MF .

M : a value that is large enough.

Variable:

Fmax ∈ Z+: a nonnegative integer variable that indicates the maximum index of required

FSs in the network topology.

For comparison purposes, we set the objective functions of the four models to be the

same. That is minimizing the maximum index of required FSs in the network topology (i.e.,

Fmax), as shown in Eq. (3.1).

minimize Fmax (3.1)
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In path/slot and path/channel models, np
r can be calculated by Eq. (3.2). We can

assign modulation levels from small to large for different modulation formats from low

to high spectral efficiencies. For instance, if we use the four modulation formats BPSK,

QPSK, 8QAM, and 16QAM, which have spectral efficiencies of 1, 2, 3, and 4 [b/s/Hz],

then we can assign modulation levels 1, 2, 3, and 4 to BPSK, QPSK, 8QAM, and 16QAM,

respectively. In Eq. (3.2), the level of modulation format for candidate path p (i.e., mp) can

be determined by DAT. In other words, among all modulation formats that can serve the

length of candidate path p, the modulation format with the highest spectral efficiency is

selected, and the level corresponding to that modulation format is the value ofmp. Similarly,

m indicates the level of modulation format in the set of available modulation levels MF ,

and nm
r can be calculated by Eq. (3.3) in node/slot and node/channel models. In this paper,

we assume that the spectrum grid (i.e., WFS) is 12.5 GHz based on the ITU-T standard

G.694.1, the transceiver transmits/receives an OC with 37.5 GHz (i.e., WOC) bandwidth

at a fixed 32 Gbaud baud rate, and the bandwidth of the switching GB (i.e., WGB) is 12.5

GHz (6.25 GHz on each side of a SpCh).

np
r = ⌈

⌈ Tr
mp·toc ⌉ ·WOC +WGB

WFS
⌉ (3.2)

nm
r = ⌈

⌈ Tr
m·toc ⌉ ·WOC +WGB

WFS
⌉ (3.3)

The following subsections explain in order of additional parameters, variables, and re-

spective constraints of each model.

3.1.1 Path/slot model

In the path/slot model, transmission paths are selected from the prepared candidate paths,

and the model allocates FSs by using variables corresponding to themselves. We use the

model proposed in [2]. However, the number of formulations for the nonoverlapping con-

straints of this model in [2] is larger. To simplify the model, we use the formulations of

nonoverlapping constraints from [9], by which the number of nonoverlapping constraints

can be reduced by |R|2 · |Pr|2. This model uses the following additional parameters and

variables.

Variables (additional)

fr ∈ Z+: a nonnegative integer variable that indicates the index of the first FS used by

the connection request r.

orr′ ∈ {0, 1}: a binary variable that is equal to 1 if the index of starting FS used by
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connection request r is smaller than that used by r′, and 0 otherwise.

xpr ∈ {0, 1}: a binary variable that is equal to 1 if candidate path p is used to transmit

connection request r, and 0 otherwise.

Constraints

∑
p∈Pr

xpr = 1, ∀r ∈ R (3.4)

orr′ + or′r = 1, ∀r, r′ ∈ R : r ̸= r′ (3.5)

fr + np
r ≤ fr′ +M

[
3−

(
xpr + xp

′

r′ + orr′
)]

,

∀r, r′ ∈ R, p ∈ Pr, p
′ ∈ Pr′ : r ̸= r′, p ∩ p′ ̸= ∅

(3.6)

Fmax ≥ fr + np
rx

p
r − 1, ∀r ∈ R, p ∈ Pr (3.7)

Eq. (3.4) indicates that only one path p can be selected for any connection request r from

the set of candidate paths. Eqs. (3.5) and (3.6) together suggest spectrum non-overlapping

constraints between different connection requests. Among them, Eq. (3.5) indicates the

prioritization of connection requests, and expresses that there is always a prioritization

for any two different connection requests. Eq. (3.6) indicates that the required FSs for

different connection requests that have a common link in the path cannot overlap each

other. Eq. (3.7) describes how to calculate the maximum index of the required FSs (i.e.,

Fmax). The right hand side of the Eq. (3.7) represents the index of the terminal FS used by

the connection request r. For all connection requests in the whole network, the maximum

index of required FSs Fmax is larger than the terminal FS index used by any connection

request.



minimize Fmax

s.t.

(a)
∑

p∈Pr
xpr = 1, ∀r ∈ R

(b) orr′ + or′r = 1, ∀r, r′ ∈ R : r ̸= r′

(c) fr + np
r ≤ fr′ +M

[
3−

(
xpr + xp

′

r′ + orr′
)]

,

∀r, r′ ∈ R, p ∈ Pr, p
′ ∈ Pr′ : r ̸= r′, p ∩ p′ ̸= ∅

(d) Fmax ≥ fr + np
rx

p
r − 1, ∀r ∈ R, p ∈ Pr

(3.8)

According to the objective function and constraints above, the path/slot model can be

expressed as minimizing Eq. (3.1) under constraints Eqs. (3.4) to (3.7), i.e., Eq. (3.8).

39



CHAPTER 3. ILP MODELS AND IMPROVED METHODS FOR THE RSA/RMSA
PROBLEM IN EONS

3.1.2 Path/channel model

The path/channel model is a model that transmission paths are selected from the prepared

candidate paths and that allocates FSs by using variables corresponding to the prepared

candidate channels which consist of multiple adjacent FSs. We use the Channel-Based

formulation proposed in Chapter 3 of Ref. [5]. This model uses the following additional

parameter and variables.

Figure 3.1: Examples of channels construction for connection requests requiring different
number of FSs.

Parameters (additional)

Cp
r : the set of candidate channels that fit the number of required FSs for transmitting

connection request r by path p.

fpc
r : the index of the first FS in channel c of the connection request r transmitted by

path p.

δpcfr : a binary constant that is equal to 1 if channel c containing FS f is assigned to

connection request r on path p, 0 otherwise.

Cp
r is a pre-computed set obtained by np

r . We illustrate it in Fig. 3.1 (assume that the

maximum index of FSs on links is 6, shown as FS1, FS2, · · · , FS6). For a connection request

requiring 2 FSs (i.e., np
r = 2), the set of channels {(FS1, FS2), (FS2, FS3), (FS3, FS4),
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(FS4, FS5), (FS5, FS6)} can be created, which is shown in yellow and has five channels

with two FSs. Similarly, for a connection request requiring 4 and 6 FSs (i.e., np
r = 4 and

np
r = 6), we can create the set of channels shown in blue and green, respectively. The

channels construction method above can cover all situations where the connection request

uses FSs.

Cp
r = {[FSi, FSi+1, . . . , FSi+np

r−1] | i = 1, . . . , |Cp
r |} (3.9)

|Cp
r | = |F | − np

r + 1 (3.10)

Eq. (3.9) shows how the channels sets are generated. Each connection request r cor-

responds to one set of candidate channels Cp
r on each of its candidate paths. For any

connection request, offset 1 FS each time to create a channel of size np
r , and traverse all

FSs in the link to obtain the set of candidate channels for connection request r. Using

the method, we can obtain the Eq. (3.10) for calculating the number of channels in the

candidate channel set.

Variable (additional)

xpcr ∈ {0, 1}: a binary variable that is equal to 1 if channel c is used to serve connection

request r on path p, and 0 otherwise.

Constraints

∑
p∈Pr

∑
c∈Cp

r

xpcr = 1, ∀r ∈ R (3.11)

∑
r∈R

∑
p∈Pr
e⊆p

∑
c∈Cp

r

δpcfr xpcr ≤ 1, ∀e ∈ E, f ∈ F (3.12)

∑
p∈Pr

∑
c∈Cp

r

(fpc
r + np

r)x
pc
r − 1 ≤ Fmax, ∀r ∈ R (3.13)

Eq. (3.11) states that for any connection request r, only one path p can be selected from

the candidate path set Pr and only one channel c can be selected from the candidate channel

set Cp
r on the path p. Eq. (3.12) expresses the spectrum non-overlapping constraint between

different connection requests. It means that the number of connection requests using any

FS on any link is always one or less. Eq. (3.13) describes how to calculate the maximum

index of the required FSs (i.e., Fmax). It is easy to understand that the left hand side of

Eq. (3.13) represents the index of the terminal FS used by the connection request r.
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minimize Fmax

s.t.

(a)
∑

p∈Pr

∑
c∈Cp

r
xpcr = 1, ∀r ∈ R

(b)
∑

r∈R
∑

p∈Pr
e⊆p

∑
c∈Cp

r
δpcfr xpcr ≤ 1, ∀e ∈ E, f ∈ F

(c)
∑

p∈Pr

∑
c∈Cp

r
(fpc

r + np
r)x

pc
r − 1 ≤ Fmax, ∀r ∈ R

(3.14)

According to the objective function and constraints above, the path/channel model can

be expressed as minimizing Eq. (3.1) under constraints Eqs. (3.11) to (3.13), i.e., Eq.

(3.14).

3.1.3 Node/slot model

The node-type constructs transmission paths for given connection requests by using vari-

ables corresponding to links. The node/slot model is a node-type model that allocates FSs

by using variables corresponding to themselves. We use the node-link formulation proposed

in Chapter 3 of [5]. To simplify the model, we use the formulations of nonoverlapping

constraints from [9], by which the number of nonoverlapping constraints can be reduced by

2|R|2. This model uses the following additional parameters and variables.

Parameters (additional)

V : the set of nodes in network topology.

σ+
v : the set of links leaving from node v.

σ−
v : the set of links entering node v.

sr: the origin node for connection request r.

dr: the destination node for connection request r.

le: the length of link e.

am: the maximum transmission distance allowed by modulation level m.

Variables (additional)

hr ∈ R+: a nonnegative continuous variable that represents the length of the path used

by connection request r.

umr ∈ {0, 1}: a binary variable that is equal to 1 if connection request r uses the

modulation level m, and 0 otherwise.

xer ∈ {0, 1}: a binary variable that is equal to 1 if connection request r uses link e, and

0 otherwise.
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We also employ the variables fr, orr′ described at subsection 3.1.1.

Constraints (additional)

∑
e∈σ+

v

xer −
∑
e∈σ−

v

xer =


1 if v = sr

−1 if v = dr

0 otherwise

∀v ∈ V, r ∈ R (3.15)

hr ≥
∑
e∈E

lexer, ∀r ∈ R (3.16)

∑
m∈MF

amumr ≥ hr, ∀r ∈ R (3.17)

∑
m∈MF

umr = 1, ∀r ∈ R (3.18)

fr +
∑

m∈MF nm
r umr ≤ fr′ +M

[
3−

(
xer + xer′ + orr′

)]
∀r, r′ ∈ R, e ∈ E : r ̸= r′

(3.19)

Fmax ≥ fr + nm
r umr − 1, ∀r ∈ R,m ∈ MF (3.20)

Using the flow conservation law, Eq. (3.15) indicates that at each node in the network,

one connection request can use only one path [5, 12, 14]. More specifically, in Eq. (3.15),

σ+
v and σ+

v denote the set of links leaving and entering node v, respectively; and
∑

e∈σ+
v
xer

and
∑

e∈σ−
v
xer denote the value of links leaving and entering node v, respectively. Thus, if

xer represents a path for connection request r, LHS of Eq. (3.15) equals to 1 for the origin

node sr and -1 for the destination node dr. And, LHS of Eq. (3.15) equals to 0 for inter

nodes in the path and other nodes without through the path. Note that Eq. (3.15) allows

any cycles adding the path. If the cycles exist in the solution, we can delete them form the

solution without being to infeasible. In the models where the routing is node-type, the path

length is not a constant because the candidate path set is not created in advance. Therefore,

it is unclear which modulation method can be used, and the number of FSs required for

connection requests cannot be calculated in advance. Eqs. (3.16) to (3.18) represent the

binary variable umr for determining modulation level by DAT. Among them, Eq. (3.16)

expresses the variable hr which represents the length of path, Eqs. (3.17) and (3.18) together

state that only one modulation level which allows the length of path can be selected for

any connection request. Eq. (3.5) in subsection 3.1.1 and Eq. (3.19) together represent

spectrum non-overlapping constraints between different connection requests, similar to the

path/slot model in subsection 3.1.1. Eq. (3.20) expresses the calculation method of the

maximum index Fmax of the required FSs.
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minimize Fmax

s.t.

(a)
∑

e∈σ+
v
xer −

∑
e∈σ−

v
xer =


1 if v = sr

−1 if v = dr

0 otherwise

∀v ∈ V, r ∈ R

(b) hr ≥
∑

e∈E lexer, ∀r ∈ R

(c)
∑

m∈MF amumr ≥ hr, ∀r ∈ R

(d)
∑

m∈MF umr = 1, ∀r ∈ R

(e) fr +
∑

m∈MF nm
r umr ≤ fr′ +M

[
3−

(
xer + xer′ + orr′

)]
∀r, r′ ∈ R, e ∈ E : r ̸= r′

(f) orr′ + or′r = 1, ∀r, r′ ∈ R : r ̸= r′

(g) Fmax ≥ fr + nm
r umr − 1, ∀r ∈ R,m ∈ MF

(3.21)

According to the objective function and constraints above, the node/slot model can be

expressed as minimizing Eq. (3.1) under constraints Eq. (3.5) and Eqs. (3.15) to (3.20),

i.e., Eq. (3.21).

3.1.4 Node/channel model

The node/channel model is a node-type model that allocates FSs by using variables corre-

sponding to the prepared candidate channels which consist of multiple adjacent FSs. To the

best of our knowledge, there are few works that use the formulation of the node/channel

model and consider the modulation formats simultaneously. Therefore, we formulate the

following node/channel model based on the ‘NL-SA’ formulation in [8] and the ‘Node-Link’

formulation in chapter 3 of [5].

Parameters (additional)

Cr: the set of candidate channels consisting of all possible required numbers of FSs for

connection request r.

Cm
r : the set of candidate channels that fit the number of required FSs for transmitting

connection r by modulation format m, Cm
r ⊆ Cr.

fmc
r : the index of the first FS in channel c of the connection request r transmitted by

modulation format m.

γcfr : a binary constant that is equal to 1 if channel c in the set of channel for connection
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request r contains FS f , 0 otherwise.

Cm
r = {[FSi, FSi+1, . . . , FSi+nm

r −1] | i = 1, . . . , |Cm
r |} (3.22)

|Cm
r | = |F | − nm

r + 1 (3.23)

Cr and Cm
r are pre-computed sets obtained by nm

r . Similar to the path/channel model in

subsection 3.1.2, Eq. (3.22) shows how the channels sets are generated. The number of

channels in the candidate channel set can be calculated by Eq. (3.23).

We also employ the Parameters V , σ+
v , σ

−
v , MF , sr, dr, l

e, and am described at subsec-

tion 3.1.3.

Variables (additional)

xecr ∈ {0, 1}: a binary variable that is equal to 1 if channel c is used to serve connection

request r on link e, and 0 otherwise.

ycr ∈ {0, 1}: a binary variable that is equal to 1 if connection request r uses channel c,

and 0 otherwise.

We also employ the variables umr , hr described at subsection 3.1.3.

Constraints (additional)

∑
e∈σ+

v
xecr −

∑
e∈σ−

v
xecr =


+ycr if v = sr

−ycr if v = dr

0 otherwise

∀v ∈ V, r ∈ R, c ∈ Cr

(3.24)

∑
c∈Cm

r

ycr = umr , ∀r ∈ R,m ∈ MF (3.25)

hr ≥
∑
e∈E

∑
c∈Cr

lexecr , ∀r ∈ R (3.26)

∑
r∈R

∑
m∈MF

∑
c∈Cm

r

xecr γcfr ≤ 1, ∀e ∈ E, f ∈ F (3.27)

∑
m∈MF

∑
c∈Cm

r

(fmc
r + nm

r )xecr − 1 ≤ Fmax, ∀r ∈ R, e ∈ E (3.28)

Eqs. (3.24) and (3.25) using flow conservation law indicates that at each node in the

network, one connection request can use only one channel on only one path. And Eq. (3.25)

shows the relationship between channels and modulation formats. Similar to the node/slot
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model in subsection 3.1.3, Eqs. (3.17), (3.18) in subsection 3.1.3 and Eq. (3.26) represent

the binary variable umr for determining modulation format by DAT. Among them, Eq. (3.26)

expresses the variable hr which represents the length of path, Eqs. (3.17) and (3.18) together

state that only one modulation format which allows the length of path can be selected for any

connection request. Eq. (3.27) expresses the spectrum non-overlapping constraint between

different connection requests, similar to the path/channel model in subsection 3.1.2. Eq.

(3.28) describes how to calculate the maximum index of the required FSs (i.e., Fmax), similar

to the path/channel model in subsection 3.1.2.



minimize Fmax

s.t.

(a)
∑

e∈σ+
v
xecr −

∑
e∈σ−

v
xecr =


+ycr if v = sr

−ycr if v = dr

0 otherwise

∀v ∈ V, r ∈ R, c ∈ Cr

(b)
∑

c∈Cm
r
ycr = umr , ∀r ∈ R,m ∈ MF

(c) hr ≥
∑

e∈E
∑

c∈Cr
lexecr , ∀r ∈ R

(d)
∑

r∈R
∑

m∈MF

∑
c∈Cm

r
xecr γcfr ≤ 1, ∀e ∈ E, f ∈ F

(e)
∑

m∈MF amumr ≥ hr, ∀r ∈ R

(f)
∑

m∈MF umr = 1, ∀r ∈ R

(g)
∑

m∈MF

∑
c∈Cm

r
(fmc

r + nm
r )xecr − 1 ≤ Fmax, ∀r ∈ R, e ∈ E

(3.29)

According to the objective function and constraints above, the node/channel model can

be expressed as minimizing Eq. (3.1) under constraints Eq. (3.17), (3.18) and Eqs. (3.24)

to (3.28), i.e., Eq. (3.29).

3.1.5 Classification of models in previous works

Through an extensive review of previous works on the static RSA/RMSA problem, we

classify and summarize the ILP models as illustrated in Table 3.1.

For instance, Christodoulopoulos et al. [2] formulated a model for the RSA problem con-

sidering modulation formats (i.e., the RMSA problem), which matches the characteristics

of the path/slot model we illustrated, and presented a decomposition method of the model,

which breaks the RMSA problem into its two substituent subproblems.

Velasco et al. [3] first proposed a channel-based ILP model for the RSA problem with

no modulation format considered, which matches the characteristics of the path/channel

model we illustrated, and compared it with the slot-based model. The model in Walkowiak
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Table 3.1: Classification of mathematical optimization models for RSA/RMSA problems in
previous works.

Path Node

Slot

Christodoulopoulos et al. [2, 4],
Wang et al. [13], Walkowiak [5],
Wang et al. [29], Miyagawa et al. [10],
Yang et al. [9], Wu et al. [16]

Cai et al. [7], Walkowiak [5]

Channel

Velasco et al. [3], Velasco et al. [8],
Walkowiak et al. [11], Tornatore et al. [14],
Goścień et al. [17], Walkowiak [5],
Klinkowski et al. [5], Wu et al. [16]

Velasco et al. [8], Tornatore et al. [14]
Klinkowski et al. [12]

et al. [11] also conforms to the path/channel model we introduced, but it differs slightly from

the model in Velasco et al. [3] because it is presented in the context of the RSA problem

considering modulation formats.

Cai et al. [7] first proposed a model of node-type for the RSA problem with no modu-

lation format considered, which conforms to the node/slot model we introduced.

Velasco et al. [8] formulated a node-link model which used pre-computed slots for the

RSA problem with no modulation format considered, which is similar to the node/channel

model we illustrated.

3.2 Improved methods for models

To speed up the solution time of these ILP models, several studies have discussed im-

proving computational methods to reduce the size of the variables and constraints of their

models or to provide better bounds for these models.

To provide better lower bounds, Christodoulopoulos et al. [2] and Miyagawa et al. [10]

formulated a path-type relaxation model in the RSA problem with modulation formats

considered. Velasco et al. [3] proposed two relaxed formulations for path-type and node-

type models in the RSA problem without modulation formats considered. In our work,

we formulated both path-type and node-type relaxation models in the RSA problem with

modulation formats considered in Subsection 3.2.2. Furthermore, for the channel model, to

the best of our knowledge, no general existing study has proposed a method to reduce the

number of channels in advance, as in Subsection 3.2.3.
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3.2.1 Characteristics and weaknesses of each model

In order to improve the solving time by using an optimization software, we first observe

the characteristics and the weaknesses of each model.

Table 3.2 shows the number of variables and constraints of the formulation of the four

models, path/slot, path/channel, node/slot, and node/channel described in Section 3.1.

From here, K is the number of candidate paths. For better comparison, we fixed the

parameters K, |V |, |E|, |MF |, which are usually smaller than |R| and |F |. As shown

in Table 3.3, the constraints and the number of variables of each model can be roughly

observed by |R| and |F |. The following can be observed from Table 3.2 and Table 3.3.

Table 3.2: Number of variables and constraints per model.

Models Variables Constraints

path/slot O
(
|R|2+K ·|R|

)
O
(
K2 ·|R|2

)
path/channel O(K ·|R|·|C|) O(|E|·|F |+ |R|)
node/slot O

(
|R|2+|R|·|MF |+|R|·|E|

)
O
(
|V |·|R|+|R|·|MF |+|R|2 ·|E|

)
node/channel O(|R|·|MF |+|R|·|E|·|C|) O(|V |·|R|·|C|+|R|·|MF |+|E|·|F |+|R|·|E|)

Table 3.3: Number of variables and constraints per model derived by |R| and |F |.

Models Variables Constraints

path/slot O
(
|R|2

)
O
(
|R|2

)
path/channel O(|R|·|F |) O(|F |+ |R|)
node/slot O

(
|R|2

)
O
(
|R|2

)
node/channel O(|R|·|F |) O(|R|·|F |)

(1) Since the number of variables and constraints in the two models of slot-type (path/slot

and node/slot models) involves the square of the number of connection requests |R|2, the
number of connection requests |R| has a large impact on the path/slot and node/slot models.

(2) Due to the number of constraints, path/slot model is susceptible from changes in

the number of candidate paths K. However, since K is usually much smaller than |R| and
|F |, we can disregard its effect.

(3) From the number of constraints in path/channel model, we can observe that the

model is affected by the number of links |E| in network topology, the number of FSs |F |
on each link, and the number of connection requests |R|. Considering that |E| tends to be

much smaller than |R| and |F |, we ignore its effect. And from the number of variables, it

is also affected by the number of channels |C| in the channel set. Since |C| is positively
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correlated with |F |, |F | has an effect on the number of variables in the path/channel model.

(4) The node/slot model is not only affected by changes in the number of connection

requests |R|, but also by the number of nodes |V | and links |E| in the network topology.

In addition, it is also affected by the number of modulation levels |MF |. Likewise, we can

ignore the effects of |V |, |E| and |MF | in the comparison.

(5) Node/channel model is influenced by all the parameters mentioned above.

(6) The numbers of variables and constraints of the path/slot and node/slot models are

related to the square of the number of connection requests (i.e., |R|2), while they of the

path/channel and node/channel models are not only related to |R| but are also affected by

the number of FSs in each link |F |.
Based on the above observations, we will explore whether the calculation time of each

model can be reduced. The number of nodes |V | and the number of links |E| are related

to the size and structure of the network topology and cannot be improved in the resource

allocation problem. In addition, since the number of connection requests |R| is related to

user needs and should not be reduced arbitrarily, we will work on improving the calculation

method from other parameters. For example, it is expected that it is effective to reduce the

calculation time of the model by first relaxing the part where there are too many constraints

in the model and discarding unnecessary channels from channel sets.

3.2.2 Improved lower bound for models

Since there is a large number of constraints on spectrum allocation, if we relax some

constraints, the relaxed model will become much easier to be solved. Then we solve the

relaxed model and its solution will be a lower bound of the original model. In this way,

we can reduce the computation time of solving the original models by some optimization

softwares.

Therefore, we consider the following path-type and node-type relaxation models [2,3,10].

Firstly, we solve the relaxation problems. And then, we use the objective function values of

the relaxed problems (path-type relaxation and node-type relaxation) as the initial lower

bounds of original problems. These can effectively reduce the computation time of solving

each ILP model.

The objective function of our RSA problems is to minimize the maximum index of FSs

used in the network. The value of Fuse will be given to the original path-type models as

an initial lower bound. The meaning of the parameters and variables is the same as the

parameters and variables in the path/slot model in Section 3.1. The lower bound Fuse for

path-type is obtained by the following ILP.
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minimize Fuse

s.t.

(a)
∑

p∈Pr
xpr = 1, ∀r ∈ R

(b) Fuse ≥
∑

r∈R
∑

p∈Pr
e⊆p

xprn
p
r − 1, ∀e ∈ E

(3.30)

The constraint (a) is same as Eq. (3.4) described in subsection 3.1.1.

In order to find Fuse by using formulation of node-type, we introduce a binary variable

bme
r that is equal to 1 if connection request r uses modulation m and link e, and 0 otherwise.

And the meaning of the parameters and variables other than bme
r is the same as that in

node/slot model in Section 3.1. The lower bound Fuse for node-type is obtained by the

following ILP. 

minimize Fuse

s.t.

(a)
∑

e∈σ+
v
xer −

∑
e∈σ−

v
xer =


1 if v = sr

−1 if v = dr

0 otherwise

∀v ∈ V, r ∈ R

(b) hr ≥
∑

e∈E lexer, ∀r ∈ R

(c)
∑

m∈MF amumr ≥ hr, ∀r ∈ R

(d)
∑

m∈MF umr = 1, ∀r ∈ R

(e)
∑

r∈R
∑

m∈MF bme
r nm

r − 1 ≤ Fuse, ∀e ∈ E

(f) bme
r ≤ 1

2 (u
m
r + xer) , ∀r ∈ R,m ∈ MF, e ∈ E

(g) bme
r ≥ umr + xer − 1, ∀r ∈ R,m ∈ MF, e ∈ E

(3.31)

The constraints (a) to (d) are same as Eqs. (3.15) to (3.18) described in subsection 3.1.3.

3.2.3 Improved channels generation methods

In the channels construction methods, shown in Subsection 3.1.2 and 3.1.4, the size of

the channels set Cp
r or Cm

r is determined by the number of FSs required for each connection

request and the total number of FSs given on each link. We assume that 4 THz (C-band)

is considered and that the spectrum grid (i.e., wavelength of an FS) is 12.5 GHz according

to the ITU-T standard G.694.1 [97]. Therefore, there are 320 FSs on each link. In the

case where the number of connection requests and the number of FSs required are not so

large, the maximum index of FSs required on each link of the network may be much smaller
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than 320. Therefore, if 320 is set as the maximum index of FSs in the preprocessing of

creating channels, a large number of unnecessary channels will be created, which will waste

computer memory and increase the computation time of the channel-type model. In this

regard, if the upper bound of FSs required can be obtained before solving the channel-type

model, the unnecessary channels can be effectively reduced by using the value of the upper

bound in the preprocessing of creating channels.

Our improved channel generation method for the path/channel model can be described

as the following 3 steps.

Step 1:

Obtain the paths for the connection requests by solving the path-type relaxation problem

which is described as Eq. (3.30) in Subsection 3.2.2.

Step 2:

Solve the path-type spectrum allocation problem where the paths obtained in Step 1 is

used, to obtain an upper bound of Fmax. The path-type spectrum allocation problem can

be described as Eqs. (3.1), (3.5), (3.6) and (3.7) in Section 3.1.

Step 3:

Generate the channels by using the channel generation method where the upper bound of

Fmax obtained in Step 2 is used. The channel generation method is described in Subsection

3.1.2.

Table 3.4: Maximum transmission distance of each modulation format and traffic volume
supported of each OC at fixed 32 Gbaud.

Modulation format DP-BPSK DP-QPSK DP-8QAM DP-16QAM

Maximum transmission distance (km) 6300 3500 1200 600
Traffic volume per OC (Gbps) 50 100 150 200

Node/channel model does not have candidate sets of paths before it is solved, so the

lengths of the paths which may be used by connection requests are unknown. Furthermore,

if the length of the path is unknown, then we do not know which modulation format will

be used. So we create channel sets for each modulation format under consideration. But

if we consider all the cases where each modulation format is used, the number of channels

will increase in proportion to the number of modulation formats. In practice, the number

of FSs required may be the same for several different modulation formats in cases where

the traffic volumes of connection requests are not very large. For example, we assume that

a single OC comprises 3FSs generated by a transceiver and consider four modulation for-

mats: DP-BPSK, DP-QPSK, DP-8QAM, and DP-16QAM. The volume of traffic that can
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be transmitted simultaneously by one OC with each modulation format and the maximum

distance that each modulation format can transmit, as in [33], are presented in Table 3.4.

Then a connection request with 50 Gbps can be transmitted by an OC (3FSs) no matter

what modulation format is used. In this case, if we create channel sets for all modulation

formats, three of the channel sets will actually be wasted. Here, the modulation formats

corresponding to the channel sets where waste occurs are called unnecessary modulation

formats for connection requests (i.e., DP-QPSK, DP-8QAM and DP-16QAM in the exam-

ple).

Similarly, our improved channel generation method for the node/channel model can be

described as the following 4 steps.

Step 1:

Obtain the links and modulation levels for the connection requests by solving the node-

type relaxation problem which is described as Eq. (3.31) in Subsection 3.2.2.

Step 2:

Solve the node-type spectrum allocation problem where the links and modulation levels

obtained in Step 1 is used, to obtain an upper bound of Fmax. The node-type spectrum

allocation problem can be described as Eqs. (3.1), (3.5), (3.19) and (3.20) in Section 3.1.

Step 3:

Filter to obtain the set of useful modulation levels, where each modulation level leads

to a different value of xmr .

Step 4:

Generate the channels by using the channel generation method where the upper bound

of Fmax obtained in Step 2 and the set of useful modulation levels obtained in Step 3 is

used. The channel generation method is described in Subsection 3.1.4.

3.3 Simulation and numerical results

In this section, we first observe the effectiveness of our improved methods by using a 6-

node ring network, and then compare the models through simulation experiment in N6S9

network.

Gurobi optimizer v9.0.1 [135] is the solver software used for the optimization of the

models in this chapter. Since the RSA/RMSA problem mentioned in Subsection 2.3.4 has

been proven to be NP-hard, the ILP models of the RSA/RMSA problem may not be solved

completely (i.e., they may not find the optimal solution) in a reasonable time for some

traffic data sets. Therefore, we set the upper limit of computation time for the solver

to solve one instance in 3600 seconds. The simulation experiments were executed under

52



CHAPTER 3. ILP MODELS AND IMPROVED METHODS FOR THE RSA/RMSA
PROBLEM IN EONS

Microsoft Windows 10 by a computer with Intel 4-core 8 thread 3.7 GHz CPU and 16 GB

memory.

3.3.1 Effectiveness of improvement

In this subsection, we will compare the models before and after the improvement in the

6-node ring shown in Fig. 3.2.

Figure 3.2: 6-node ring network topology

The total number of FSs that each link has (i.e., |F |), is set to 320 and the number

of modulation levels |MF | is set to 4. The amount of traffic that can be transmitted

simultaneously by one OC with each modulation format and the maximum transmission

distance that each modulation format can support are shown in Table 3.4.

We consider different number of connection requests – from 20 to 100, 20 per step. And

20 traffic data sets are generated randomly for each number of connection requests. The

traffic volume (Gbps) of each connection request is randomly selected from 50, 100, 150, and

200 Gbps, and the origin and destination nodes of each connection request are randomly

selected from the nodes in the network topology used. The candidate paths between each

node pair are found in advance by the k-shortest path (KSP) algorithm [?]. Since it is a

ring, there are two types of paths: when K = 1, only the shortest path is considered, and

when K = 2, the path is chosen from all two candidate paths.

Table 3.5 shows the experimental results before and after the improvement of the

path/slot model. In the table, “K = 1” and “K = 2” mean that the number of candi-

date paths is 1 and 2, respectively. “Done” indicates the ratio solved within the time limit

of 3600 seconds in 20 experiments for each number of connection requests. “FS index” is

the obtained value output within the time limit, and if the model can be solved within

the time limit, it is the value of objective at optimal solution. “Gap” is the ratio of the

difference between the obtained upper and lower bound for the objective function. So the
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Table 3.5: Results before and after the improvement of path/slot model.

|R| K=1 K=2

original improved original improved

Done (%) 20 100.00 100.00 100.00 100.00
40 90.00 100.00 0.00 95.00
60 5.00 100.00 0.00 75.00
80 0.00 100.00 0.00 35.00
100 0.00 100.00 0.00 20.00

FS index 20 31.00 31.00 23.60 23.60
40 55.60 55.60 43.80 43.75
60 75.85 75.85 61.75 60.75
80 100.55 100.55 87.45 80.10
100 121.90 121.90 112.45 101.1

Gap (%) 20 0.00 0.00 0.00 0.00
40 2.27 0.00 53.95 0.12
60 35.87 0.00 75.40 0.49
80 57.18 0.00 84.66 2.55
100 62.44 0.00 86.31 3.65

Runtime (s) 20 0.16 0.02 26.39 14.38
40 429.78 0.02 3600.00 183.52
60 3473.83 0.04 3600.00 1000.44
80 3600.00 0.05 3600.00 2546.36
100 3600.00 0.08 3600.00 2962.44

larger this value is, the more the solver is in the middle of its computation, and the less

complete the process of solving the model is. “Runtime” indicates the computation time to

solve the model. And the values of “FS index”, “Gap”, and “Runtime” are the average of

the results obtained from 20 experiments.

From the results in Table 3.5, we can see that the performance of the path/slot model has

been enhanced after the improvement. For instance, from the computation time “Runtime”,

we can see that the computation time of the improved model is clearly shorter than that

before the improvement. In addition, the results in Table 3.5 also show that the path/slot

model has a slow convergence of the lower bound. For instance, in the case that the number

of candidate paths is 1 (i.e., K = 1), the completion rate of solving the model “Done” and

the provisional FS index output within the time limit “FS index” show that the path/slot

model before the improvement almost never be solved completely in time limit when the

number of connection requests exceeds 60. But the provisional value obtained is the same

as the value of the objective at optimal solution obtained from the improved model. This
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is due to the very slow convergence of the lower bound of the path/slot model before the

improvement. In other words, the improved model overcame the weakness of the slow

convergence of the lower bound to a certain extent.

Figure 3.3: “Runtime” (before and after improvement) for all 20 traffic data sets at K=1
in path/slot model

Figure 3.4: “Runtime” (before and after improvement) for all 20 traffic data sets at K=2
in path/slot model

Furthermore, Fig. 3.3 and Fig. 3.4 show the “Runtime” (before and after improvement)

for all 20 traffic data sets at “K=1” and “K=2”, respectively. We can observe that our
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improved method has very positive performance, especially in the case of K = 1. However,

the number of variables and constraints in path/slot is related to K2 · |R|2, and since we are

not improving the model itself, the effectiveness of our improved method decreases slightly

when the number of connection requests increases to 60 and above, in the case of K = 2.

Table 3.6: Results before and after the improvement of path/channel model.

|R| K=1 K=2

original improved original improved

Done (%) 20 100.00 100.00 100.00 100.00
40 100.00 100.00 100.00 100.00
60 100.00 100.00 95.00 100.00
80 100.00 100.00 95.00 100.00
100 100.00 100.00 90.00 100.00

FS index 20 31.00 31.00 23.60 23.60
40 55.60 55.60 43.70 43.70
60 75.85 75.85 60.45 60.45
80 100.55 100.55 78.05 78.05
100 121.90 121.90 97.35 97.35

Gap (%) 20 0.00 0.00 0.00 0.00
40 0.00 0.00 0.00 0.00
60 0.00 0.00 0.09 0.00
80 0.00 0.00 0.07 0.00
100 0.00 0.00 0.17 0.00

Runtime (s) 20 0.27 0.05 1.56 0.09
40 1.69 0.12 8.50 0.54
60 8.70 0.26 211.08 3.38
80 11.22 0.48 280.41 12.30
100 21.39 0.78 559.65 19.11

Table 3.6, Fig. 3.5 and Fig. 3.6 respectively show the results before and after the im-

provement of path/channel model and the details in “Runtime” of the 20 traffic data sets.

We can observe that by improving the channels generation algorithm, path/channel model

has also been well improved.
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Figure 3.5: “Runtime” (before and after improvement) for all 20 traffic data sets at K=1
in path/channel model

Figure 3.6: “Runtime” (before and after improvement) for all 20 traffic data sets at K=2
in path/channel model
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Table 3.7: Results before and after the improvement of two node models.

|R| node/slot node/channel

original improved original improved

Done (%) 20 85.00 100.00 100.00 100.00
40 0.00 95.00 — 100.00
60 0.00 70.00 — —
80 0.00 35.00 — —
100 0.00 40.00 — —

FS index 20 23.60 23.60 23.60 23.60
40 43.80 43.75 — 43.70
60 62.35 60.85 — —
80 86.95 79.80 — —
100 112.60 100.40 — —

Gap (%) 20 1.52 0.00 0.00 0.00
40 62.37 0.12 — 0.00
60 79.27 0.60 — —
80 85.45 2.17 — —
100 88.98 3.04 — —

Runtime (s) 20 804.94 44.92 553.63 73.59
40 3600.00 230.67 — 1017.32
60 3600.00 1473.16 — —
80 3600.00 2711.99 — —
100 3600.00 2440.28 — —

The results before and after the improvement of the node/slot and node/channel model

are given in Table 3.7. And Fig. 3.7 shows the details in “Runtime” of all 20 traffic data sets

in the node/slot model. Similar to the path/slot model, the effectiveness of the improved

method decreases slightly as the number of connection requests increases. Since it is difficult

for the node/channel model to obtain a feasible solution within the time limit after the

number of connection requests reaches a certain number, we have not counted the results

of all 20 sets of traffic data sets of the model. The hyphen sign in Table 3.7 means that

no feasible solution was found within the time limit. We can see that the performance of

the node/slot and node/channel models has been improved after the improvement. It is

worth mentioning that when the number of connection requests |R| is more than 60, the

node/channel model before and after the improvement did not find a feasible solution within

the time limit, which indicates that the performance of the node/channel model is relatively

low.

58



CHAPTER 3. ILP MODELS AND IMPROVED METHODS FOR THE RSA/RMSA
PROBLEM IN EONS

Figure 3.7: “Runtime” (before and after improvement) for all 20 traffic data sets in node/slot
model

3.3.2 Comparative simulation

In this subsection, we perform a comparative simulation experiment to compare the

models by using the improved calculation methods in Subsection 3.3.1 on the N6S9 and NSF

networks [20] shown in Figs. 3.8 and 3.9. The simulation environment and the connection

requests used in the N6S9 network topology are the same as those in Subsection 3.3.1.

Similar to the traffic data sets generation approach in Subsection 3.3.1, in the simulation

of the NSF network topology, we also consider different numbers of connection requests –

from 20 to 100, 20 per step. Ten traffic data sets are generated randomly for each number

of connection requests. The traffic volume (Gbps) of each connection request is randomly

selected from 50, 100, 150, and 200 Gbps, and the origin and destination nodes of each

connection request are randomly selected from the nodes in the network topology used.
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Figure 3.8: N6S9 network topology

Figure 3.9: NSF network topology

Tables 3.8 and 3.9 show the results of our simulation on the N6S9 network and NSF

network, respectively. The results in the table show the differences between path-type and

node-type models and between slot-type and channel-type models.

We do not show the computational time for finding the initial bounds in our results for

the following two reasons.

a) In our work, the main focus is on comparing the performances of the models. Since

the initial bounds we provided to the four ILP models are the same, these bounds do not

influence the comparison of the model computational times.

b) Actually, we performed 10 sets of pre-experiments for the path/slot model with K

= 3, R = 100, and the average computation time for finding the initial bounds was 0.16s,

which is much less than the average solution time of 2358.09s for the model in that case.

(1) Differences between path-type and node-type models

The differences between path-type and node-type models are mainly in computation

time and the quality of the model solution.

Concerning the results of comparing the computation time “Runtime”, similar observa-
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tions can be drawn from both N6S9 and NSF network topologies. That is, the two node-type

models (i.e., node/slot and node/channel models) are slower than the two path-type mod-

els (i.e., path/slot and path/channel models). And the path-type models are quite fast in

computation time, especially when the number of candidate paths K is small. The reason

for the difference in computation time may be that the path-type and node-type models

handle different numbers of paths. Specifically, for a path-type model, when K = 1, the

path is already determined and only the spectrum allocation is to be determined. So its

computation time should be the fastest. However, as K increases, the spectrum allocation

also changes with respect to which path is chosen, thus expanding the search area. On the

other hand, the node-type model has to determine the spectrum allocation and search for

all possible paths between two nodes in the network regardless of the candidate paths, so

the search area is quite large, which leads to a long calculation time.

For the quality of the model solution (i.e., the value of “FS index”), since all paths

are considered in node-type model, an optimal solution can be obtained when the model

is completely solved. However, the path-type models may not provide an optimal solution

when not enough number of paths for the candidate is given. From the obtained value “FS

index” output within the time limit, both network topologies indicate similar results. That

is, in the results for K = 1 and K = 2 on both networks, and even in some results for

K = 3 on the NSF network (e.g., |R| = 20 and |R| = 40), the two path-type models did

not perform as well as the node-type models. This is because the candidate paths of the

path-type models are limited when K = 1 and K = 2. When the number of candidate paths

K is increased (e.g., K = 3, K = 4 and K = 5 on N6S9 network), the computation time of

the path-type models became longer, but the solution became better. In other words, there

is a trade-off between the solution quality of path-type model and the computation time.

(2) Differences between slot-type and channel-type models

The difference between slot-type and channel-type models is mainly in the computation

time.

Firstly, when the number of connection requests is more than 60 on the N6S9 and

40 on the NSF network, the path/slot, path/channel, and node/slot models found feasible

solutions, while the node/channel model did not even find a feasible solution within the time

limit. This may be due to the large increase in the number of channels in the node/channel

model. It is not possible to compare the two models in the node-type. Therefore, we only

compare the path/slot model and the path/channel model in the path-type to analyze the

difference between the slot-type and channel-type models.

The results for the path/slot and path/channel models on both network topologies

show the high performance of the path/channel model. For instance, in the cases where

61



CHAPTER 3. ILP MODELS AND IMPROVED METHODS FOR THE RSA/RMSA
PROBLEM IN EONS

the number of candidate paths K was 2, 3, 4 and 5 on the N6S9 network and K was 2 and

3 on the NSF network, as the number of connection requests increased, the computation

time of the path/slot model and the number of times the model was not solved significantly

increased, while the path/channel model showed no particular increase in computation

time and gap. This is probably due to the fact that the slot-type model has quite a lot

of constraints on the prioritization of FSs assigned to connection requests. According to

the observations in Section 3.2, the number of these constraints is related to the square of

the number of connection requests, so as the number of connection requests increases, the

number of constraints in the slot-type model increases exponentially, and the computation

time of the slot-type model also increases significantly. On the other hand, the channel-

type model satisfies the FSs contiguity constraints before solving the model, and creates a

candidate set of channels with the required number of FSs for each connection request in

advance. Therefore, in a channel-type model, there is no need to determine the prioritization

of FSs assigned to connection requests, so there are no constraints on this, which reduces

the computation time of the model.
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Chapter 4

Solving the RMSSA problem in
SDM-EONs via a node-type ILP
model

In SDM-EONs, because of the introduction of multiple spatial dimensions, light-path se-

lection needs to consider the assignment of space lanes (SLs), which makes the resource

allocation problem more complex. Such a resource allocation problem is the routing, space

and spectrum assignment (RSSA) problem [12]. Similarly, the RSSA problem is complexed

into a routing, modulation format, space, and spectrum assignment (RMSSA) problem

when multiple modulation formats are considered. As we stated in Subsection 1.2.2, in

the design phase of optical networks, the resource allocation problem in static scenarios

needs to be solved to ensure a more rational network design. In order to ensure the optimal

solution, mathematical models such as ILP models are often used to solve the resource al-

location problems in static scenarios. Node-type ILP models are important for the resource

allocation problems in static scenarios due to its global optimal solutions. To the best of

our knowledge, there has not been any study that addresses the RMSSA problem involving

multiple modulation formats by modeling a node-based ILP in the static scenario of SDM-

EONs. In our work, considering the limitations of the role of SLC in static scenarios, a

novel non-SLC node-type ILP model considering all three types of SpChs is proposed, and

several computational methods to speed up the model are discussed.

This chapter is organized into the following three sections. In Section 4.1, we depict

our non-SLC node-type ILP model for solving the RMSSA problem with the objective of

minimizing the maximum FS index. In Section 4.2, we develop four algorithms based on

the model, three of which are used to solve the model exactly for small-scale instances

and the other one is a heuristic algorithm for large-scale instances. In Section 4.3, we

compare the three exact algorithms for solving our model and verify the effectiveness of

the three algorithms via lower bounds of our model and results of the heuristic algorithm.
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In addition, we compare our model with the previous k-path-type one in Refs. [9, 16] via

simulation experiments.

4.1 Problem formulation

In this section, we construct a node-type ILP model for the static non-SLC RMSSA prob-

lem (referred to as the non-SLC node-type ILP model) with arbitrary spatial switching

granularity.

4.1.1 Non-SLC node-type ILP model

Parameters

i: the spatial switching granularity.

Gi: the set of spatial dimension g determined by the spatial granularity i.

V : the set of network topology nodes.

E: the set of network topology links.

σ+
v : the set of links leaving from node v ∈ V .

σ−
v : the set of links entering node v ∈ V .

le: the length of link e ∈ E.

MF : the set of available modulation levels.

am: the largest connection distance that can be reached in modulation level m ∈ MF .

R: the set of connection requests.

WFS : the bandwidth of one FS.

WGB: the bandwidth of one GB.

WOC : the bandwidth of one OC.

sr: the source node of connection request r ∈ R.

dr: the destination node of connection request r ∈ R.

tOC : the traffic volume [Gbps] that can be transmitted by a single OC using the least

spectrally efficient modulation format.

Tr: the traffic volume [Gbps] of connection request r ∈ R.

nmi
r : the number of FSs necessary to connection request r ∈ R using modulation level

m ∈ MF at spatial granularity i.

M : a value that is large enough.

Notably, the set of available modulation levels is constructed by assigning the modu-

lation levels from small to large according to the order of low to high spectral efficiency.

Specifically, to construct a set of available modulation levels MF , we can assign modu-
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lation levels 1, 2, 3, and 4 in MF corresponding to the modulation formats DP-BPSK,

DP-QPSK, DP-8QAM, and DP-16QAM with spectral efficiencies of 2, 4, 6, and 8 [b/s/Hz],

respectively [5].

Thus, in the node-type ILP model, the number of FSs nmi
r can be calculated by Eq. (4.1).

In this chapter, we assume that the spectrum grid (i.e., WFS) is 12.5 GHz based on the

ITU-T standard G.694.1, the transceiver transmits/receives an OC with 37.5 GHz (i.e.,

WOC) bandwidth at a fixed 32 Gbaud baud rate, and the bandwidth of the switching GB

on each side of an SpCh (i.e., WGB) is 6.25 GHz.

nmi
r =


⌈
⌈ Tr
m·toc ⌉/i

⌉
·WOC + 2WGB

WFS

 (4.1)

Variables

xegr ∈ {0, 1}: a binary variable is set equal to 1 if connection request r uses spatial

dimension group g on link e and 0 otherwise.

umr ∈ {0, 1}: a binary variable that is set equal to 1 if connection request r uses the

modulation level m and 0 otherwise.

orr′ ∈ {0, 1}: a binary variable that is set equal to 1 if the index of starting FS used by

r is smaller than that used by r′ and 0 otherwise.

hr ∈ R+: a nonnegative continuous variable that represents the length of the path used

by connection request r.

fr ∈ Z+: a nonnegative integer variable that indicates the index of the first FS used by

the connection request r.

Fmax ∈ Z+: a nonnegative integer variable that indicates the maximum index of re-

quired FSs in the network topology.

Objective function

Minimize Fmax (4.2)

The objective function of the model is to minimize the maximum index of the required

FSs Fmax in the network topology, as shown in Eq. (4.2).

Constraints

Constraint for light path uniqueness and spatial continuity:
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∑
e∈σ+

v
xegr −

∑
e∈σ−

v
xegr =


1 if v = sr

−1 if v = dr

0 otherwise

∀v ∈ V, r ∈ R, g ∈ Gi

(4.3)

∑
e∈σ−

v

∑
g∈Gi

xegr ≤ 1, ∀v ∈ V, r ∈ R (4.4)

∑
e∈σ+

v

∑
g∈Gi

xegr ≤ 1, ∀v ∈ V, r ∈ R (4.5)

Eqs. (4.3) to (4.5) ensure that only one path and one spatial dimension group are used

for each connection request, i.e., ensure light path uniqueness and spatial continuity (i.e.,

non-SLC) constraints. Specifically, Eq. (4.3) uses the law of flow conservation. If the light

path transmitting the connection request r uses the spatial dimension group g on link e,

then the left-hand side of Eq. (4.3) will equal 1 at the source node sr and −1 at the desti-

nation node dr, and it will equal 0 at inter nodes on the light path and at nodes not on the

light path. Eqs. (4.4) and (4.5) enable that there is no cycle in the light path. Specifically,

a connection request r can enter and exit a node at most once, regardless of the spatial

dimension g.

Constraint for DAT:

hr ≥
∑
e∈E

∑
g∈Gi

lexegr , ∀r ∈ R (4.6)

∑
m∈MF

amumr ≥ hr, ∀r ∈ R (4.7)

∑
m∈MF

umr = 1, ∀r ∈ R (4.8)

Eqs. (4.6) to (4.8) represent that only one modulation level, which is determined by the

length of the path, can be selected for any connection request. Specifically, the path lengths

hr under different decision variables xegr are obtained by Eq. (4.6). Then the appropriate

m ∈ MF can be selected by Eq. (4.7). Eq. (4.8) ensures that only the same m will be used

for a connection request.

Constraint for spectrum continuity and spectrum nonoverlapping:

orr′ + or′r = 1, ∀r, r′ ∈ R : r ̸= r′ (4.9)
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fr +
∑

m∈MF nmi
r umr ≤ fr′ +M(3− xegr − xegr′ − orr′)

∀r, r′ ∈ R, e ∈ E, g ∈ Gi : r ̸= r′
(4.10)

fr +
∑

m∈MF

nmi
r umr − 1 ≤ Fmax, ∀r ∈ R (4.11)

Eqs. (4.9) and (4.10) prevent the overlapping of the spectrum used by different connec-

tion requests. Specifically, Eq. (4.9) captures the relationship between the starting FS of r

and r′. If r and r′ use the same link e and spatial dimension g and fr less than f′ which

means the starting FS of r is before r′, the RHS of Eq. (4.10) is equal to f′. To ensure that

Eq. (4.10) holds, the RHS of Eq. (4.10) needs to be greater than fr plus the number of FSs

required for r which on the LHS of the Eq. (4.10). On the contrary, if r and r′ do not use

the same link e and spatial dimension g simultaneously, or if the starting FS of r′ is before

r, the RHS of the equation is large enough for Eq. (4.10) to hold. Eq. (4.11) expresses the

calculation method of Fmax.



minimize Fmax

s.t.

(a)
∑

e∈σ+
v
xegr −

∑
e∈σ−

v
xegr =


1 if v = sr

−1 if v = dr

0 otherwise

∀v ∈ V, r ∈ R, g ∈ Gi

(b)
∑

e∈σ−
v

∑
g∈Gi

xegr ≤ 1, ∀v ∈ V, r ∈ R

(c)
∑

e∈σ+
v

∑
g∈Gi

xegr ≤ 1, ∀v ∈ V, r ∈ R

(d) hr ≥
∑

e∈E
∑

g∈Gi
lexegr , ∀r ∈ R

(e)
∑

m∈MF amumr ≥ hr, ∀r ∈ R

(f)
∑

m∈MF umr = 1, ∀r ∈ R

(g) orr′ + or′r = 1, ∀r, r′ ∈ R : r ̸= r′

(h) fr +
∑

m∈MF nmi
r umr ≤ fr′ +M(3− xegr − xegr′ − orr′)

∀r, r′ ∈ R, e ∈ E, g ∈ Gi : r ̸= r′

(i) fr +
∑

m∈MF nmi
r umr − 1 ≤ Fmax, ∀r ∈ R

(4.12)

According to the objective function and constraints above, the node/channel model can

be expressed as Eq. (4.12).

4.1.2 Analysis for scales of the proposed ILP model

In this subsection, we summarize our proposed non-SLC node-type ILP model (hereafter

referred to as node-type model) and compare it with the previous k-path-type ILP model
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in Ref. [16]. The major differences are stated as follows.

Table 4.1: Number of variables and constraints per model.

Models Variables Constraints
k-path-type O(k · |R|·|E|·|Gi|·|F |) O(k · |R|·|E|·|F |)
node-type O(|R|·|E|·|Gi|+|R|2) O(|R|2 · |E|·|Gi|)

Table 4.1 shows the order of magnitude of the variables and constraints for the node-

type and path-type model. Where the same notations as in Subsection 4.1.1 are used, and

k indicates the number of alternate routes in the k-path-type model.

• The number of variables and constraint expressions in the node-type model is related

to the square of the number of connection requests, so the number of connection

requests significantly impacts the node-type model.

• The node-type model is not only affected by the number of connection requests but

also by the number of links in the network topology and changes in the number of

spatial dimensions.

• The path-type model is sensitive to changes in the number of candidate paths k.

In addition, the path-type model is influenced by the number of links in the network

topology, the total number of FS on each link, and the number of connection requests.

Since the number of variables and constraints of the model are proportional to |R|2, |E|
and |Gi|, the model will become increasingly difficult to solve as the number of connection

requests, spatial dimensions and scale of the network topology increase. Hence, for large-

scale instances, such as dealing with a large number of connection requests in a network

topology with a large number of nodes, links and spatial dimensions, the model may be

difficult to solve with ILP solvers. Actually, in our pre-experiments that included a small

6-node network, the model was difficult to solve directly when there were more than 100

connection requests in the network, which obviously needs to be improved.

4.2 Algorithms for solving the node-type ILP model

In this section, we address three model decomposition algorithms named direct model de-

composition (DMD), All-SLC model decomposition (ASLC-MD), and Semi-SLC model de-

composition (SSLC-MD) algorithms for enabling the ILP solvers to solve the model more

efficiently, and also propose a heuristic algorithm named first-fit greedy (FF-G) algorithm

to corresponding large-scale instances that are difficult to solve via ILP solvers.
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4.2.1 Direct model decomposition (DMD) algorithm

Node-type models are difficult to solve exactly with ILP solvers since the default initial

bounds provided by ILP solvers are often of low quality. Providing superior initial bounds

by decomposing the model for solving in multiple stages is a method that can effectively

speed up the solving of the model. Such the method has been used in several previous

related works Ref. [2, 3, 10] which focused on the RSA/RMSA problem of EONs.

For the RMSSA problem of SDM-EONs, the increase in spatial dimensions makes the

model decomposition methods more diverse. In particular, since the constraints related

to spectrum assignment (SA) have a huge number, it is necessary to keep the number

of constraints included in this part as small as possible when decomposing the model.

However, if the part related to routing assignment (RA) contains too many constraints, it

may lead to too slow solving of the relaxation model in this part, thus affecting the overall

solving process. We discussed the three decomposition methods “RA + modulation format,

space and spectrum assignment (MSSA)”, “routing and modulation format assignment

(RMA) + space and spectrum assignment (SSA)”, and “routing, modulation format and

space assignment (RMSA) + SA” in our pre-experiments and found that the RMSA+SA

decomposition method can be used effectively. Therefore our decomposition method uses

the RMSA+SA approach that makes the part related to SA as light as possible.

Parameters (additional)

mout
r : the selected modulation level for serving connection request r obtained by solving

the RMSA model.

Variables (additional)

bmeg
r ∈ {0, 1}: A binary variable that is equal to 1 if connection request r uses modula-

tion level m and spatial dimension group g on link e and 0 otherwise.

F lb
max ∈ Z+: A nonnegative integer variable that indicates the maximum index of re-

quired FSs in the RMSA model.

F ub
max ∈ Z+ A nonnegative integer variable that indicates the maximum index of required

FSs in the SA model.

We decompose the original RMSSA model in SDM-EONs (i.e., the non-SLC node-type

model in Subsection 4.1.1 that solves the RMSSA problem) into the routing, modulation

format and space assignment (RMSA) model (the object is Equation (4.13) to satisfy Eqs.

(4.3)–(4.8) and (4.14)–(4.16)) and the spectrum assignment (SA) model (the object is Eq.

(4.17) to satisfy Eqs. (4.9) and (4.18)–(4.21)). Here, F lb
max and F ub

max are non-negative
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integer variables that represent the maximum index of the required FSs in the RMSA

and SA models, respectively, and their values obtained by solving these two decomposition

models (i.e., the RMSA and SA models) can be used as the lower and upper bound values

for the original RMSSA model separately. The notation bmeg
r indicates a binary variable

that is equal to 1 if connection request r uses modulation level m and spatial dimension

group g on link e and 0 otherwise. mout
r denotes the selected modulation level for serving

connection request r obtained by solving the RMSA model.

RMSA model

The RMSA model relaxed all the constraints on the spectrum such as spectrum continuity

constraint and spectrum nonoverlapping constraint to find a better lower bound.

Objective Function:

Minimize F lb
max (4.13)

Subject to:

∑
e∈σ+

v
xegr −

∑
e∈σ−

v
xegr =


1 if v = sr

−1 if v = dr

0 otherwise

∀v ∈ V, r ∈ R, g ∈ Gi

(4.3)

∑
e∈σ−

v

∑
g∈Gi

xegr ≤ 1, ∀v ∈ V, r ∈ R (4.4)

∑
e∈σ+

v

∑
g∈Gi

xegr ≤ 1, ∀v ∈ V, r ∈ R (4.5)

hr ≥
∑
e∈E

∑
g∈Gi

lexegr , ∀r ∈ R (4.6)

∑
m∈MF

amumr ≥ hr, ∀r ∈ R (4.7)

∑
m∈MF

umr = 1, ∀r ∈ R (4.8)

bmeg
r ≤ 1

2
· (umr + xegr ), ∀r ∈ R,m ∈ MF, e ∈ E, g ∈ Gi (4.14)

bmeg
r ≥ umr + xegr − 1, ∀r ∈ R,m ∈ MF, e ∈ E, g ∈ Gi (4.15)
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∑
r∈R

∑
m∈MF

bmeg
r nmi

r − 1 ≤ F lb
max, ∀e ∈ E, g ∈ Gi (4.16)

SA model

Objective Function:

Minimize F ub
max (4.17)

Subject to:

orr′ + or′r = 1, ∀r, r′ ∈ R : r ̸= r′ (4.9)

F ub
max ≥ F lb

max (4.18)

F ub
max ≥ fr + nmout

r
r − 1, ∀r ∈ R (4.19)

fr + n
mout

r i
r ≤ fr′ +M · (1− orr′)

∀r, r′ ∈ R, e ∈ E, g ∈ Gi : r ̸= r′
(4.20)

mout
r = {m ∈ MF : r ∈ R, e ∈ E, g ∈ Gi|bmeg

r = 1} (4.21)

As shown in Figure 4.1, by solving the RMSA model first, we can take the obtained

destination function value as the initial lower bound for the original model. After that, we

substitute the solutions obtained in the RMSA model as known parameters into the SA

model and solve it. Finally, the value of the objective function obtained by solving the SA

model is used as the initial upper bound for the original model, and the solutions of the

RMSA and SA models are substituted into the original model as the initial solutions to

solve it.
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Figure 4.1: Framework of the DMD algorithm.

4.2.2 All-SLC model decomposition (ASLC-MD) algorithm

The model relaxation approach is not only the relaxation of spectral constraints discussed

in Subsection 4.2.1. Since the SLC node-based model does not have the constraints related

to spatial continuity, it is easier to solve compared to the non-SLC node-based model. And

as we have narrated in Subsection 1.2.2, for the RMSSA problem in static scenarios, the

savings in spectrum resources that SLC can bring about are minimal [9, 25]. That is, for

the RMSSA problem in static scenarios, the solution of the problem considering SLC can

be transformed into the solution of the non-SLC problem in the vast majority of cases (i.e.,

the number of times SLC occurs can be reduced to zero). In this subsection, we introduce

this decomposition method with relaxed spatial constraints.

If we relax the restrictions related to the spatial continuity of the non-SLC node-type

model in Subsection 4.1.1 (i.e., Equation (4.3), the model will be changed to a node-type

model that supports SLC. In this case, the formulation related to routing and space using

the law of flow conservation in the SLC node-type model will become Equation (4.22) below.
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∑
e∈σ−

v

∑
g∈Gi

xegr −
∑

e∈σ+
v

∑
g∈Gi

xegr =


1 if v = sr

−1 if v = dr

0 otherwise

∀v ∈ V, r ∈ R

(4.22)

Since the number of constraints in the SLC model in Equation (4.22) is reduced in

comparison with the non-SLC model in Equation (4.3), the time required to solve the SLC

node-type model may be shorter than that required for the non-SLC model.

Objective function

Major objective:

The major objective function aims to minimize the maximum index of the required

FSs Fmax and is the same as the objective function of the non-SLC node-type model in

Subsection 4.1.1 (i.e., Eq. (4.2)).

Minimize Fmax (4.2)

Minor objective:

Minimize
∑
v∈V

∑
r∈R

SLCv
r (4.23)

Here, SLCv
r denotes a binary variable that is equal to 1 if connection request r changes

the space lane used in the former link when passing through node v and 0 otherwise. Eq.

(4.23) denotes the minimization of the number of SLC counts performed for all connection

requests in the entire network. As we mentioned in Subsections 1.2.2 and 2.4.4, from the

statements and experimental results in Refs. [9,25], the effect of the spectrum savings from

SLC is negligible in the static scenario. Therefore, we can equate the RMSSA model in

Section ?? to the SLC-RMSSA model with Eqs. (4.2), (4.4)–(4.11), and (4.22)–(4.25) if the

value of its minor objective function (i.e., Eq. (4.23)) is equal to 0. Here, SLCv
r denotes a

binary variable that is equal to 1 if connection request r changes the space lane used in the

former link when passing through node v and 0 otherwise.
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Constraints

∑
e∈σ−

v

∑
g∈Gi

xegr −
∑

e∈σ+
v

∑
g∈Gi

xegr =


1 if v = sr

−1 if v = dr

0 otherwise

∀v ∈ V, r ∈ R

(4.22)

∑
e∈σ−

v

∑
g∈Gi

xegr ≤ 1, ∀v ∈ V, r ∈ R (4.4)

∑
e∈σ+

v

∑
g∈Gi

xegr ≤ 1, ∀v ∈ V, r ∈ R (4.5)

hr ≥
∑
e∈E

∑
g∈Gi

lexegr , ∀r ∈ R (4.6)

∑
m∈MF

amumr ≥ hr, ∀r ∈ R (4.7)

∑
m∈MF

umr = 1, ∀r ∈ R (4.8)

orr′ + or′r = 1, ∀r, r′ ∈ R : r ̸= r′ (4.9)

fr +
∑

m∈MF nmi
r umr ≤ fr′ +M(3− xegr − xegr′ − orr′)

∀r, r′ ∈ R, e ∈ E, g ∈ Gi : r ̸= r′
(4.10)

fr +
∑

m∈MF

nmi
r umr − 1 ≤ Fmax, ∀r ∈ R (4.11)

∑
e∈σ+

v
xegr −

∑
e∈σ−

v
xegr ≤ SLCv

r

∀v ∈ V, r ∈ R, g ∈ Gi : v ̸= sr, v ̸= dr
(4.24)

∑
e∈σ−

v
xegr −

∑
e∈σ+

v
xegr ≤ SLCv

r

∀v ∈ V, r ∈ R, g ∈ Gi : v ̸= sr, v ̸= dr
(4.25)

Eqs. (4.24) and (4.25) achieve the count of SLC times. According to the objective

function and constraints above, the equivalent original model for ASLC-MD algorithm can

be expressed as Eq. (4.26).
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Major objective:

Minimize Fmax

Minor objective:

Minimize
∑

v∈V
∑

r∈R SLCv
r

s.t.

(a)
∑

e∈σ−
v

∑
g∈Gi

xegr −
∑

e∈σ+
v

∑
g∈Gi

xegr =


1 if v = sr

−1 if v = dr

0 otherwise

∀v ∈ V, r ∈ R

(b)
∑

e∈σ−
v

∑
g∈Gi

xegr ≤ 1, ∀v ∈ V, r ∈ R

(c)
∑

e∈σ+
v

∑
g∈Gi

xegr ≤ 1, ∀v ∈ V, r ∈ R

(d) hr ≥
∑

e∈E
∑

g∈Gi
lexegr , ∀r ∈ R

(e)
∑

m∈MF amumr ≥ hr, ∀r ∈ R

(f)
∑

m∈MF umr = 1, ∀r ∈ R

(g) orr′ + or′r = 1, ∀r, r′ ∈ R : r ̸= r′

(h) fr +
∑

m∈MF nmi
r umr ≤ fr′ +M(3− xegr − xegr′ − orr′)

∀r, r′ ∈ R, e ∈ E, g ∈ Gi : r ̸= r′

(i) fr +
∑

m∈MF nmi
r umr − 1 ≤ Fmax, ∀r ∈ R

(4.26)

As shown in Fig.4.2, the ASLC-MD algorithm is actually the process of decomposing

and solving the SLC-RMSSA model with major and minor objective functions. First, we

address an SLC-RMSSA model with only the major objective, which consists of Eqs. (4.2),

(4.4) to (4.11) and (4.22). This model is decomposed into the SLC-RMSA and SA models

(the SA model is independent of whether SLC is supported or not since it does not include

the selection of spatial dimensions). Similar to the DMD algorithm in Subsection 4.2.1, we

solve the SLC-RMSA and SA models in turn and confer the solutions of the SLC-RMSA and

SA models as initial solutions to the SLC-RMSSA model with only the major objective.

Different from the DMD algorithm, after that, we address an SLC-RMSSA model with

only the minor objective, which consists of Eqs. (4.4) to (4.11) and (4.22) to (4.25). The

value of Fmax obtained by solving the SLC-RMSSA model with only the major objective is

fixed, and the other variables are assigned to the SLC-RMSSA model with only the minor

objective as the initial solution. If the SCL number
∑

v∈V
∑

r∈R SLCv
r is equal to 0 upon

solving this model, the solutions of the model are output; otherwise, Fmax will be brought

into the DMD algorithm as an initial lower bound to solve the original RMSSA model.
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Figure 4.2: Framework of the ASLC-MD algorithm.
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4.2.3 Semi-SLC model decomposition (SSLC-MD) algorithm

Figure 4.3: Framework of the SSLC-MD algorithm.

The ASLC-MD algorithm minimizes the SLC number after solving the SLC-RMSSA

model, and the step that minimizes the SLC number requires much time because of the

high complexity of the SLC-RMSSA model. Therefore, we consider a semi-SLC model
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decomposition (SSLC-MD) algorithm, which minimizes the SLC number after solving the

decomposed SLC-RMSA model to ensure that a light path without SLC is obtained.

The framework of the SSLC-MD algorithm is shown in Figure 4.3. Different from the

ASLC-MD algorithm, the SSLC-MD algorithm supports SLC only in the RMSA model,

while the RMSSA model is the original non-SLC node-type model. The SSLC-MD algo-

rithm minimizes the SLC number (i.e., solving the SLC-RMSA model with only a minor

objective) after solving the SLC-RMSA model (i.e., minimizing the maximum index of the

required FSs). Since the FSs are not yet assigned in the SLC-RMSA model, whether SLC

is considered does not have an impact on the maximum index of the required FSs (i.e., the

SLC number in the SLC-RMSA model with SLC can converge to 0).

4.2.4 First-fit greedy (FF-G) algorithm

Since it is difficult to solve the model in subsection 4.1.1 exactly in a reasonable time for

some large-scale instances, in this subsection, we propose a heuristic algorithm named first-

fit greedy (FF-G), the details about which can be accessed in our previous work Ref. [29].

Algorithm First-Fit Greedy

1: Update the available FSs and spatial dimension groups
2: for Method in SORTS do
3: Sort the set of connection requests R via Method
4: for r in R do
5: Find all physical paths Pr for r
6: for p in Pr do
7: Determine the most efficient modulation format mp

r for each physical path p via
DAT

8: end for
9: Calculate nmp

r i
r

10: Create the candidate spectral blocks set Br with spatial continuity and FSs conti-
guity restrictions imposed, and bmp

r ∈ Br is composed of nmp
r i

r FSs
11: for bmp

r in Br do
12: Assign bmp

r to r on a trial and calculate the maximum index FSbmp
r

max of the FSs
used in the network after the trial assignment

13: end for
14: Find the minimum FSbmp

r
max, realign its corresponding bmp

r to r and update the
available FSs and spatial dimension groups

15: end for
16: Record the maximum FSs index used in the network under the current sorting method

of R
17: end for
18: Select the allocation scheme for the sorting method, which determines a minimum value

of the maximum FSs index used in the network

Here, SORTS is a set of different sorting methods. We discuss 9 sorting methods
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according to the different properties of connection requests, which are sorting by traffic

volume from small to large and large to small, the average hops of all paths from small to

large and large to small, the hops of the shortest path from small to large and large to small,

the hops of the longest path from small to large and large to small, and random sorting.

We previously search for all possible simple paths (i.e., paths without cycles) between the

source and destination nodes of each connection request via the depth-first search (DFS)

algorithm, and the set of all possible simple paths for the connection request r is denoted

as Pr.

4.2.5 Analysis for scales of the ILP models

The variables and constraints in each model mentioned in Sections 4.1 and 4.2 are shown

in Table 4.2. RMSSA and RMSA indicate the original model proposed in Subsection 4.1.1

(i.e., Non-SLC node-type ILP model) and the relaxation model employed by the DMD

algorithm in Subsection 4.2.1, respectively. SLC-RMSSA and SLC-RMSA denote the node-

type ILP model supporting SLC and the relaxation model supporting SLC, respectively,

which are employed in the algorithms ASLC-MD in Subsection 4.2.2 and SSLC-MD in

Subsection 4.2.3. SA is the model considering only the spectrum assignment which is used

in Subsections 4.2.1–4.2.3.

Table 4.2: Number of variables and constraints per model.

Models Variables Constraints

RMSSA O(|R|·|E|·|Gi|+|R|2) O(|R|·|V |·|Gi|+|R|2 · |E|·|Gi|)
SLC-RMSSA O(|R|·|E|·|Gi|+|R|2) O(|R|·|V |+|R|2 · |E|·|Gi|)
RMSA O(|R|·|MF |·|E|·|Gi|) O(|R|·|V |·|Gi|+|R|·|MF |·|E|·|Gi|)
SLC-RMSA O(|R|·|MF |·|E|·|Gi|) O(|R|·|V |+|R|·|MF |·|E|·|Gi|)
SA O(|R|2) O(|R|2)

Analyzing the number of variables and constraints for each model, the following can be

derived.

(1) The number of connection requests |R| affects RMSSA and SLC-RMSSA significantly

because the numbers of variables and constraints in these two models are related to

the square of the number of connection requests |R|2.

(2) The numbers of variables and constraints of the models RMSA, SLC-RMSA, and SA

used in the decomposition algorithms are not affected by the square of the number of

connection requests. Thus, it is expected that the decomposition algorithms effectively

reduce the computation time compared to solving the original model directly.
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(3) SLC-RMSSA and SLC-RMSA show a reduction in the number of constraints (from

O(|R| · |V | · |Gi|) to O(|R| · |V |)) compared to RMSSA and RMSA. Due to the effect

of |R|2, the impact on the computation time caused by the change may be negligible

in SLC-RMSSA and RMSSA. However, in SLC-RMSA and RMSA, when constraints

whose number is O(|R| · |V | · |Gi|) (i.e., Equation (4.3) in Subsection 4.1.1, which uses

the law of flow conservation) are abundantly present, the change has the potential to

reduce the computation time of the model.

4.3 Simulation and numerical results

In this section, we first verify the effectiveness of the three algorithms proposed in Section

4.2 via lower bounds of our model and results of the FF-G algorithm in the N6S9 network

and then compare our model with the path-type models proposed via M. Yang et al. [9]

and Q. Wu et al. [16] in the NSF network.

4.3.1 Environmental parameters and assumptions

As shown in Fig. 2.11 in Subsection 2.4.2, we consider several cases, where each link uses

the 4-core MCF [130] or the 12-core MCF [131] to connect the network in the simulation

experiments. As we mentioned in the Subsection 2.4.2, based on the ITU-T standard

G.694.1, the total number of FSs that each link has (i.e., |F |) is set to 320 (i.e., 12.5 GHz

per FS at the C-band with a 4 THz bandwidth) [97]. The number of modulation levels |MF |
is set to 4. The numbers 1, 2, 3, and 4 indicate the modulation formats double polarization

(DP)-BPSK, DP-QPSK, DP-8QAM, and DP-16QAM, respectively. Each OC is generated

by a transceiver, which can support 50 Gbps via DP-BPSK under the 32 Gbaud symbol rate

containing 7 GBaud (approximately 20%) for forward error correction (FEC) overhead [51]

and occupying in total 37.5 GHz spectrum (i.e., 3 FSs) [132]. Therefore, the supportable

bit rates per OC for the modulation formats DP-BPSK, DP-QPSK, DP-8QAM and DP-

16QAM are set to 50, 100, 150 and 200 Gbps, respectively. The maximum transmission

distances (km) of these modulation formats considered and the maximum traffic volume

(Gbps) that an OC can carry under each modulation format are shown in Table 2.5.

The Gurobi optimizer v9.5.2 [136] is the solver software used to solve the models in this

chapter. Since the RSA problem is a well-known NP-hard problem that has been proven

by [2,112], it is obviously NP-hard for the RMSSA problem that considers multiple spatial

dimensions and modulation formats based on the RSA problem. Thus, for some instances,

ILP models cannot be completely solved in a reasonable time (i.e., the obtained solution

cannot be verified as optimal). To obtain a feasible solution of the model when solving each
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instance, we set an upper limit of 3600 seconds for the computation time of each part of

the algorithms (e.g., in the DMD algorithm, the upper limit of computation time for the

RMSA, SA, and RMSSA models are all 3600 seconds). The simulation experiments are

executed in a Microsoft Windows 10 OS on a computer with an Intel 8-core 16-thread 3.6

GHz CPU and 64 GB memory.

4.3.2 Simulation results of the algorithms

In this subsection, we compare the algorithms for solving the non-SLC node-type model

in the N6S9 network shown in Fig. 4.4, which consists of 6 nodes and 18 directed links

interconnected by 4-core MCFs [130]. The available spatial switching granularities i are 1,

2, and 4, corresponding to the cases of Ind-Sw, FrJ-Sw, and J-Sw, respectively.

Figure 4.4: 4-core N6S9 network topology.

The traffic volume (Gbps) of each connection request is generated ranging from 100 Gbps

to 1 Tbps in accordance with a uniform distribution. The source node and destination node

of each connection request are randomly selected from the nodes in the network topology

used. We consider different numbers of connection requests—from 50 to 200, 50 per step.

Thirty traffic data sets are generated randomly for each number of connection requests.

Since there is not yet any work that involves multiple modulation formats by formulating

node-type ILP models to solve the RMSSA problem, we consider lower bounds of the model

and results of the following commonly used the FF-G algorithm mentioned in Subsection

4.2.4 for solving the model as the indicators to evaluate the effectiveness of our algorithms.
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Table 4.3: Maximum FS index of the non-SLC node-type model solved by the DMD, ASLC-
MD, SSLC-MD and FF-G algorithms.

|R| i
Algorithms

LB
DMD ASLC-MD SSLC-MD FF-G

50
1 30.60 (0) 30.60 (0) 30.60 (0) 31.80 (0) 30.60 (0)
2 30.55 (0) 30.55 (0) 30.55 (0) 33.33 (0) 30.55 (0)
4 37.87 (0) 37.87 (0) 37.87 (0) 41.40 (0) 37.87 (0)

100
1 49.76 (5) 50.60 (14) 49.68 (5) 53.53 (0) 49.28 (1)
2 55.90 (3) 56.25 (8) 55.80 (3) 59.63 (0) 55.55 (1)
4 69.63 (2) 69.57 (1) 69.60 (2) 75.73 (0) 69.50 (0)

150
1 74.93 (19) – 74.52 (17) 76.53 (0) 70.90 (4)
2 80.20 (1) – 80.57 (2) 86.30 (0) 80.17 (0)
4 102.50 (9) 102.63 (13) 102.60 (13) 110.63 (0) 102.17 (0)

200
1 95.03 (19) – 96.43 (21) 99.30 (0) 92.07 (4)
2 105.67 (7) – 105.70 (8) 112.80 (0) 105.33 (0)
4 134.83 (18) 134.67 (14) 134.67 (14) 144.17 (0) 133.60 (0)

Table 4.3 shows the experimental results in the N6S9 network shown in Fig. 4.4, which

consists of 6 nodes and 18 directed links interconnected by 4-core MCFs [130], for the

maximum FS index of the non-SLC node-type model solved by the DMD, ASLC-MD, SSLC-

MD and FF-G algorithms in the cases of spatial switching granularities i equal to 1, 2, and

4. The result is the value of the parameter ‘ObjVal’ output by Gurobi, which is the global

optimal value when the model is completely solved in the time limit and is the local optimal

value or current best value if a solution exists when the model is not completely solved in

the time limit. ‘LB’ indicates the lower bound given by the parameter ‘Objbound’ of Gurobi

when solving the RMSA model. The numbers listed in the parentheses indicate the numbers

of sets in the 30 traffic data sets for which the optimal solutions are not obtained within the

time limit (i.e., the number of times the model is not solved completely). The ASLC-MD

algorithm does not obtain feasible solutions in the time limit for instances whose numbers

of connection requests are 150 and 200. For the 30 traffic data sets with 150 connection

requests, there are 24 sets when i is equal to 1 and 29 sets when i is equal to 2, where no

feasible solution is found. For the 30 data sets with 150 connection requests, no feasible

solutions are found for all 30 sets when i is equal to 1 and 2. As shown in Table 4.3,

the results of the ASLC-MD algorithm are not very satisfactory, and it would be difficult

to find feasible solutions in a reasonable time when the number of connection requests

becomes larger. By comparing the results of the DMD, SSLC-MD, FF-G algorithms and

lower bound, it can be observed that DMD and SSLC-MD can effectively solve the node-

type model in the instances that were originally difficult to solve directly, and the qualities
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of the solutions obtained by DMD and SSLC-MD in the time limit were approximately the

same and much better than the solutions obtained by heuristic FF-G algorithm.

Furthermore, it can be observed that with the number of connection requests being

150 and 200, all of our three algorithms yielded a large number of instances that could

not be solved completely within the time limit. As we analyzed in Section 4.2.5, our

model is strongly influenced by the number of connection requests. Therefore, when facing

large-scale instances with a high number of connection requests, it will be difficult to solve

in a reasonable time. In our pre-experiments, we noticed that the maximum number of

connection requests that our algorithms can handle in the limited 10,000-second time is

about 300. That is, for instances larger than 300 connection requests, we suggest using

other efficient heuristic algorithms to solve them.

Figure 4.5: 12-core NSF network topology.

For instance, Table 4.4 shows the results of the FF-G algorithm for large-scale instances

whose numbers of connection requests are 300 and 600 in the NSF network shown in Fig.

4.5, which consists of 14 nodes and 42 directed links interconnected by 12-core MCFs.

‘FS index’ indicates the average value of the maximum FS index used in the network for

the 30 traffic data sets. ‘Lower bound’ indicates the lower bound given by the parameter

‘Objbound’ of Gurobi when solving the RMSA model. In the case where |R| = 600 and

i = 1, the RMSA model did not find a valid lower bound in 3600 seconds of time limit and 64

GB of memory because of the excessive computational complexity. ‘Runtime’ indicates the
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Table 4.4: Results of the FF-G algorithm for large-scale instances.

|R| i FS index Lower bound Runtime (s)

300

1 60.77 59.97 1089.07
2 59.10 49.63 545.16
3 63.07 54.20 365.65
4 68.10 58.67 278.78
6 81.63 68.10 190.82

12 116.87 96.73 105.48

600

1 100.60 – 2356.19
2 107.23 90.53 1140.22
3 117.17 102.57 748.90
4 128.23 112.17 556.32
6 152.97 130.58 383.33

12 222.10 187.83 199.83

average computation time for these indices. It can be observed that the results obtained by

our proposed heuristic FF-G algorithm were relatively close to the lower bound in overall.

When the spatial switching granularity i was small, the results obtained by the FF-G

algorithm were much closer to the lower bound, but as i increased, the difference between

the results obtained by the FF-G algorithm and lower bound increased somewhat.
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Figure 4.6: Execution time of the non-SLC node-type model solved by the DMD, ASLC-
MD and SSLC-MD algorithms.

Fig. 4.6 shows the experimental results regarding the execution time of the non-SLC

node-type model solved by the DMD, ASLC-MD and SSLC-MD algorithms in the cases of

spatial switching granularities i equal to 1, 2, and 4 in the 4-core N6S9 network shown in

Fig. 4.4. The vertical coordinate called ‘average runtime’ indicates the average execution

times of Gurobi when solving the model. The horizontal coordinate indicates the number

of connection requests from 50 to 200 with 50 requests per step. Since the computation

time of the heuristic FF-G algorithm is more than 10 times faster than those of the DMD,

ASLC-MD, and SSLC-MD algorithms, which are used to solve the model, we do not include

it in the comparison. The three figures in the left-hand column show the average execution

times of the three algorithms used to solve the model for various values of spatial switching

granularities i. The performance of the ASLC-MD algorithm was the worst. Moreover, by

comparing the other two algorithms, DMD and SSLC-MD, it can be observed that in the

case where the switching paradigms of the SLC and non-SLC models are different (i.e., the

cases where i = 1 and i = 2), there is a larger number of spatial dimension groups, and
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the performance of SSLC-MD is superior to that of DMD (e.g., the average execution time

of SSLC-MD is shorter than that of DMD in the case of i = 1; however, in the case of

i = 2, since the number of spatial dimension groups is reduced, the advantage of SSLC-MD

compared to DMD is also reduced). In the case where i = 4, the switching paradigms of

SLC and non-SLC are the same, and the results of DMD and SSLC-MD are both good

and bad. The figures in the middle column and the right-hand column show the box plots

of the results of DMD and SSLC-MD for various cases of spatial switching granularities i,

respectively, and we can see the dispersion of the results for all 30 traffic data sets through

these plots.

To better verify the difference in performance between the DMD and SSLC-MD algo-

rithms with different numbers of spatial dimension groups, we increase the number of cores

of MCF to 6 and perform experiments using the same 30 traffic data sets with connection

request numbers of 50, 100, and 150. In this case, there are 4 possible values of spatial

switching granularities, which are 1, 2, 3, and 6, corresponding to the numbers of spatial

dimension groups, which are 6, 3, 2, and 1, respectively. Fig. 4.8 shows the experimental

results regarding the execution time of the non-SLC node-type model solved by the DMD

and SSLC-MD algorithms in the cases of the 6-core N6S9 network shown in Fig. 4.7. The

figures in the middle column and the right hand column show the box plots of the results

of DMD and SSLC-MD for various cases of spatial switching granularities i, respectively.

It is obvious that when the spatial switching granularity i is small (i.e., when the number

of spatial dimension groups is large, such as when i = 1), the SSLC-MD algorithm has a

shorter average computation time and shows better performance; however, when the spa-

tial switching granularity i increases and the number of spatial dimension groups decreases,

the SSLC-MD algorithm is inferior to the DMD algorithm. Therefore, to better solve the

node-type model, we should select the appropriate decomposition algorithm according to

the number of spatial dimension groups.
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Figure 4.7: 6-core N6S9 network topology.

Figure 4.8: Execution time of the non-SLC node-type model solved by DMD and SSLC-MD
algorithms in the case of the 6-core N6S9 network.
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4.3.3 Comparison of the proposed non-SLC node-type model and the

previous k-path-type model

In this subsection, we compare the non-SLC node-type model (hereafter referred to as the

node-type model) in this work with the previous k-path-type model in Refs. [9,16] (hereafter

referred to as the k-path-type model) in the NSF network shown in Figure 4.9, which consists

of 14 nodes and 42 directed links interconnected by 4-core MCFs. For illustrative purposes,

we conduct simulation experiments only at Ind-Sw with spatial switching granularity i = 1.

Figure 4.9: 4-core NSF network topology.

The set of candidate paths (k-shortest paths) for the k-path-type model is determined

by the same routing algorithm as mentioned in Refs. [9, 16]. We precompute two sets of

candidate paths with candidate path numbers K equal to 2, 3, 4 and 5 in the NSF network

and provide them to the k-path-type model. Since it takes a longer time to solve the node-

type model, the node-type model is solved by using the solutions of the k-path-type model

as the initial solutions. The upper limit of computation time for each model is set to 3600s.

Table 4.5 shows the results of the node-type model and the k-path-type model on the

NSF network in our simulation. We performed simulation experiments for each of the four

types of connection requests in the case where i = 1 and the number of connection requests

was equal to 100. ‘Random nodes’, ‘Same source nodes’, ‘Same destination nodes’ and ‘Not

uniform nodes’ denote the types of connection requests whose source and destination are

randomly generated, source nodes are the same, destination nodes are the same, and source
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and destination nodes are not all randomly generated, respectively (we fix the source and

destination nodes of 20 of the 100 connection requests as nodes 4 and 9). Thirty traffic data

sets are generated for each type of connection requests. The same instances of connection

requests are solved for the two models. The numbers listed in the parentheses indicate the

numbers of sets in the 30 traffic data sets for which the optimal solutions are not obtained

within the time limit (i.e., the number of times the model is not solved completely). The

results of ‘FS index’ are output via the parameter ‘ObjVal’ of Gurobi and indicate the

maximum FS index used in the network. The result is the optimal value when the model

is completely solved in the time limit and is the feasible solution if a solution exists when

the model is not completely solved in the time limit. The results of ‘LB’ indicate the lower

bounds given by the parameter ‘Objbound’ of Gurobi. ‘Node’ and ‘K-Path’ indicate the

node-type and k-path-type models, respectively.

We can observe that the qualities of the solutions of the k-path-type model are not

better than those of the node-type one for the various types of connection requests. This is

because the sets of candidate paths of the k-path-type model do not completely include all

possible paths, which leads to the solutions obtained by the k-path-type model not being the

optimal solutions. For instance, when K = 2, the set of candidate paths for each connection

request contains only two possible paths, so although the computation times for solving the

model might be greatly reduced, the qualities of the solutions are more insecure. However,

when K = 3, the solutions (i.e., FS index) and the lower bound of the k-path-type model are

improved compared to those of the case when K = 2. We also observe that in the cases of

K = 4 and K = 5, in some instances for the k-path-type model, although the lower bounds

become closer to the lower bounds of the node-type model as K increases, the solutions

become worse. The reason is that as K increases, the computational time required to solve

the k-path-type model becomes much longer, so that more feasible but nonoptimal solutions

that fail to solve the model completely appear. Therefore, it is often necessary to determine

a reasonable value for the candidate path number K by pre-experimentation when we solve

this type of problem with the k-path-type model. In addition, the node-type model is more

difficult to solve in a short time than the k-path-type one, but since it considers all possible

paths, if the node-type model can be solved completely, the qualities of its solutions are

more reliable than those of the k-path-type one. On the other hand, the node-type model

can be used to check the qualities of the solutions of k-path-type model for various values of

K through operations such as solving the node-type model by using the solutions obtained

by k-path-type model as the initial solutions (i.e., if the solutions obtained by the node-type

model are better than those of k-path-type one, the solutions of k-path-type one can still

be improved).
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Chapter 5

Conclusion and future work

5.1 Conclusion

This Ph.D. thesis introduced and addressed the static resource allocation problems in several

generations of optical networks, from the traditional WSONs to the EONs, and further to

the SDM-EONs. The conclusion of this thesis are per chapter summarized as follows:

• In Chapter 1, we explained the research background and significance of this thesis. In

addition, we summarized our contributions in the research field of resource allocation

for EONs and SDM-EONs.

• In Chapter 2, we introduced the background knowledge and key technologies, as well as

assumptions in the three representative generations of optical network architectures,

WSONs, EONs, and SDM-EONs, that are relevant to the content of this thesis. In

addition, we discussed the relationship between physical devices and the challenges of

the optical network resource allocation problems.

• In Chapter 3, we focused on the static RSA/RMSA problem in EONs. In order to

better understand the characteristics of each type of models and to improve them

for use in newer generations of optical networks, such as SDM-EONs, MB-EONs and

SCNs, we divided the models in static RSA/RMSA problem into four types (i.e.,

path/slot, path/channel, node/slot, node/channel) based on different perspectives for

routing and spectrum assignment. After that, we analyzed and summarized the char-

acteristics of each model, and proposed a series of improved methods to enhance the

computational performance of each model. Specifically, we found a better lower bound

by relaxing the constraints of spectral and improved the computational speed by de-

composing the model. Finally, we verified the effectiveness of the improved methods

and analyzed the differences between the models through a comparative simulation

experiment. Specifically, our improved methods can significantly speed up the solver
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or the exact algorithm for solving the models. Moreover, we can observe that the

node-type model, which is harder to solve compared to the path-type model, can pro-

vide a global optimal solution theoretically, which will be very helpful in the design

phase of optical networks. The path/channel model showed overwhelming perfor-

mance in the simulation. Considering the advantages of the model, the availability of

the path/channel model in large backbone networks and more complex EONs (e.g.,

SDM-EONs) are also worth being looked forward to. Although it is not introduced

in this thesis, we discussed the extension of the path/channel model for SDM-EONs

in our work Ref. [16], and the extended model demonstrated excellent performance.

• In Chapter 4, we proposed a node-type ILP model without SLC for the static resource

allocation problem of SDM-EONs (i.e., the RMSSA problem). Since this model has a

large number of constraints and variables and is difficult to solve directly, we proposed

three exact algorithms based on model decomposition (i.e., the DMD, ASLC-MD, and

SSLC-MD algorithms) to better solve it. Specifically, in DMD, we found a better lower

bound by relaxing the constraints of spectral and improved the computational speed

by decomposing the model. In ASLC-MD, we transformed the Non-SLC model into

an SLC-supported model by relaxing the spatial constraints. After that, we zeroed

out the number of SLC counts in the network by setting the minor function to find

the solution of the original model. In SSLC-MD, we combined the above two methods

to find the lower bound by solving the relaxation model with the SLC-supported

model. Through the comparison experiments, we investigated the performance of the

DMD and SSLC-MD algorithms, which can solve the node-type model effectively, and

found that we should select the appropriate decomposition algorithm according to the

number of spatial dimension groups to better solve the node-type model. In addition,

we also compared our node-type model with the k-path-type one in the previous works

Refs. [9, 16]. The results indicate that our node-type model has an advantage over

the previous k-path-type model in terms of solution quality, and our node-type model

is a promising approach for checking the qualities of the solutions of the k-path-type

models.

5.2 Possible future work

Following the evolution of optical network architectures introduced in this paper, it can

be inferred that there are still many pending future works in this research field. As we

introduced in Subsection 2.1.1, architectures such as MB-EON based on band-division mul-

tiplexing, MB-SDM-EON, and SCN based on large-scale SDM have been proposed in recent
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years, taking into account the larger network traffic in the future. These architectures are

considered to be promising, cost-effective solutions for future network planning [63,82–90].

However, as always, the evolution of network architectures always brings both opportunities

and challenges, and the concept of network resources such as SpChs in these new network

architectures will change essentially again. For instance, spatial channels in SCNs can allo-

cate the bandwidth resources of the entire C-band to a single connection request to achieve

Pbps-level optical transmission, and enable spatial bypassing so that wavelength switch-

ing at the optical layer is not required. Therefore, it is necessary to establish a reasonable

mathematical optimization models for the resource allocation problems in new architectures

such as MB-EON, MB-SDM-EON, SCN, etc., and design efficient algorithms to solve them.

Moreover, in order to cope with failures in the networks to ensure survivability of transmis-

sions, protection and restoration of transmissions (i.e., guaranteeing efficient transmission

of connection requests despite a certain degree of link or optical path failures) should also

be considered in the network design [90, 137–141]. These elements are a part of our future

work.

In addition, as we state in Section 1.1, it is not practical to build mathematical opti-

mization models and solve them exactly in static scenarios for large-scale instances or in

dynamic scenarios. Therefore, in such cases, designing and applying a heuristic algorithm

or reinforcement learning approach with high accuracy and robustness also has important

implications for the design and application of optical network architectures. These elements

are also the focus in our future work.
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cation of joint-switching-enabled flex-grid/sdm optical backbone networks,” in 2017

104



BIBLIOGRAPHY

Optical Fiber Communications Conference and Exhibition (OFC), pp. 1–3, IEEE,

2017.

[74] “Transatlantic communications cable.” Available: https://en.wikipedia.org/wiki.

[75] A. K. Dutta, N. K. Dutta, and M. Fujiwara, WDM Technologies: Passive Optical

Components, vol. 2. Academic press, 2003.

[76] S. Arnon, J. Barry, G. Karagiannidis, R. Schober, and M. Uysal, Advanced optical

wireless communication systems. Cambridge university press, 2012.

[77] R. Ramaswami, K. Sivarajan, and G. Sasaki, Optical networks: a practical perspective.

Morgan Kaufmann, 2009.

[78] G. Shen and M. Zukerman, “Spectrum-efficient and agile co-ofdm optical transport

networks: architecture, design, and operation,” IEEE Communications Magazine,

vol. 50, no. 5, pp. 82–89, 2012.

[79] M. Jinno, H. Takara, B. Kozicki, Y. Tsukishima, Y. Sone, and S. Matsuoka,

“Spectrum-efficient and scalable elastic optical path network: architecture, benefits,

and enabling technologies,” IEEE communications magazine, vol. 47, no. 11, pp. 66–

73, 2009.

[80] P. J. Winzer, “Spatial multiplexing: The next frontier in network capacity scaling,”

in IET Conference Proceedings, The Institution of Engineering & Technology, 2013.

[81] D. Richardson, J. Fini, and L. E. Nelson, “Space-division multiplexing in optical

fibres,” Nature Photonics, vol. 7, no. 5, p. 354, 2013.

[82] A. Ferrari, A. Napoli, J. K. Fischer, N. Costa, J. Pedro, N. Sambo, E. Pincemin,

B. Sommerkohrn-Krombholz, and V. Curri, “Upgrade capacity scenarios enabled by

multi-band optical systems,” in 2019 21st International Conference on Transparent

Optical Networks (ICTON), pp. 1–4, IEEE, 2019.

[83] A. Napoli, N. Calabretta, J. K. Fischer, N. Costa, S. Abrate, J. Pedro, V. Lopez,

V. Curri, D. Zibar, E. Pincemin, et al., “Perspectives of multi-band optical commu-

nication systems,” in 2018 23rd Opto-Electronics and Communications Conference

(OECC), pp. 1–2, IEEE, 2018.

[84] N. Sambo, B. Correia, A. Napoli, J. Pedro, L. Kiani, P. Castoldi, and V. Curri,

“Network upgrade exploiting multi band: S-or e-band?,” Journal of Optical Commu-

nications and Networking, vol. 14, no. 9, pp. 749–756, 2022.

105



BIBLIOGRAPHY

[85] M. Jinno, “Spatial channel network (scn) architecture employing growable and reli-

able spatial channel cross-connects toward massive sdm era,” in 2018 Photonics in

Switching and Computing (PSC), pp. 1–3, IEEE, 2018.

[86] M. Jinno, “Opportunities, challenges, and solutions for spatial channel networks (scns)

toward the sdm abundant era,” in 2019 24th OptoElectronics and Communications

Conference (OECC) and 2019 International Conference on Photonics in Switching

and Computing (PSC), pp. 1–3, IEEE, 2019.

[87] M. Jinno, “Spatial channel network (scn): Opportunities and challenges of introducing

spatial bypass toward the massive sdm era,” Journal of Optical Communications and

Networking, vol. 11, no. 3, pp. 1–14, 2019.

[88] M. Jinno, “Spatial channel cross-connect architectures for spatial channel networks,”

IEEE Journal of Selected Topics in Quantum Electronics, vol. 26, no. 4, pp. 1–16,

2020.

[89] M. Jinno, T. Kodama, and T. Ishikawa, “Feasibility demonstration of spatial channel

networking using sdm/wdm hierarchical approach for peta-b/s optical transport,”

Journal of Lightwave Technology, vol. 38, no. 9, pp. 2577–2586, 2020.

[90] Z. Luo, S. Yin, L. Zhao, Z. Wang, W. Zhang, L. Jiang, and S. Huang, “Survivable rout-

ing, spectrum, core and band assignment in multi-band space division multiplexing-

elastic optical networks,” Journal of Lightwave Technology, vol. 40, no. 11, pp. 3442–

3455, 2022.

[91] C. Metz, “Ip anycast point-to-(any) point communication,” IEEE Internet computing,

vol. 6, no. 2, pp. 94–98, 2002.

[92] the Fiber Optic Association, “Optical fiber.” Available: https://www.thefoa.org.

[93] A. A. Saleh and J. M. Simmons, “All-optical networking—evolution, benefits, chal-

lenges, and future vision,” Proceedings of the IEEE, vol. 100, no. 5, pp. 1105–1117,

2012.

[94] B. Zhu, L. Leng, A. Gnauck, M. Pedersen, D. Peckham, L. Nelson, S. Stulz, S. Kado,

L. Gruner-Nielsen, R. Lingle, et al., “Transmission of 3.2 tb/s (80× 42.7 gb/s) over

5200 km of ultrawave™ fiber with 100-km dispersion-managed spans using rz-dpsk

format,” in 2002 28TH European Conference on Optical Communication, vol. 5, pp. 1–

2, IEEE, 2002.

106



BIBLIOGRAPHY

[95] M. Ali and J. Deogun, “Allocation of multicast nodes in wavelength-routed networks,”

in ICC 2001. IEEE International Conference on Communications. Conference Record

(Cat. No. 01CH37240), vol. 2, pp. 614–618, IEEE, 2001.

[96] S. Azodolmolky, M. Klinkowski, E. Marin, D. Careglio, J. S. Pareta, and I. Tomkos,

“A survey on physical layer impairments aware routing and wavelength assignment

algorithms in optical networks,” Computer networks, vol. 53, no. 7, pp. 926–944, 2009.

[97] ITU-T, “Extension of rec. g.694.1,” Dec 2011.

[98] W. Shieh and C. Athaudage, “Coherent optical orthogonal frequency division multi-

plexing,” Electronics letters, vol. 42, no. 10, pp. 587–589, 2006.

[99] J. Armstrong, “Ofdm for optical communications,” Journal of lightwave technology,

vol. 27, no. 3, pp. 189–204, 2009.

[100] W. Shieh and I. Djordjevic, OFDM for optical communications. Academic Press,

2009.

[101] J. Armstrong and A. Lowery, “Power efficient optical ofdm,” Electronics letters,

vol. 42, no. 6, p. 1, 2006.

[102] W. Shieh, H. Bao, and Y. Tang, “Coherent optical ofdm: theory and design,” Opt.

Express, vol. 16, pp. 841–859, Jan 2008.

[103] G. Bosco, V. Curri, A. Carena, P. Poggiolini, and F. Forghieri, “On the performance

of nyquist-wdm terabit superchannels based on pm-bpsk, pm-qpsk, pm-8qam or pm-

16qam subcarriers,” Journal of Lightwave Technology, vol. 29, no. 1, pp. 53–61, 2010.

[104] R. Schmogrow, S. Wolf, B. Baeuerle, D. Hillerkuss, B. Nebendahl, C. Koos, W. Freude,

and J. Leuthold, “Nyquist frequency division multiplexing for optical communica-

tions,” in CLEO: Science and Innovations, pp. CTh1H–2, Optical Society of America,

2012.

[105] P. Schindler, R. Schmogrow, S. Wolf, B. Bäuerle, B. Nebendahl, C. Koos, W. Freude,
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