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Abstract5

In this paper, we propose a novel underwater acoustic communication scheme that achieves energy and spectrum efficiency6

simultaneously by combining Doppler-resilient orthogonal signal division multiplexing (D-OSDM) and multiple-input multiple-7

output (MIMO) signaling. We present both the transmitter and receiver processing for MIMO D-OSDM. We evaluate the8

performance of MIMO D-OSDM in simulations with a large inter-symbol interference of 25 symbols and a Doppler spread9

with a maximum Doppler shift of 8 Hz. In addition, the sea trial is performed in Suruga Bay, where the receiver is mounted on a10

barge and a research vessel with the transmitter makes round-trips along a line with a speed of 4 kt. In the experiments, we obtain11

an inter-symbol interference of 3.6 – 29.7 symbols and a Doppler spread of several Hertz (leading to a spread over 2–3 subcarrier12

spacings). The simulation results suggest that MIMO D-OSDM has an advantage over normal D-OSDM, Doppler-resilient MIMO13

orthogonal frequency division multiplexing (MIMO D-OFDM) and classical OFDM with MIMO signaling (MIMO OFDM) –14

MIMO D-OSDM achieves better bit-error-rate performance than the benchmarks. The sea trial results also support the advantage15

of MIMO D-OSDM – MIMO D-OSDM achieves a coded block error rate of 3.2% while normal D-OSDM and MIMO D-OFDM16

achieve a coded block error rate of 9.7 and 9.3%, respectively. We conclude that MIMO D-OSDM can become a viable technique17

that achieves reliable and effective UWA communication.18

Index Terms19

Underwater (UWA) communication, delay spread, Doppler spread20

I. Introduction21

Recently, underwater wireless communication systems have diversified dramatically. Multiple media (e.g., acoustic [1], [2],22

optical [3], and radio [4]) have been utilized to satisfy system requirements such as communication range and speed. Among23

these systems, underwater acoustic (UWA) communication offers a wide area connectivity, since acoustic waves propagate over24

long distances in the underwater environment.25

Although UWA communication has the potential to provide wide-area connectivity, achieving reliable and high-speed UWA26

communication is still challenging. This is because UWA communication suffers from the large delay and Doppler spreads of27

the UWA channel, whose impact is much larger than for land mobile RF communication [5]. To achieve reliable communication28

in such doubly spread channels, numerous physical layer technologies using single-carrier [6], [7], [8], [9] and multi-carrier29

[e.g., orthogonal frequency division multiplexing (OFDM)] [10], [11], [12], [13], [14], [15], [16], [17] approaches have been30

proposed. In addition, the combination of advanced hardware and signal processing techniques, such as multiple-input multiple-31

output (MIMO) signaling, have also been considered to improve the effective data rate [18], [19], [20], [21], [22].32

To achieve reliable UWA communication, we have proposed Doppler-resilient orthogonal signal division multiplexing33

(hereafter, we call this normal D-OSDM) [23], [24]. Normal D-OSDM is a communication technique for a single user and34

it is a combination of OSDM [25] and orthogonal multiple access [26]; it places the pilot and data signals on a rectangular35

lattice in the time-frequency domain so that they do not interfere even in doubly spread channels. This signal structure enables36

the receiver to counteract the delay-Doppler spread of the UWA channel efficiently, resulting in a reduction of the required37

transmission power. We have tested normal D-OSDM in simulations and test-tank experiments and have found that normal38

D-OSDM can reduce the power consumption requirements compared to the latest techniques based on orthogonal frequency39

division multiplexing (OFDM). In addition, we have also conducted a demonstration of normal D-OSDM in a harbor with a40

mobile receiver and confirmed that normal D-OSDM delivers excellent reliability in an actual UWA environment [27]. However,41

normal D-OSDM has a small spectrum efficiency, a limitation that should be addressed before we utilize this technique in an42

actual underwater application.43

In this paper, we combine single-user multiple-input multiple-output (MIMO) signaling and normal D-OSDM to achieve both44

energy- and spectrum-efficient UWA communication. There exist several advanced MIMO techniques in underwater acoustic45

communication to enhance the communication quality, such as space-time, space-frequency, space-time-frequency MIMO [20],46

[28], [29]. Furthermore, the study of multi-user MIMO systems, where multiple transmitters transmit multiple data streams47

to their corresponding receiver using MIMO, has emerged recently as an important topic to establish an UWA network [21].48

However, the scope of this paper is to maximize the transmission rate of a single user, since high data rate transmission systems49

providing a significant robustness against delay and Doppler spread are of great importance for UWA communication. Hence,50

we only consider a traditional MIMO system for a single-user environment in this paper. Furthermore, traditional single-user51
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MIMO OFDM is the most popular form of UWA communication using MIMO [18], [19], [22]. Considering all the above, we52

prefer to combine traditional single-user MIMO signaling (with different data streams on different antennas) with OSDM, and53

we employ normal D-OSDM and the well-known OFDM techniques [Doppler-resilient MIMO OFDM (MIMO D-OFDM) and54

classical MIMO OFDM] as benchmarks [18].55

We develop the transmitter and receiver processing for MIMO D-OSDM and show that MIMO D-OSDM can improve56

the spectrum efficiency while preserving the characteristics of D-OSDM in terms of its resilience against delay and Doppler57

spreads. We also evaluate the performance of MIMO D-OSDM in doubly spread channels in both simulations and sea trials.58

Section II explains the signal processing flow of MIMO D-OSDM at the transmitter and receiver. Section III evaluates its59

performance in simulations. Section IV evaluates its performance in sea trials. Section V concludes this work.60

Notation: We use upper/lower bold face letters to denote matrices/row vectors. We define x[i] as the i-th element of the
vector x starting with index 0. We use upper/lower bold face letters to denote matrices/row vectors. (·)∗, (·)T, and (·)−1 denote
conjugate transpose, transpose, and inverse, respectively. The set of nonnegative integer numbers and positive integer numbers
are defined as Z∗ and Z+, respectively. 0R×C , FN , and IM represent the R×C all-zero matrix, the N×N inverse discrete Fourier
transform (IDFT) matrix and the M × M identity matrix, respectively. WMN represents the basic element of the IDFT matrix,
i.e., WMN = exp

[
2π
√
−1/ (MN)

]
/
√

MN. ZM is a cyclic shift matrix of size M × M, i.e.,

ZM =



0 1 0 · · · 0
0 0 1 · · · 0
...
...
...
. . . 0

0 0 0 · · · 1
1 0 0 · · · 0


.

II. MIMO D-OSDM61
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Fig. 1. Time-frequency structure of communication signals: (a) single-carrier, (b) OFDM, (c) OSDM, (d) D-OFDM and (e) D-OSDM.

A. Overview of OSDM and D-OSDM62

Before describing MIMO D-OSDM, we would like to overview the basics of our OSDM and D-OSDM technology. Figure 163

shows the time-frequency structure of baseband communication signals that are considered for UWA communication, where64

each colored box represents the information (modulated symbol). In the well-known single-carrier system, the information65

appears once in the time domain [Fig. 1(a)]. In an OFDM system, the information is transmitted block-by-block [with a zero-66

padded (ZP) suffix to avoid interblock interference] and each information appears once in the frequency domain [Fig. 1(b)]. On67

the other hand, in OSDM, the modulated symbols periodically appear in both the time and frequency domain [Fig. 1(c)]. In our68

previous work, we found that such signal structure gives resilience against large delay spreads, and that OSDM outperforms69

single-carrier and OFDM systems in a test tank for a static environment [25]. However, we also found that the performance of70

OSDM drops in a dynamic environment, since the symbols interfere in the frequency domain (intercarrier interference; ICI)71

due to Doppler spread.72

To cope with the Doppler spread in UWA channels, the use of carefully spaced null subcarriers was found to be effective73

in OFDM systems (D-OFDM) [11]. In D-OFDM, null subcarriers are inserted between subcarriers (where each modulated74
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symbol is allocated in each subcarrier) to prevent adjacent-carrier interference [Fig. 1(d)]. To give Doppler-resilience as in75

D-OFDM, we proposed D-OSDM, by combining OSDM and orthogonal multiple access [26]. In D-OSDM, null subcarriers76

are inserted between subcarriers as in D-OFDM [Fig. 1(e)]. Furthermore, we found that D-OSDM is robust to both large delay77

and Doppler spreads, and D-OSDM outperforms D-OFDM (D-OSDM requires a lower signal transmission power to achieve78

the same error probability as D-OFDM) in a test tank for a dynamic environment, in exchange for effective data rate (spectrum79

efficiency) and receiver complexity [24].80

In the following subsections, we would like to combine single-user MIMO signaling and D-OSDM to achieve both energy-81

and spectrum-efficient UWA communication.82

B. Signal Processing at the Transmitter83
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Fig. 2. Signal processing flow of MIMO D-OSDM at the transmitter and receiver.

TABLE I
Parameters used for the design ofMIMO D-OSDM

Message vector length M ∈ Z+
Total number of message vectors per message block P ∈ Z+
Total number of message blocks U ∈ Z+
Maximum Doppler shift Q ∈ Z∗
Total number of pilot vector, message vectors, and zero vectors in a data matrix N = 1 + 2Q + U(P + 2Q)
Delay spread length of the UWA channel L ∈ Z+ (L ≤ M)
Measurable delay spread in MIMO system L̃ = ⌊L/J⌋
Number of emitters at Tx J ∈ Z+
Number of hydrophones at Rx K ∈ Z+ (J ≤ K)

We would like to show the signal processing flow of MIMO D-OSDM at the transmitter (Tx) and receiver (Rx) employing84

J emitters and K hydrophones, respectively (Fig. 2), using parameters and notations shown in Tables I and II, respectively.85

The Tx calculates the transmission signal x j ( j = 0, 1, . . . , J − 1) from message data vectors m j,u,p (u = 0, 1, . . . ,U − 1 and86

p = 0, 1, . . . , P − 1), whose elements are complex modulated symbols. The signal processing steps at the Tx can be described87

as follows:88

(i) Create data matrices D j as89

D j =
(
pT

j ,0
T
2Q×M , mT

j,0,0,m
T
j,0,1, . . . ,m

T
j,0,P−1,0

T
2Q×M ,

mT
j,1,0,m

T
j,1,1, . . . ,m

T
j,1,P−1,0

T
2Q×M , . . .

. . .mT
j,U−1,0,m

T
j,U−1,1, . . . ,m

T
j,U−1,P−1,0

T
2Q×M ,

)T
, (1)

where the structure of D j is shown in Fig. 3. Q corresponds to the maximum (discrete) Doppler shift of the UWA90

channel. p j is a pilot vector and it is shared between the Tx and Rx prior to the communication. More specifically, based91

on one common pilot vector p the pilot vector p j is constructed as92

p j = p (ZM) jL̃ , (2)
L̃ = ⌊L/J⌋ . (3)

Here, L corresponds to a rough estimate of the delay spread length of the UWA channel. The reason for constructing93

the different pilot vectors this way will become clear later on.94
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TABLE II
Notations used for the design ofMIMO D-OSDM (E:emitter and H:hydrophone)

Name Size Notation
Common pilot vector 1 × M p
Pilot vector from E# j 1 × M p j

Message vector 1 × M m j,u,p

Combination of m j,u,p for all p 1 × MP m j,u

Data matrix N × M D j

Data vector by reading D j in a row-wise direction 1 × MN dr
j

Transmit signal block from E# j 1 × MN x j

Channel impulse response (E# j→H#k, Doppler shift of q) 1 × MN h j→k
q

Channel matrix via a basis expansion model using h j→k
q MN × MN H j→k

q
Diagonal matrix to represent Doppler shift of q MN × MN Λq

Received signal at hydrophone #k 1 × MN yk

Additive noise on yk 1 × MN nk

Delay-Doppler channel matrix MN × MN C j→k

– Submatrix of C j→k M × M C j→k
n,q

– Approximated C j→k
n,q M × M C̃ j→k

n,q
Combined C j→k for all j and k JMN × KMN Ca
Transformed received signal (combined yk for all k) 1 × KMN z
– Subvector of z 1 × MN zk

—- Additive noise on zk 1 × MN ηk

—- Left-side part of zk 1 × M(Q + 1) z0→Q
p,k

—- Middle part of zk 1 × M (P + 2Q) zk,u

—- Right-side part of zk 1 × MQ z−Q→−1
p,k

—— Element of z0→Q
p,k 1 × M(Q + 1) z0→Q

p, j,k

—— Element of z−Q→−1
p,k 1 × MQ z−Q→−1

p, j,k
—— Element of zk,u 1 × M (P + 2Q) z j,k,u

—— Noise component on
(
z−Q→−1

p,k , z0→Q
p,k

)
1 × M(1 + 2Q) ηp,k

—— Additive noise on zk,u 1 × M(P + 2Q) ηk,u

Approximated channel matrix obtained from pilot M × M C̃k
0,q

Approximated and combined channel matrix to obtain message JMP × KM(P + 2Q) Ccu

– Submatrix of Ccu MP × M(P + 2Q) C j→k
cu

Noise component on received message 1 × MP η̃ j,u

(ii) Convert data matrices D j to vectors dr
j by reading D j in a row-wise direction as

dr
j = (p j,01×2QM ,m j,0,01×2QM ,m j,1,01×2QM , . . . , . . . ,m j,U−1,01×2QM). (4)

where
m j,u = (m j,u,0,m j,u,1, . . . ,m j,u,P−1). (5)

(iii) Calculate the transmit signal block x j by applying a transformation matrix to dr
j as

x j = dr
j (FN ⊗ IM) , (6)

where ‘⊗’ is the Kronecker product. By this transformation, the pilot and data blocks appear on a rectangular lattice in95

the time-frequency domain so that they do not interfere even in doubly spread channels.96

(iv) Add L zeros to the signal block x j (zero-padding) and emit x j from emitter # j. The transmission happens simultaneous97

for all emitters resulting in a boost of the effective data rate.98

Note that the above signal processing flow of MIMO D-OSDM is the same as that of D-OSDM [24] when J = 1. Furthermore,
classical MIMO OFDM and MIMO D-OFDM can be calculated by reading the data matrices D j in a column-wise direction
and applying an inverse fast Fourier transform when J = 1 and J > 1, respectively. In that case, the transmit signal block of
size 1 × MN becomes

xOFDM
j = dc

jFMN , (7)
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where dc
j is a vector of size 1 × MN that is obtained by reading D j in a column-wise direction.99

dc
j = (p j[0],01×2Q, m j,0,0[0],m j,0,1[0], . . . ,m j,0,P−1[0],01×2Q,

m j,1,0[0],m j,1,1[0], . . . ,m j,1,P−1[0],01×2Q, . . .

. . . ,m j,U−1,0[0],m j,U−1,1[0], . . . ,m j,U−1,P−1[0],01×2Q,

p j[1],01×2Q, m j,0,0[1],m j,0,1[1], . . . ,m j,0,P−1[1],01×2Q,

m j,1,0[1],m j,1,1[1], . . . ,m j,1,P−1[1],01×2Q, . . .

. . . ,m j,U−1,0[1],m j,U−1,1[1], . . . ,m j,U−1,P−1[1],01×2Q, . . .

. . . , p j[M − 1],01×2Q, m j,0,0[M − 1],m j,0,1[M − 1], . . . ,m j,0,P−1[M − 1],01×2Q,

m j,1,0[M − 1],m j,1,1[M − 1], . . . ,m j,1,P−1[M − 1],01×2Q, . . .

. . . ,m j,U−1,0[M − 1],m j,U−1,1[M − 1], . . . ,m j,U−1,P−1[M − 1],01×2Q). (8)

C. Signal Processing at the Receiver100

In the UWA channel, the transmitted signal blocks x j interfere with each other. In addition, x j is affected by delay and
Doppler spreads, and is received by the Rx with K hydrophones. The Rx receives K signals simultaneously and obtains
sequences yk (k = 0, 1, . . . ,K − 1), by an overlap-add operation on each received signal. The obtained sequence can be
expressed using a basis expansion model (BEM) [30] as follows:

yk =

J−1∑
j=0

x j

Q∑
q=−Q

(
H j→k

q Λq

) + nk, (9)

where nk represents the additive noise component. H j→k
q and Λq represent the effect of the delay and Doppler spreads,

respectively,

H j→k
q =


h j→k

q [0] h j→k
q [1] · · · h j→k

q [MN − 1]
h j→k

q [MN − 1] h j→k
q [0] · · · h j→k

q [MN − 2]
...

...
. . .

...

h j→k
q [1] h j→k

q [2] · · · h j→k
q [0]

 , (10)

Λq = diag
[
W0

MN ,W
q
MN , . . . ,W

(MN−1)q
MN

]
. (11)
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Here, h j→k
q [m] (h j→k

q [m] = 0 when m > L) is the channel impulse response from emitter # j to hydrophone #k at Doppler scale101

q.102

The relationship between dr
j and yk can be expressed as103

(y0,y1, . . . ,yK−1)
(
IK ⊗ F ∗N ⊗ IM

)
=
(
dr

0,d
r
1, . . . ,d

r
J−1

)
Ca + (η0,η1, . . . ,ηK−1) , (12)

where Ca is the combined channel matrix,

Ca =


C0→0 C0→1 · · · C0→K−1

C1→0 C1→1 · · · C1→K−1

...
...

. . .
...

C J−1→0 C J−1→1 · · · C J−1→K−1

 , (13)

with C j→k the delay-Doppler channel matrix from emitter # j to hydrophone #k,

C j→k =

Q∑
q=−Q

diag
(
C j→k

0,q ,C
j→k
1,q , . . . ,C

j→k
N−1,q

)
ZMq

MN , (14)

C j→k
n,q =


h j→k

q [0] h j→k
q [1] · · · h j→k

q [M − 1]
W−n

N h j→k
q [M − 1] h j→k

q [0] · · · h j→k
q [M − 2]

...
...

. . .
...

W−n
N h j→k

q [1] W−n
N h j→k

q [2] · · · h j→k
q [0]

 , (15)

and ηk represents the additive noise component.104

The signal processing steps at the Rx can be described as follows:105

(i) Combine the received signals yk and transform the received signal to compute the vector z,106

z = (y0,y1, . . . ,yK−1)
(
IK ⊗ F ∗N ⊗ IM

)
(16)

= (z0, z1, . . . , zK−1) + (η0,η1, . . . ,ηK−1) , (17)

where107

zk =

J−1∑
j=0

(
dr

jC
j→k
)

(18)

=

J−1∑
j=0

(
z0→Q

p, j,k , z j,k,0, z j,k,1, . . . , z j,k,U−1, z
−Q→−1
p, j,k

)
(19)

=
(
z0→Q

p,k , zk,0, zk,1, . . . , zk,U−1, z
−Q→−1
p,k

)
. (20)

(ii) Obtain h j→k
q [m] by channel sensing (using the received pilot blocks, z0→Q

p, j,k and z−Q→−1
p, j,k ). Specifically, there is a relationship108

between the pilot block p j and z0→Q
p,k and z−Q→−1

p,k in (20) as109

(
z−Q→−1

p,k , z0→Q
p,k

)
=

J−1∑
j=0

{
p j

(
C j→k

0,−Q,C
j→k
0,−Q+1, . . . ,C

j→k
0,Q

)}
(21)

= p
(
C̃k

0,−Q, C̃
k
0,−Q+1, . . . , C̃

k
0,Q

)
+ ηp,k, (22)

where C̃k
0,q is a circulant matrix, whose elements are the channel impulse responses of length L̃ from all emitters to

receiver #k,

C̃k
0,q =


h0→k

q [0] h0→k
q [1] · · · h0→k

q [L̃ − 1] h1→k
q [0] h1→k

q [1] · · · h1→k
q [L̃ − 1] · · ·

hJ−1→k
q [L̃ − 1] h0→k

q [0] · · · h0→k
q [L̃ − 2] h0→k

q [L̃ − 1] h1→k
q [0] · · · h1→k

q [L̃ − 2] · · ·
...

...
. . .

...
...

...
. . .

...
. . .

h0→k
q [1] h0→k

q [2] · · · h1→k
q [0] h1→k

q [1] h1→k
q [2] · · · h2→k

q [0] · · ·
· · · hJ−1→k

q [0] hJ−1→k
q [1] · · · hJ−1→k

q [L̃ − 1] 01×(M−JL̃)
· · · hJ−2→k

q [L̃ − 1] hJ−1→k
q [0] · · · hJ−1→k

q [L̃ − 2] 01×(M−JL̃)
. . .

...
...

. . .
...

...
· · · hJ−1→k

q [1] hJ−1→k
q [2] · · · h0→k

q [0] 01×(M−JL̃)

 , (23)
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and ηp,k is an approximation error. This approximation comes from the fact that we ignore the latter part of the channel110

impulse response as we assume that
(
h j→k

q [0], h j→k
q [1], . . . , h j→k

q [L − 1]
)
≃
(
h j→k

q [0], h j→k
q [1], . . . , h j→k

q [L̃ − 1],01×(L−JL̃)
)
.111

By this assumption, (22) can be obtained from (2) and (21) as,112

J−1∑
j=0

{
p j

(
C j→k

0,−Q,C
j→k
0,−Q+1, . . . ,C

j→k
0,Q

)}
≃

J−1∑
j=0

{
p j

(
C̃ j→k

0,−Q, C̃
j→k
0,−Q+1, . . . , C̃

j→k
0,Q

)}
(24)

=

J−1∑
j=0

{
p (ZM) jL̃

(
C̃ j→k

0,−Q, C̃
j→k
0,−Q+1, . . . , C̃

j→k
0,Q

)}
(25)

(26)
= p

(
C̃k

0,−Q, C̃
k
0,−Q+1, . . . , C̃

k
0,Q

)
, (27)

where C̃ j→k
0,q is a matrix given by113

C̃ j→k
0,q = C j→k

0,q

∣∣∣∣
h j→k

q [m]=0 (m≥L̃)
(28)

=


h j→k

q [0] h j→k
q [1] · · · h j→k

q [L̃ − 1] 0 0 · · · 0
0 h j→k

q [0] · · · h j→k
q [L̃ − 2] h j→k

q [L̃ − 1] 0 · · · 0
...

...
. . .

...
...

...
. . .

...

h j→k
q [1] h j→k

q [2] · · · 0 0 0 · · · h j→k
q [0]

 . (29)

Hence, the Rx obtains h j→k
q [m]

(
m ≤ L̃ − 1

)
by calculating (22).114

(iii) Obtain message m j,u by equalization. Specifically, there is a relationship between the message block m j,u and zk,u in115

(20) as116 (
z0,u, z1,u, . . . , zK−1,u

)
=
(
m0,u,m1,u, . . . ,mJ−1,u

)
Ccu (30)

=
(
m0,u,m1,u, . . . ,mJ−1,u

)

C0→0

cu C0→1
cu · · · C0→K−1

cu
C1→0

cu C1→1
cu · · · C1→K−1

cu
...

...
. . .

...
C J−1→0

cu C J−1→1
cu · · · C J−1→K−1

cu

 , (31)

where

C j→k
cu =


C j→k

ũ,−Q C j→k
ũ,−Q+1 · · · C j→k

ũ,Q−1 C j→k
ũ,Q 0M×M · · · 0M×M

0M×M C j→k
ũ+1,−Q · · · C j→k

ũ+1,Q−2 C j→k
ũ+1,Q−1 C j→k

ũ+1,Q · · · 0M×M
...

...
. . .

...
...

...
. . .

...

0M×M 0M×M · · · 0M×M C j→k
ũ+P−1,−Q C j→k

ũ+P−1,−Q+1 · · · C j→k
ũ+P−1,Q

 , (32)

and ũ = (1 + 2Q) + u(P + 2Q).117

Hence, the Rx calculates C̃cu = Ccu|h j→k
q [m]=0 (m≥L̃) using h j→k

q [m]
(
m ≤ L̃ − 1

)
and obtains the received message r j,u as118 (

r0,u, r1,u, . . . , rJ−1,u
)
=
[(
z0,u, z1,u, . . . , zK−1,u

)
+
(
η0,u,η1,u, . . . ,ηK−1,u

)]
C̃∗cu

(
C̃cuC̃

∗
cu

)−1
(33)

=
(
m0,u,m1,u, . . . ,mJ−1,u

)
+
(
η̃0,u, η̃1,u, . . . , η̃J−1,u

)
. (34)

where ηk,u is a part of ηk. Notice that η̃ j,u is a sum of three noises; part of the additive noise, approximation error in119

step (iii), and the channel measurement noise (if an estimated channel is used).120

Note that the above signal processing steps are based on the following assumptions.121

• All transmitted signals reach the Rx at the same time.122

• The Doppler shift is the same for all the Tx-Rx pairs.123

In simulations (Section III), we will consider the communication quality of MIMO systems if there exist time- and frequency-124

lags between the significant paths.125

D. Characteristics of MIMO D-OSDM126

In this paper, we employ normal D-OSDM and MIMO D-OFDM as main benchmarks. First, we briefly discuss our MIMO127

D-OSDM in comparison to the existing normal D-OSDM approach. The advantage of MIMO D-OSDM is an improvement128

of the spectrum efficiency; it can improve the spectrum efficiency J times that of normal D-OSDM while almost preserving129

its resilience against delay and Doppler spread without employing a higher modulation rate (e.g., QPSK to 16QAM) that is130

sensitive to channel noise. On the other hand, the disadvantage of MIMO D-OSDM is an increase of noise in the received131
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Fig. 5. Channel impulse response obtained at Suruga Bay (Tx-Rx distance: 350 m).

message, since the measurable delay spread of MIMO D-OSDM is limited compared to normal D-OSDM, as described in132

Section II-C. Specifically, MIMO D-OSDM measures h j→k
q [m] for 0 ≤ m ≤ L̃ − 1 and assumes h j→k

q [m] = 0 for m ≥ L̃. Hence,133

MIMO D-OSDM can be extended to larger architectures, but the maximum tolerated delay spread is inversely proportional134

to the number of senders. In other words, the communication speed increases proportional to the number of senders, but the135

communication quality becomes worse. However, the increase of noise due to the above assumption remains small when the136

number of senders J is small, since the average power of the channel impulse response decays with the delay, as shown in137

Fig. 5. In the following sections, we show that the advantages of MIMO D-OSDM outweigh its disadvantages when J = 2.138

We also briefly discuss our MIMO D-OSDM in comparison to the existing MIMO D-OFDM approach. Fig. 4(a) shows the139

signal structure of the MIMO D-OSDM signal (emitted from a specific emitter # j) in the time-frequency domain, where T140

represents the symbol time. As shown in the figure, the data matrix D j periodically appears in the MIMO D-OSDM signal in141
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the time-frequency domain. Focusing on the structure of the MIMO D-OSDM signal in the frequency domain, there are MN142

subcarriers with M pilot subcarriers and U groups of P data subcarriers. Both pilot and data subcarrier groups are separated143

using 2Q + 1 null subcarriers. In that sense, the MIMO D-OSDM signal is comparable to the MIMO OFDM signal that also144

separates data subcarrier groups from pilot subcarriers using null subcarriers (MIMO D-OFDM), as shown in Fig. 4(b).145

In [24], we showed that normal D-OSDM has advantages over normal D-OFDM [11], [12], [13] in terms of the low dynamic146

range of the transmitted signal and a better communication quality, in exchange for receiver complexity. These advantages and147

disadvantages still hold true when we compare MIMO D-OSDM and MIMO D-OFDM. Let us first focus on the peak-to-average148

power ratio (PAPR) of these signals. The maximum PAPR of the MIMO D-OSDM signal is proportional to the total number149

of message and pilot blocks (1 + PU), while that of the MIMO D-OFDM signal is proportional to the total number of active150

subcarriers M(1 + PU). Hence, MIMO D-OSDM is attractive from a practical point of view, since a small PAPR can avoid151

problems derived from the nonlinearity of the signal power amplifier at the Tx. Next let us focus on the delay and Doppler152

resilience of these signals. In both techniques, the null subcarriers between the pilot and data signals are used to facilitate153

Doppler compensation by avoiding ICI. On the other hand, comparing Figs. 4(a) and 4(b), it is clear that both the message and154

pilot signals appear periodically in both the time and frequency domains in the MIMO D-OSDM signal, while they appear at155

unique subcarriers in the MIMO D-OFDM signal. This periodical appearance of pilot and data signals in MIMO D-OSDM156

provides a robustness against frequency-selective fading, hence, MIMO D-OSDM would achieve better communication quality157

than MIMO D-OFDM in a UWA channel with a large delay spread. Note that such spreading the information in this way is158

not unique to OSDM; it can be done with multiple frequency-shift keying (MFSK) [31] and [15] does it with OFDM.159

III. Performance Evaluation in Simulations160

A. Simulation environment161

TABLE III
Parameters of normal D-OSDM, MIMO D-OSDM, classicalMIMO OFDM andMIMO D-OFDM used in simulation I.

Normal
D-OSDM

MIMO
D-OSDM

MIMO
D-OFDM

Classical
MIMO-OFDM

M 127
P 2 1
U 1 1
Q 2 0
L 127
J 1 2
K 2

Modulation
(b: Number of bits per symbol)

16QAM
(b = 4) QPSK (b = 2)

Channel coding
(R: Code rate) N/A (R = 1)

Carrier frequency fc (kHz) 24
Signal bandwidth B (kHz) 4.8
Effective data rate (kbps)

bJMPUBR/ (MN + L) 3.20 6.40

Spectrum efficiency (bps/Hz)
bJMPUR/ (MN + L) 0.66 1.33

In this section, we evaluate the performance of MIMO D-OSDM in simulations. In simulation I, we evaluated the performance162

[output signal-to-noise ratio (OSNR) and bit-error-rate (BER)] of MIMO D-OSDM, normal D-OSDM, MIMO D-OFDM and163

classical MIMO OFDM in an UWA channel with various fd values at a specific Eb/N0 of 25 dB. In simulation II, we evaluated164

the BER of MIMO D-OSDM, normal D-OSDM and MIMO D-OFDM in an UWA channel with various Eb/N0 values at a165

specific fd of 8 Hz. In simulation III, we evaluated the OSNR and BER of MIMO D-OSDM and MIMO D-OFDM in an UWA166

channel at a specific Eb/N0 of 15 dB and fd of 8 Hz, with time- and frequency-lags of the significant paths (∆t and ∆ f ).167

Table III shows the parameters used in simulation I. We consider MIMO D-OSDM with two emitters and two hydrophones168

(2 × 2). We also consider normal D-OSDM with a single emitter and two hydrophones (1 × 2), as well as MIMO D-OFDM169

and classical MIMO OFDM with two emitters and two hydrophones (2 × 2) as references. Note that the signal bandwidth,170

data rate, and total output power of the MIMO D-OSDM, normal D-OSDM, and MIMO D-OFDM are the same, while the171

data rate of classical MIMO OFDM is double to those of Doppler-resilient schemes (MIMO D-OSDM, normal D-OSDM and172

MIMO D-OFDM).173
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TABLE IV
Parameters of normal D-OSDM, MIMO D-OSDM, andMIMO D-OFDM used in simulation II and III , and experiments.

Normal
D-OSDM

MIMO
D-OSDM

MIMO
D-OFDM

M 127
P 2
U 1
Q 2
L 127
J 1 2
K 2

Modulation
(b: Number of bits per symbol)

16QAM
(b = 4) QPSK (b = 2)

Channel coding
(R: Code rate) Turbo code (R = 1/3)

Carrier frequency fc (kHz) 24
Signal bandwidth B (kHz) 4.8
Effective data rate (kbps)

bJMPUBR/ (MN + L)
1.06 (with coding)

3.20 (without coding)
Spectrum efficiency (bps/Hz)

bJMPUR/ (MN + L)
0.22 (with coding)

0.66 (without coding)

Table IV shows the parameters used in simulations II and III. Different from simulation I, we do not employ classical MIMO174

OFDM since the performance of MIMO OFDM was not good in UWA channels with large Doppler spread. Hence, we consider175

MIMO D-OSDM with two emitters and two hydrophones (2 × 2), and consider normal D-OSDM with a single emitter and176

two hydrophones (1× 2), as well as MIMO D-OFDM with two emitters and two hydrophones (2× 2) as references. Note that177

the signal bandwidth, data rate, and total output power of MIMO D-OSDM, normal D-OSDM, and MIMO D-OFDM are the178

same. Furthermore, a Turbo code with a code rate R of 1/3 is employed in simulations II and III, to evaluate the performance179

of communication schemes in practical circumstances. The channel encoding is performed block-by-block so that the input180

block length to the encoder is the same for D-OSDM, MIMO D-OSDM, and MIMO D-OFDM. Specifically,181

1) The transmitter reads binary data of length 328 bits.182

2) The transmitter calculates the encoded message of length 328 × 3 + 12 (tail bits) = 996 bits using the considered Turbo183

code (code rate R: 1/3).184

3) For the 2 × 2 MIMO system (MIMO D-OSDM and MIMO D-OFDM), the transmitter calculates 498 QPSK symbols185

from 996 bits, adds 10 redundant symbols to generate a symbol length of 508 (JMPU). Note that the redundant symbols186

are not used to calculate the BER.187

4) For the 2 × 1 MISO system (Normal D-OSDM), the transmitter calculates 249 16QAM symbols from 996 bits, adds 5188

redundant symbols to generate a symbol length of 254 (JMPU). Note that the redundant symbols are again not used to189

calculate the BER.190

5) These JMPU symbols are then converted to vectors m j,u,p of size 1 × M.191

6) Finally, the transmitter calculates x0,x1, . . . ,xJ−1 and xOFDM
0 ,xOFDM

1 , . . . ,xOFDM
J−1 from m j,u,p, and outputs them to the192

UWA channel.193

In simulations, a discrete-time equivalent baseband channel model was established with a maximum delay of 127 taps194

(26.4 ms) and a maximum Doppler spread of fd Hz taking various values, to simulate an UWA channel with large delay and195

Doppler spreads. The first path exhibits a Rice distribution with Rice factor (the ratio of signal power in dominant component196

over the scattered power) of 0 dB, considering the fact that the experiment was performed in a line-of-sight environment, where197

the direct-path signal and surface-reflected signal arrive within a symbol time. Other paths exhibit a Rayleigh distribution where198

the gain of the discrete paths decreased 0.31 dB per tap in power. In such condition, the root-mean square (RMS) delay spread199

of the channel was about 5 ms (approximately 25 symbols) [32]. The channel impulse responses from emitter # j to hydrophone200

#k were independent of each other. The Doppler spectrum was assumed to have a bell shape with a maximum Doppler shift201

of fd Hz. A Gaussian white process was used as additive noise.202

B. Results of Simulations I and II203

Let us focus on the result of simulation I (Fig. 6). Figs. 6(a) and 6(b) show the relationship between the normalized maximum
Doppler shift (ratio of fd to subcarrier spacing) and the OSNR and BER without coding, respectively. Note that the OSNR is
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the ratio of the average reference signal power to the mean square error. It is computed by measuring the modulation accuracy
by comparing the received symbol constellation with the ideal input signal (reference constellation). Specifically, the OSNR
is calculated as

OS NR =

J−1∑
j=0

M−1∑
m=0

P−1∑
p=0

U−1∑
u=0

|M j,u[p,m]|2

J−1∑
j=0

M−1∑
m=0

P−1∑
p=0

U−1∑
u=0

|M j,u[p,m] − M̃ j,u[p,m]|2
, (35)

where M̃ j,u[p,m] and M j,u[p,m] are the received symbol constellation and ideal input signal (reference constellation),204

respectively.205
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As shown in Fig. 6(a), classical MIMO OFDM performs best without any Doppler spread, and the OSNR curve of classical206

MIMO OFDM is a monotonically decreasing function. This is because the Doppler factor becomes noise to the classical207

MIMO OFDM scheme due to ICI. Different from classical MIMO OFDM, the decrease of the OSNR of normal D-OSDM is208

suppressed until the normalized Doppler shift is about 2.4 times larger than the subcarrier spacing (as indicated by the dotted209

line in Fig. 6). Furthermore, the OSNR curves of MIMO D-OSDM and MIMO D-OFDM have a local maximum at the dotted210

line, respectively. This is because they can utilize both the delay and Doppler diversity as fd increases, but if fd is too high it211

causes interference between the pilot and data subcarriers.212

Focusing on the BER curves of MIMO D-OSDM, normal D-OSDM, MIMO D-OFDM, and classical MIMO OFDM at the213

dotted line in Fig. 6(b), it is clear that MIMO D-OSDM achieves a better performance than the benchmarks 1. As shown in214

1Note that the BER curves cross one another, but not the OSNR curves in Fig. 6. This is because we employ different symbol constellations in the red,
green, blue and orange lines. In this paper, we compare 16 QAM (red line, sensitive to noise, fast) with one transmit antenna and QPSK (green, blue and
orange lines, robust to noise, slow) with two transmit antennas resulting in the same effective data rate. Hence, the relationship between OSNR and the BER
of 16QAM (red line) and QPSK (blue, green and orange lines) is different, resulting in a different tendency for the two graphs.
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the figure, MIMO D-OSDM achieves a BER of 2.5 × 10−5 at the dotted line, while normal D-OSDM, MIMO D-OFDM and215

classical MIMO OFDM achieve a BER of 5.6 × 10−5, 1.4 × 10−3 and 9.0 × 10−2 at the same Doppler shift, respectively.216

Let us next focus on the result of simulation II (Fig. 7). Figs. 7(a) and 7(b) show a relationship between the Eb/N0 and217

BER with/without coding, respectively, when the normalized Doppler shift is about 2.4 times larger than the subcarrier spacing218

( fd = 8 Hz). As shown in Fig. 7(a), MIMO D-OSDM achieves a BER of 10−3 when Eb/N0 is 18.0 dB, while normal D-OSDM219

achieves the same BER when Eb/N0 is 22.0 dB and MIMO D-OFDM has a BER floor above 10−3. The advantage of MIMO220

D-OSDM over normal D-OSDM and MIMO D-OFDM still holds true when we compare them with channel coding. As shown221

in Fig. 7(b), MIMO D-OSDM achieves a BER of 10−3 when Eb/N0 is 7.4 dB, while normal D-OSDM and MIMO D-OFDM222

achieve the same BER when Eb/N0 is 8.7 dB and 9.1 dB, respectively.223

These simulation results suggest that MIMO D-OSDM is attractive for UWA communication. From simulation I, we found224

that MIMO D-OSDM, normal D-OSDM, and MIMO D-OFDM achieve better performance than classical MIMO OFDM225

under the presence of Doppler spread. In UWA communication, the channel diversity can enhance the communication system226

performance, while the noise limits the communication system performance. Since MIMO D-OSDM, normal D-OSDM, and227

MIMO D-OFDM have null subcarriers to safeguard against ICI, they can utilize the Doppler factor to give the communication228

system channel diversity, resulting in a better performance than classical schemes under the presence of Doppler spread [33].229

Furthermore, from simulations I and II, we found that the performance of MIMO D-OSDM is better than normal D-OSDM and230

MIMO D-OFDM. This means that the advantages of MIMO D-OSDM (increase of spectrum efficiency without using a higher231

modulation rate) outweigh its disadvantage (an increase of noise due to channel approximation), as described in Section II-D.232

In addition, the resilience of MIMO D-OSDM with respect to the delay spread is better than that of MIMO D-OFDM, as233

described in Section II-D. These advantages of MIMO D-OSDM were also validated in the following experiments.234

C. Results of Simulation III235

Let us next focus on the result of simulation III. In simulation III, we evaluated the OSNR and BER of MIMO D-OSDM and236

MIMO D-OFDM in an UWA channel with time- and frequency-lags between the significant paths. Fig. 8(a) shows a scenario237

when there exist a time-lag between significant paths. As shown in the figure, there are four significant paths between the Tx238

and Rx (E#0 → H#0, E#0 → H#1, E#1 → H#0 and E#1 → H#1), and the spatial position difference between emitters and239

hydrophones causes a different time-of-arrival (in this figure, the transmitted signals passing through E#1 → H#0 and E#1 →240

H#1 arrive at the Rx with a delay of ∆t compared to the signals passing through E#0 → H#0 and E#0 → H#1). Fig. 9(a)241

shows a scenario when there exist a frequency-lag between significant paths. As shown in the figure, the Doppler shift of each242

path differs due to the movement of the communication platform (in this figure, E#1 → H#0 and E#1 → H#1 have a Doppler243

shift of ∆ f compared to that passes through E#0 → H#0 and E#0 → H#1).244

Figs. 8(b) and (c) show the relationship between ∆t and the OSNR and BER with coding, respectively. From these figures,245

we found that a small time-lag between the received signals does not affect the performance of the MIMO system much. As246

shown in Fig. 8(b), the OSNR curves of MIMO D-OSDM and MIMO D-OFDM gradually decrease as the time-lag between the247

two received signals increases, and suddenly drops when ∆t exceeds the maximum tolerated delay spread [L/(JB)]. However,248

as shown in Fig. 8(c), the BER remains under 10−4 when ∆t remains within 10 ms. Hence, a time-lag among the received249

signals does not affect the performance of a MIMO system much, since a ∆t of 10 ms already corresponds to a length difference250

of 15 m. However, it was also found that an extension to larger architectures and an increase of bandwidth (increase of J and251

B, respectively) limits the allowable time-lag, and a careful design of the Tx and Rx (e.g., physical arrangement of emitters252

and hydrophones) is necessary.253

Figs. 9(b) and (c) show the relationship between ∆ f and the OSNR and BER with coding, respectively. As before, the254

OSNR curves of MIMO D-OSDM and MIMO D-OFDM gradually decrease as the frequency-lag between the two received255

signals increases, and the BER remains under 10−4 when ∆ f remains within two subcarrier spacings [2B/(MN) = 6.2 Hz].256

From these results, it was found that the effect of frequency-lag among the received signals may affect the performance of a257

MIMO system, since the rotational movement of the communication platform can easily exceed the allowable frequency lag258

for practical parameter values. Specifically, a velocity difference ∆v of 0.4 m/s between E#0 and E#1 creates a ∆ f of two259

subcarrier spacings when we use the parameters shown in Table IV, where260

∆v = c
∆ f

fc + ∆ f
, (36)

and c is the sound velocity in water (approximately 1,500 m/s). However, considering the facts that the rudder of underwater261

vehicles has a deflection to avoid stalling and the turning radius increases as the speed increases [34], such a maneuver that262

generates a large velocity difference between emitters or hydrophones and thus a performance degradation remains rare in263

actual underwater vehicle operations. Of course a careful design of the Tx and Rx (e.g., parameters M, N and B) is necessary,264

since an increase of M and N and a decrease of signal bandwidth B makes the subcarrier spacing small, and an increase of265

the carrier frequency makes the Doppler difference ∆ f large, which all limit the allowable frequency lag.266

These simulation results suggest that MIMO D-OSDM is attractive for UWA communication, but careful consideration is267

necessary since the communication quality of MIMO systems drops if there exist time- and frequency-lags of the significant268
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paths. Especially, the effect of a frequency-lag among the received signals may affect the performance of a MIMO system, since269

the rotational movement of the communication platform can exceed the allowable frequency-lag easily for practical parameter270

values (Table IV). Such effects were also validated in the following experiments.271

IV. Performance Evaluation in Sea Trials272

A. Experimental setup and procedure273

In this section, we evaluate the performance of MIMO D-OSDM in sea trials. The experiment was performed in the Suruga274

Bay, Japan (35.02◦ N, 138.89◦ E) on 22 June 2018. Figs. 10 and 11 show the experimental setup. As shown in the figures,275

the Tx and Rx are mounted on a research vessel and a floating barge, respectively. At the Tx, two emitters (OST-2120, OKI276

SEATEC) were fixed 2.0 m below the water level using a stainless tube, and the distance between emitters was about 3.2 m.277

At the Rx, two hydrophones (OST-2120, OKI SEATEC) were hung 12.4 m below the water level, and the distance between278

hydrophones was about 3.0 m. The water depth at the Rx was 32 m, and it increases up to 54 m as the Tx-Rx distance279

increases. The position and velocity of the Tx were monitored by a GPS receiver throughout the experiment.280

During the sea trial, the research vessel with the Tx makes round-trips between the starting point and turning point (Fig. 12).281

Specifically, the round-trip was performed by the following steps.282

Step 1: The Tx starts emitting the signal283
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Fig. 10. Side view of the transmitter and receiver.
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Fig. 11. Top view of the transmitter and receiver.

Step 2: The Tx departs the starting area located 35 m from the Rx and runs toward the turning area with constant284

speed.285

Step 3: When the Tx approaches the turning area located 550 m from the Rx, the Tx decreases its speed, changes its286

direction and runs toward the starting area with constant speed.287

Step 4: When the Tx approaches the starting area, the Tx decreases its speed, changes its direction and stops emitting288

the signal.289

The sea trial was divided into two parts – channel probing and testing the UWA communication. In the channel probing,290

we measured the delay and Doppler spreads of the UWA channel. As probing signal, two signals – a burst chirp signal (center291

frequency: 24 kHz, bandwidth: 4.8 kHz) and a continuous sinusoid of 24 kHz – are employed to measure the delay and Doppler292

spread, respectively. The above round-trip was repeated two times for each signal.293

To test the UWA communication, we emitted MIMO D-OSDM, normal D-OSDM and MIMO D-OFDM signals with294

parameters as in Table III. Different from the simulation that is performed using baseband signals, the experiment was performed295

Rx

0 100 200 300 400 500 (m)

50

40

3
0

Course of Tx

Normal D-OSDM
MIMO D-OSDM
MIMO D-OFDM

N

Starting area

Turning area

Fig. 12. Map of the sea trial area.
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using passband signals whose center frequency was 24 kHz. As for channel probing, the Tx made two round-trips for each296

signal. During the round-trips, the Tx outputs 36 signal blocks 49 times (in total: 1,764 signal blocks) with an interval of297

30 s for each signal. The Rx recorded the signal, performed the Doppler shift correction, performed the signal demodulation,298

and calculated the Eb/N0 and output BER of the received signal. Specifically, the Rx removes the overall Doppler shift prior299

to the signal demodulation in the following two steps: (1) rough Doppler shift correction using measured velocity of the Tx300

by the GPS and (2) precise Doppler shift correction by minimizing the spillover energy in null subcarriers block-by-block.301

Furthermore, the Eb/N0 is calculated by measuring the signal-to-noise ratio (SNR) under the following assumptions on the302

communication signal and noise:303

1) During the sea trial, the transmitter outputs 36 signal blocks 49 times with an interval of 30 s for each signal. We call304

a group of 36 signal blocks as frame.305

2) The receiver firstly calculates the mean power of each received signal block (with a bandpass filter whose cutoff306

frequencies are 21.5 and 26.5 kHz) and stores it as S nb,nr + Nnb,nr , where nb = 0, 1, . . . , 35 (block number) and307

nr = 0, 1, . . . , 48 (frame number).308

3) Then the receiver calculates the mean power of the noise from the recorded signal and stores it as Ñnr when the transmitter309

is not active.310

4) The SNR of each signal block is calculated as (S nb,nr + Nnb,nr − Ñnr )/Ñnr .311

5) Finally, the Eb/N0 is calculated by dividing the SNR by the (effective) spectrum efficiency, as shown in Table III.312

In experiments, the distance between transmitters / hydrophones was set as 3.2 m and 3.0 m, respectively. In this case,313

the maximal time-lag ∆t in Section III-C becomes approximately 4 ms, when the Tx changes its direction at the starting and314

turning areas (path length from E#0 and E#1 to the Rx differs 3.2 m at most). Since the length of the guard interval was315

26.5 ms, such a time-lag does not affect the communication quality much.316

B. Results of channel probing317

Fig. 13 shows the results of channel probing. Let us focus on the results obtained by GPS [Figs. 13(a) and 13(b)], that show318

the relationship of the experiment time with the Tx-Rx distance and speed of the Tx, respectively. As shown in Fig. 13(a),319

the Tx makes two round trips between the starting area (Tx-Rx distance: 35 m) and turning area (Tx-Rx distance: 550 m) for320

26 min. As shown in Fig. 13(b), the Tx runs between the starting area and turning area with almost constant speed (4 kt).321

When the Tx changes its direction, the Tx speed was reduced to 0.5 kt.322

Let us next focus on the results obtained by the probing signals [Figs. 13(c) and 13(d)]. The figures show the relationship323

of the experiment time with the delay and Doppler spreads of the UWA channel, respectively. Note that the delay and Doppler324

spreads are corrected for the transmission loss using the Tx-Rx distance. The white dotted lines in Fig. 13(c) show the maximum325

delay spread that can be measured by normal D-OSDM (L) and MIMO D-OSDM (L̃), respectively. The white dotted lines in326

Fig. 13(d) show the subcarrier spacing of normal D-OSDM, MIMO D-OSDM and MIMO D-OFDM in the frequency domain,327

respectively.328

Focusing on the delay spread of the UWA channel, Fig. 13(c) shows that we can test UWA communication with various329

delay spreads. The figure clearly illustrates that the delay spread of the UWA channel (-20 – 0 dB) ranges from a few to tens330

of milliseconds. To evaluate this more quantitatively, we calculated the RMS delay spread of the UWA channel [32]. Fig. 14331

shows a histogram of the RMS delay spread using the dominant paths of the UWA channel (-20 – 0 dB). As shown in the332

figure, the RMS delay spread distributes from 7.5×10−1 (3.6 symbols) to 6.2 ms (29.7 symbols), and their average was 2.0 ms333

(9.6 symbols). By comparing Figs. 13(a) and 13(c), we found that the delay spread of the UWA channel becomes large when334

the Tx is in the starting area, and it sometimes exceeds the white dotted lines meaning that it results in interblock interference335

(IBI). Note that the effect of IBI on MIMO D-OSDM is larger than that on normal D-OSDM (the measurable delay spread of336

MIMO D-OSDM is half that of normal D-OSDM),337

Furthermore, since the performance of MIMO systems depends largely on the correlation between the UWA channel338

coefficients, we also calculated the correlation coefficient among four significant paths between the Tx and Rx (E#0 →339

H#0, E#0 → H#1, E#1 → H#0 and E#1 → H#1). The correlation coefficient is computed by taking the impulse response340

values in each path, and then calculating the Pearson correlation coefficient between them. As a result, we found that many341

of the UWA channels are only slightly correlated, but some UWA channels have a high correlation value, because the spatial342

diversity of the Rx is weak compared to that of the Tx.343

Fig. 15 shows a histogram of the channel correlation coefficient from the experiment, where a value of 0 and 1 indicates344

the UWA channel is low- and high-correlated, respectively. From this figure, it was found that many of the UWA channels345

are only slightly correlated [average correlation coefficient of (E#0 → H#0, E#1 → H#0), (E#0 → H#0, E#1 → H#1), (E#0346

→ H#1, E#1 → H#0) and (E#0 → H#1, E#1 → H#1) is approximately 0.3]. However, some UWA channels have a high347

correlation value [average correlation coefficient of (E#0 → H#0, E#0 → H#1) and (E#1 → H#0, E#1 → H#1) is 0.78 and348

0.62, respectively]. This means that the spatial diversity of the Rx (H#1 and H#2) is weak compared to that of the Tx (E#1349

and E#2). However, we will show that MIMO systems (MIMO D-OSDM and MIMO D-OFDM) outperform SIMO systems350

(normal D-OSDM) in such an environment.351
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Focusing on the Doppler spread of the UWA channel, it was found that the Doppler spread is large enough to boost the352

Doppler diversity. Note that the averaging time for the Doppler spread was 1.5 s while the block duration of the communication353

signal was 264.6 ms. As shown in Fig. 13(d), the maximum Doppler spread of the UWA channel (-20 – 0 dB) was about354

several Hertz, and sometimes spreads over 2–3 subcarrier spacings. In addition, by comparing Figs. 13(b) and 13(d), we found355

that the effect of the Doppler spread is dominant when the Rx is at the starting and turning area, where the velocity and356

direction of the Tx changes dynamically. Such an environment would be ideal for UWA communication, since the performance357

of MIMO D-OSDM, normal D-OSDM, and MIMO D-OFDM would be good when the normalized Doppler shift is about 2.4358

times larger than the subcarrier spacing, as described in Section III.359

Consequently, we can conclude that the UWA channel used in this experiment has various delay and Doppler spreads, which360

makes it desirable to evaluate the UWA communication performance.361

C. Results of UWA communication362

TABLE V
Uncoded and coded block error rate obtained in the sea trial.

Normal D-OSDM MIMO D-OSDM MIMO D-OFDM
Uncoded block error rate (%) 100 87.8 91.7
Coded block error rate (%) 9.7 3.2 9.3

The experimental results are shown in Figs. 16, 17, and Table V. At first, we would like to discuss whether we can compare363

the performance of MIMO D-OSDM, normal D-OSDM, and MIMO D-OFDM. Fig. 12 shows the Tx courses measured by364

GPS. As shown in the figure, the test courses of MIMO D-OSDM, normal D-OSDM, and MIMO D-OFDM are almost the365

same. Hence, it is considered that the performances of MIMO D-OSDM, normal D-OSDM, and MIMO D-OFDM are evaluated366

under almost the same experimental conditions. In the following, we show that MIMO D-OSDM can achieve more reliable367

UWA communication than normal D-OSDM and MIMO D-OFDM even in the experiments.368

1) MIMO D-OSDM vs. normal D-OSDM: Let us compare the performance of MIMO D-OSDM and normal D-OSDM.369

Figs. 16(a) and 16(c) show the relationship of the experiment time with the BER (without coding) and BER (with coding),370

respectively. As shown in Fig. 16(a), the BER (without coding) of MIMO D-OSDM (blue points) is smaller than that of normal371

D-OSDM (red points) generally. This means that the advantages of MIMO D-OSDM (increase of spectrum efficiency without372

using a higher modulation rate) generally outweigh its disadvantages (an increase of noise due to channel approximation). On373

the other hand, the BER of MIMO D-OSDM is larger than that of normal D-OSDM when the Tx is in the starting area, where374

the delay spread of the UWA channel largely exceeds the measurable delay spread [Fig. 13(c)]. In such cases, it was found375

that the advantages of MIMO D-OSDM do not outweigh its disadvantages.376

The advantage of MIMO D-OSDM over normal D-OSDM still holds true when we compare their performance with channel377

coding [Fig. 16(c)]. As shown in Fig. 16(c), the BER of MIMO D-OSDM and normal D-OSDM improves dramatically. As378

for the experimental results without coding, the BER of MIMO D-OSDM is smaller than that of normal D-OSDM in general,379

except when the Tx is in the starting area.380

From the experimental results, we also found that MIMO D-OSDM has several errors even at the starting area, although381

normal D-OSDM achieves error-free communication [Figs. 16(a) and 16(c)]. One of the reasons considered is the existence382
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of the frequency-lag among the received signals, that was considered in simulation III. As described in Section III-C, the383

frequency-lag among the received signals affects the performance of a MIMO system when the communication platform makes384

a rotational motion, and the Tx actually makes such a motion in this experiment. However, as discussed in Section III-C, such385

a maneuver that creates a large velocity difference between emitters or hydrophones remains rare in actual underwater vehicle386

operations. Hence, it would not affect communication much in actual underwater vehicle operations.387

We also would like to compare the experimental results and simulation results. Figs. 17(a) and 17(c) show the relationship388

of the Eb/N0 with the BER (without coding) and BER (with coding), respectively. Similar to the simulation results [Figs. 7(a)389

and 7(b)], it seems that MIMO D-OSDM has a better BER performance than normal D-OSDM. On the other hand, the BER390

of MIMO D-OSDM is sometimes larger than normal D-OSDM when the Eb/N0 is larger than 30 dB, due to the effect of a391

large delay spread. These results suggest that we should use MIMO D-OSDM and normal D-OSDM depending on the delay392

spread length – when the delay spread greatly exceeds the guard interval, the use of normal D-OSDM would be better than393

the use of MIMO D-OSDM.394

Finally, we would like to compare the advantage of MIMO D-OSDM over normal D-OSDM from a practical perspective.395

Table V shows the block error rate (BLER) of normal D-OSDM and MIMO D-OSDM. The BLER was calculated by dividing396

the number of erroneous blocks to the total number of transmitted blocks. As shown in the table, MIMO D-OSDM achieves397

a better BLER than normal D-OSDM. Especially, the BLER of MIMO D-OSDM is about 1/3 compared to that of normal398

D-OSDM when we use channel coding. The obtained results suggest that MIMO D-OSDM can achieve more reliable UWA399

communication than normal D-OSDM.400

2) MIMO D-OSDM vs. MIMO D-OFDM: Let us next compare the performance of MIMO D-OSDM and MIMO D-OFDM.401

Figs. 16(b) and 16(d) show the relationship of the experiment time with the BER (without coding) and BER (with coding),402

respectively. Different from Section IV-C1, we could not observe a clear difference between the BER (without coding) of403

MIMO D-OSDM (blue points) and MIMO D-OFDM (green points) generally. However, the performance difference becomes404

clear when we focus on the communication results with channel coding [Fig. 16(d)]. As shown in Fig. 16(d), the BER of405

MIMO D-OSDM is smaller than that of MIMO D-OFDM in general.406
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We also would like to compare the experimental results and simulation results. Figs. 17(b) and 17(d) show the relationship407

of the Eb/N0 with the BER (without coding) and BER (with coding), respectively. From Fig. 17(b), we could not find a clear408

difference between MIMO D-OSDM and MIMO D-OFDM when we compare them without channel coding. On the other409

hand, the number of errors in MIMO D-OFDM seems to be larger than that of MIMO D-OSDM, when we compare them410

with channel coding [Fig. 17(d)].411

Finally, we would like to show an advantage of MIMO D-OSDM over MIMO D-OFDM from a practical perspective. As412

shown in Table V, MIMO D-OSDM achieves a better BLER than normal D-OSDM. As in Section IV-C1, the BLER of MIMO413

D-OSDM is about 1/3 compared to that of MIMO D-OFDM when we use channel coding. The obtained results suggest that414

MIMO D-OSDM can also achieve more reliable UWA communication than MIMO D-OFDM.415

V. Conclusion416

In this paper, we have combined MIMO signaling and normal D-OSDM to achieve both energy- and spectrum-efficient UWA417

communication. We developed the transmitter and receiver processing for MIMO D-OSDM and showed that MIMO D-OSDM418

can improve the spectrum efficiency while preserving the characteristics of D-OSDM in terms of its resilience against delay and419

Doppler spreads. We also evaluated the performance of MIMO D-OSDM in doubly spread channels in both simulations and420

sea trials. The simulation and experimental results suggested that MIMO D-OSDM has an advantage over normal D-OSDM,421

MIMO D-OFDM and classical MIMO OFDM – MIMO D-OSDM achieved a better BER than the benchmarks. In addition,422

in the sea trial, the BLER of MIMO D-OSDM was about 1/3 compared to that of normal D-OSDM and MIMO D-OFDM.423

We can conclude that MIMO D-OSDM is a viable technique that achieves reliable and effective UWA communication. An424

extension of our technique to a multiuser environment and the consideration of multiuser interference is one of our future425

works.426
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