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New developments for high-dimensional higher-order asymptotics and its
applications

YATA, KAZUYOSHI

3,300,000

We developed higher-order asymptotic theories for higher-dimensional
statistical analysis. Based on higher-order bias-corrected estimators and higher-order statistics
for high-dimensional data, we provided highly flexible and accurate statistical methodologies such
as inferences for high-dimensional mean vectors and covariance matrices, high-dimensional
discriminant analysis, high-dimensional clustering.
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