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In this study, we reviewed previous academic systems and developed a new
technology for analyzing ultra-high-dimensional data at high speed and with high accuracy. The novel
idea is "individualized modeling™. We aimed at innovative developments in science, technology and

industry. We produced the following significant results: (1) Developments of high-speed clustering

for ultra-high-dimensional data, and the creation of the I.1.D. transformation method. (2) Precise

statistical analysis for the latent structure and noise structure of ultra-high-dimensional data.

(3) Establishment of the "individualized modeling"™ method using ultra-high-dimensional data.

This novel approach now allows the high-speed, high-accurate analysis of ultra-high-dimensional data

fwhigh had not been possible with existing methods. This will be of particular merit in the medical
ield.



Wang et al. (WNature

Communications 9, 2018) 300
40
4001 — Macular retina O Normal
Normal AMD ~— Peripheral retina 4+ AmMD
— Macular RPE O,
200 — Peripheral RPE 0*0

MDS coordinate 2
o
+

-200 4+ +
B
+
_4m A A A J
-400 -200 0 200 400

MDS coordinate 1

PC

PC
3
@ 1D
@
©)
€h)
(11D)

(J. Multivariate Anal. 101, 2010)

11D
@ @ 11D

(Statistica Sinica 28, 2018)

® @



€y

11D
300

Wald Prize
@ 2

®

(DWD)

@

€Y
PCA

)

(Zoom)

€))
@

"data piling"

(Zoom)

@
(11D)

40
PC

®

Abraham
2
©)
PCA
PCA
PCA
PC

Best Faculty Member Award



13 13 0 13

73
2021
360 379
DOI
Ishii AKi Yata Kazuyoshi Aoshima Makoto 73
Hypothesis tests for high-dimensional covariance structures 2021
Annals of the Institute of Statistical Mathematics 599 622
DOI
10.1007/s10463-020-00760-5
Nakayama Yugo Yata Kazuyoshi Aoshima Makoto 185
Clustering by principal component analysis with Gaussian kernel in high-dimension, low-sample- 2021

size settings

Journal of Multivariate Analysis

104779 104779

DOl
10.1016/j . jmva.2021.104779

Egashira Kento Yata Kazuyoshi Aoshima Makoto 4
Asymptotic properties of distance-weighted discrimination and its bias correction for high- 2021
dimension, low-sample-size data

Japanese Journal of Statistics and Data Science 821 840

DOl
10.1007/s42081-021-00135-x




Yata Kazuyoshi Aoshima Makoto

47

Geometric consistency of principal component scores for high- dimensional mixture models and 2020

its application

Scandinavian Journal of Statistics 899 921
DOl

10.1111/sjos.12432

Ishii AKi Yata Kazuyoshi Aoshima Makoto 49

High-dimensional Two-sample Test Procedures under the Strongly Spiked Eigenvalue Model 2020

Ouyou toukeigaku 109 125
DOl

10.5023/jappstat.49.109

Nakayama Yugo Yata Kazuyoshi Aoshima Makoto 72

Bias-corrected support vector machine with Gaussian kernel in high-dimension, low-sample-size 2020

settings

Annals of the Institute of Statistical Mathematics 1257 1286
DOl

10.1007/s10463-019-00727-1

Aoshima Makoto Yata Kazuyoshi 71

Distance-based classifier by data transformation for high-dimension, strongly spiked eigenvalue 2019

models

Annals of the Institute of Statistical Mathematics 473 503

DOl
10.1007/s10463-018-0655-2




Aoshima Makoto Yata Kazuyoshi

21

High-dimensional quadratic classifiers in non-sparse settings 2019

Methodology and Computing in Applied Probability 663 682
DOl

10.1007/s11009-018-9646-z

Ishii AKi Yata Kazuyoshi Aoshima Makoto 202

Equality tests of high-dimensional covariance matrices under the strongly spiked eigenvalue 2019

model

Journal of Statistical Planning and Inference 99 111
DOl

10.1016/j . jspi.2019.02.002

Ishii AKi Yata Kazuyoshi Aoshima Makoto 2

Inference on high-dimensional mean vectors under the strongly spiked eigenvalue model 2019

Japanese Journal of Statistics and Data Science 105 128
DOl

10.1007/s42081-018-0029-z

Ishii AKi Yata Kazuyoshi Aoshima Makoto 204

A quadratic classifier for high-dimension, low-sample-size data under the strongly spiked 2019

eigenvalue model

Proceedings of the 14th Workshop on Stochastic Models, Statistics and their Application 131 142

DOl
10.1007/978-3-030-28665-1_10




49

Ishii AKi
A classifier under the strongly spiked eigenvalue model in high-dimension, low-sample-size 2020
context

1561 1577

Communications in Statistics - Theory and Methods

DOl
10.1080/03610926.2018.1528365

23 15 13

2021

Ishii A., Yata K., Aoshima M.

High-dimensional quadratic classifiers under the strongly spiked eigenvalue model

I1SA 2021 Conference

2021

Yata K., Ishii A., Aoshima M.

Tests for covariance structures in high-dimensional data

The 4th International Conference on Econometrics and Statistics

2021




Ishii A., Yata K., Aoshima M.

High-dimensional classifiers under the strongly spiked eigenvalue model

The 4th International Conference on Econometrics and Statistics

2021

Nakayama Y., Yata K., Aoshima M.

Clustering by kernel PCA with Gaussian kernel and tuning for high-dimensional data

The 4th International Conference on Econometrics and Statistics

2021

Yata K., Aoshima M.

Sparse PCA for high-dimensional data based on the noise-reduction methodology and its application

The 63rd ISI World Statistics Congress

2021

Nakayama Y., Yata K., Aoshima M.

Asymptotic properties of high-dimensional kernel PCA and its applications

International Symposium on New Developments of Theories and Methodologies for Large Complex Data

2021




2021

2021

Suchetha COORAY

2021

PCA

2020




Takeuchi T Kono K Nakanishi K Yata K Aoshima M Egashira K Ishii A

High-Dimensional Statistics for Integral Field Spectroscopic Data

2020

2020

Analysis of Spatially Resolved Galaxy Spectra as a High-Dimensional Low-Sample Size Data Problem

2020

Takeuchi T Kono K Nakanishi K Yata K Aoshima M Egashira K Ishii A

High-Dimensional Statistical Analysis of ALMA Spectroscopic Mapping Data

2021

Takeuchi T Kono K Yata K Aoshima M Ishii A Nakanishi K Egashira K Cooray S Kohno K

High-Dimensional Statistical Analysis of the ALMA Spectroscopic Map of a Nearby Galaxy NGC 253

Galaxy Evolution Workshop 2020

2021




Analysis of Integral Field Spectroscopic Data as a High-Dimensional Low-Sample Size Data Problem

2021

2021

Aoshima Makoto

High-Dimensional Statistical Analysis: Non-Sparsity, Strongly Spiked Noise and HDLSS (Keynote Speech)

The 7th International Workshop in Sequential Methodologies

2019

Yata Kazuyoshi Aoshima Makoto Nakayama Yugo

A Test of Sphericity for High-Dimensional Data and Its Application for Detection of Divergently Spiked Noise

The 7th International Workshop in Sequential Methodologies

2019

Yata Kazuyoshi Aoshima Makoto

A high-dimensional quadratic classifier by data transformation for strongly spiked eigenvalue models

The 3rd International Conference on Econometrics and Statistics

2019




Geometrical quadratic discriminant analysis for high-dimension, strongly spiked eigenvalue models

2019

Ishii AKi Yata Kazuyoshi Aoshima Makoto

Tests of high-dimensional correlation matrices on the basis of eigenstructures

The 7th International Workshop in Sequential Methodologies

2019

Ishii AKi Yata Kazuyoshi Aoshima Makoto

Inference on mean vectors for high-dimensional data with the strongly spiked eigenstructure

The 3rd International Conference on Econometrics and Statistics

2019

Ishii AKi Yata Kazuyoshi Aoshima Makoto

Tests for high-dimensiomal covariance structures under the SSE model

International Symposium on Theories and Methodologies for Large Complex Data

2019




2019

120

https://ww.math.tsukuba.ac. jp/~aoshima-lab/jp/

(YATA Kazuyoshi)

(90585803) (12102)
(ISHIT AKki)

(20801161) (32660)
(AKAHIRA Masafumi)

(70017424) (12102)




International Symposium on New Developments of Theories and Methodologies for 2021 2021

Large Complex Data

International Symposium on Theories and Methodologies for Large Complex Data 2019 2019
Princeton University University of North Carolina

Academia Sinica

University of Stavanger

Seoul National University




