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Abstract

With the development of Internet services such as machine-to-machine communica-
tion, ultra-high-definition video, on-line games and so on, the global Internet tra�c
has been experiencing a rapid growth. From the concept being proposed in the late
1980s, passive optical networks (PONs) have been developing to address the continu-
ous growth of network tra�c. Advances in optical components, modulation formats
and other technologies have enabled transceivers in commercial PONs with bit rate
up to 10 Gbps. However, increasing the bit rate over 10 Gbps is limited by the current
economic ecology, that is, too expensive for commercial PONs. Therefore, wavelength
division multiplexing technology is introduced in next generation PONs to increase
the total capacity, which brings a significantly evolution to the architecture of PONs.
In addition, PONs have the potential to support mobile x-haul transmission in a
cost-e↵ective manner. However, mobile x-haul transmission, especially the fronthaul
transmission, has stringent latency and bandwidth requirement, which brings new
challenges for next generation PONs.

In this thesis, we mainly focus on the design problem of next generation PONs,
that is, the resource assignment problem in the static scenario. For PONs, resource
assignment problem occurs only in upstream transmission due to the multiple ac-
cess technology used in upstream transmission. We define problems based on the
characteristic of the PON architectures and the tra�c requests.

In the first research, we focus on the trade-o↵ between ONU cost and the up-
stream performance in a static scenario, and we develop an integer linear program-
ming (ILP) model to formulate the problem. In addition, we propose a heuristic
algorithm to e↵ectively select appropriate wavelength deployment schemes. From our
simulation results, we can see that our proposed algorithm can e�ciently find a finer
number of deployment wavelengths to balance the cost of ONUs and the upstream
transmission performance. The wavelength deployment schemes for future PONs can
also be specified based on whether network operators prioritize network performance
or cost.

In the second research, we concentrate on how to design fixed-mobile convergence
(FMC) access networks based on two potential architectures proposed in previous
works and aim at minimizing the number of wavelengths required for the FMC access
network. We develop an ILP model and obtain the lower bound of the solutions for
this problem. Moreover, we propose a heuristic algorithm to calculate the results in
large-scale networks. We numerically analyze the solutions with various network pa-
rameters, and the results show that the algorithm can e↵ectively obtain the minimal
number of required wavelengths while satisfying both fixed and mobile transmission
latency requirements. Moreover, selecting an appropriate architecture leads to sub-
stantial cost savings for network operators.
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Chapter 1

Introduction

Passive optical network (PON) are massively deployed in many countries and regions
to provide access services in a cost-e↵ective manner [1]. Access network based on
PONs can share trunk fibres and other passive elements so that to achieve low power
consumption, deployment cost and so on. Most of the deployed commercial PONs
adopt the time division multiplexing (TDM) technology to provide multiple access
for upstream transmission. In addition, driven by the continuous growth in demand
for capacity [2], next generation PONs will adopt wavelength division multiplexing
(WDM) technology to extend the bandwidth over several wavelengths, which can
significantly increase the total capacity of PONs. However, the expanded wavelength
domain leads to many new challenges such as the problem of how to assign wavelength
for upstream transmission. Another application of next generation PONs is to provide
access services for mobile networks. However, mobile x-haul transmission (i.e., mobile
fronthaul, midhaul or backhaul transmission) requires extremely low latency and very
huge bandwidth, which leads to further changes in the resource assignment problem
of the PONs.

In this chapter, we begin with an introduction to the field and the position of
our research. Then, we briefly describe the main works in this thesis as well as the
contribution of this thesis. Finally, we show the organization of this thesis.

1.1 Position of our research

Generally speaking, the communication network includes wireless network and wired
network. The wireless network adopts radio waves as transmission media while wired
networks use cables to transmit data. The wired transmission network can be further
divided into the two categories: backbone network and access network. The backbone
network provides connection between multiple areas or cities and the access network
o↵ers connection for subscribers to their network service provider. The PON is a
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network architecture of access network that can provide access service for subscribers
in a cost-e↵ective manner. Moreover, the research of PONs covers two fields: the
physical layer as well as the network layer. Research on the former one includes the
development of optics, modulation formats and so on; research on the latter one pays
attention to the development of algorithms, the analysis of performance and so on.
Our research is based on the network layer of PONs.

1.2 Main contributions of this thesis

In this thesis, we mainly focus on the design problems for next generation PONs.
Specifically, we evaluate the device cost (influenced by the transmission technologies,
modulation formats, multiplexing approach and so on) and the network performance
(capacity, latency, security, extensibility, flexibility and other performance indicators)
of PONs with di↵erent architectures in various situations, so that network operators
can choose the most appropriate architecture to build the next-generation PONs
based on their preference.

In the first work entitled “Analysis of wavelength deployment schemes in terms
of ONUs cost and upstream transmission performance in NG-EPONs”, we consider
the trade-o↵ between the network performance (i,e,. the upstream latency) and the
device cost (i,e,. the ONUs cost). In addition, we provide a solution for network
operators to select an appropriate architecture for next-generation PONs based on
user requirements and quality of service (QoS) requirements.

In the second work entitled “Wavelength deployment scheme in a fixed-mobile
convergence access network”, we aim at minimizing the number of wavelengths re-
quired for the network while satisfying the latency requirement of both mobile x-haul
transmission and fixed transmission. Moreover, we perform a comparison between
the two potential architecture for the network, which can be used for as a reference
when deploy the future PONs.

1.3 Organization of this thesis

The rest of the thesis is organized as follows. In chapter 2, we introduce the back-
ground of this thesis, including the technologies adopted in PONs and architectures
of PONs. In chapters 3 and 4, we present the two works in the order of problem defi-
nition, previous works, problem formulation, proposed algorithm, numerical analysis
and conclusion. In chapter 5, we summary our works in the research field. In chapter
6, we discuss the future work.
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Chapter 2

Background

In this chapter, we first make an overview of the PONs. Then, we introduce the
major innovations for next generation PONs, as well as the challenges carried by these
innovative technologies. After that, we introduce the trend of PON applications in
mobile x-haul transmission, as well as the issues brought by the trend.

2.1 Overview of the PONs

From the 1980s, optical transmission started being widely in the backbone networks
to address the increasing tra�c [3]. However, the capacity of the access network at
that time lagged considerably behind the growth of Internet tra�c, resulting in the
“last mile” became the bottleneck of the whole network. The “last mile”, which is
now renamed to “first mile” by the Ethernet community to emphasize its importance,
refers to the first part of connection from the subscriber side to the local equipment
at the network operator side. In this context, the access network needed a new
technology to provide the high-speed, high-capacity and highly flexible access services
for subscribers in a cost-e↵ective manner. PONs that enable the deployment of passive
optical elements and share the trunk fibres connecting the centreal o�ce (CO) and the
user side can provide a cost-e↵ective solution to bring fibre-to-the-building (FTTB)
and fibre-to-the-home (FTTH) [4, 5].

2.1.1 Basic idea of the PONs

In a typical PON architecture based on tree topology, as shown in Fig. 2.1, an optical
line terminal (OLT) in the CO and optical network units (ONUs) on the user side
are connected via the optical distribution network (ODN). The elements in the ODN
include trunk fibres and an 1: N optical combiner/splitter, and both of them are
passive. In addition, PONs can be deployed in other topologies such as a ring, a bus
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Figure 2.1: Typical architecture of a PON based on tree topology.

and so on.

Figure 2.2: Implementation of FTTH via a PON or a point-to-point (P2P) network.
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Fig. 2.2 shows the implementation of FTTH via a PON or a point-to-point
(P2P) network. We can see that the PON network can provide significant savings
in transceiver costs and fibre deployment costs compared to the P2P network. 2 ⇥
N transceivers and N trunk fibre are required in the P2P network while N + 1
transceivers and 1 trunk fibre are required in the PON network. As a result, PONs
can make great deployment cost savings mainly due to the sharing of the ODN element
and transceivers[6].

2.1.2 Development of the PONs

The concept of the PON was first proposed in the late 1980s [7]. In 1997, the Interna-
tional Telecommunication Union Telecommunication Standardization Sector (ITU-T)
and the Full Service Access Network (FSAN) group [8] developed the first standard
(G.983) of PONs [9]. The first version of G.893 used asynchronous transfer mode
(ATM) as the signaling and transference protocol; therefore, it was also known as
APON. Subsequently, the ITU-T/FSAN further amended and improved G.893 in
2001, and the final version of this standard was called broadband PON (BPON). The
APON/BPON achieved the bit rate of 155.52 Mb/s for upstream and the bit rate of
155.52 Mb/s and 622.08 Mb/s for downstream. In 2003, the ITU-T/FSAN standard-
ized the gigabit-class PON that was referred to as Gigabit-capable PON (GPON) [10].
The standard of GPON (G.984) adopted the GPON encapsulation mod (GEM) and
o↵ered 1.244 Gbps for upstream and 2.488 Gbps for downstream. Due to the devel-
opment of Ethernet technology, the Institute of Electrical and Electronics Engineers
(IEEE) established the “ Ethernet in the First Mile” study group to developed the
PON that was based on Ethernet technology. In 2004, the IEEE published 802.3ah
and standardized Ethernet PON (EPON) [11], which had the bit rate of 1.25 Gbps
for both upstream and downstream.

Figure 2.3: The development of PONs in the past few decades.

To satisfy the rapidly increasing amount of tra�c, the ITU-T/FSAN and the
IEEE standardized the 10 gigabit-class PON in the late 2000s. In 2010, the ITU-
T/FSAN developed the G.987 that was called XG-PON [12]. XG-PON included an
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asymmetric version (XG-PON1) and a symmetric version (XG-PON2). XG-PON1
provided 2.488 Gbps for upstream and 9.953 Gbps for downstream; XG-PON2 pro-
vided 9.953 Gbps for both upstream and downstream but was not standardized. In
2017, the ITU-T/FSAN standardized the symmetric version for XG-PON (G.9807)
which was known as XGS-PON (“S” means symmetric) [13]. In 2009, the IEEE pub-
lished the 802.3av to standardize 10G EPON [14]. 10G EPON supported both the
symmetric mode that provided 10 Gbps for both upstream and downstream and the
asymmetric mode that provided 1 Gbps for upstream and 10 Gbps for downstream.

To further increase the capacity, the ITU-T/FSAN started the standardization
of 40 gigabit-class PON in 2012. The 40G PON, which was also called NG-PON2,
used the time- and wavelength- division multiplexing (TWDM) technology stacking
10 Gbps wavelengths to increase the peak bit rate to 10/40 Gbps for upstream and
40 Gbps for downstream. The standard was completed in 2015 (G.989) [15]. The
IEEE established the 100G EPON Task Force (now it is known as 50G EPON Task
Force) [16] in 2015 and aimed to standardize the next generation EPON (NG-EPON)
to o↵ered a cost-e↵ective and practical solution for future EPONs. The objectives of
NG-EPON included increasing the bit rate of a single channel to 25 Gbps without
obvious increasing the cost per bit compared to existing 10G PONs as well as bonding
25 Gbps wavelengths to achieve aggregated peak bit rates of 25 Gbps and 50 Gbps
for both upstream and downstream. In 2020, the standardization of NG-EPON was
completed [17].

2.1.3 Data transmissions in the PONs

The downstream transmission from the OLT to ONUs is based on the point-to-
multipoint (P2MP) manner [18], as shown in Fig. 2.4. In this case, the down-
stream transmission demands are encapsulated in frames (GEM frames in GPONs
and Ethernet Frames in EPONs), which consists of header, data and trailer. The OLT
broadcasts frames to ONUs pass through the 1: N passive optical combiner/splitter.
Each ONU extracts the frames transmitted to it via the media access control (MAC)
address information in the header of the frame.

The upstream transmission from ONUs to the OLT is similar to the P2P network.
However, the collision may occur in the 1: N passive optical combiner/splitter when
frames from di↵erent ONUs arrived simultaneously. Thus, multiple access approaches
must be adopted in the PON, allowing ONUs to share all trunk fibre resources in the
upstream transmission. Time-division multiplexed (TDM) technology is the most
common approach to achieve multiple access in the PON [19], and the PON using
TDM technology is called TDM-PON. Fig. 2.5 illustrates the upstream transmission
in a TDM-PON, and frames from di↵erent ONUs are assigned to non-overlapping
times slots to avoid the collision. Therefore, the resource problem of a PON occurs
in the upstream transmission.
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Figure 2.4: Downstream transmission in the PON.

Figure 2.5: Upstream transmission in the PON.

2.1.4 Dynamic bandwidth assignment scheme

In the TDM-PON, the assignment of bandwidth to ONUs for upstream transmis-
sion is based on the dynamic bandwidth assignment (DBA) schemes adopted in the
OLT [20]. According to the DBA scheme, the OLT dynamically assigned bandwidth
to ONUs through the GATE and REPORT messages in a round-robin manner. In
each cycle, ONUs send the REPORT messages, which consist of the information of
the bu↵er state and the required bandwidth, to the OLT. When the OLT receives
the REPORT messages from ONUs, the OLT assigns bandwidth to ONUs according
to their requirement and sends the GATE messages to ONUs. The GATE message
consists of the information about the time slots assigned to ONUs, and ONUs imme-
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diately transmit the frames to the OLT once ONUs receive the GATE message from
the OLT. Moreover, a guard time (i.e., 1s) is included between two adjacent frames
to avoid the overlap of the packets [21].

2.2 Next generation PONs

Over the past two decades, ODNs infrastructure for PONs has been widely deployed in
many countries and regions, including China, Japan, Europe and the United States
[22]. EPONs are mainly deployed in the United States, while GPONs are widely
deployed in other countries and regions. Nowadays, most of the deployed commercial
PONs are Gigabit-class PONs and being progressively updated to 10 Gigabit-class.
However, driven by the rapid growth of the tra�c demand, the ITU-T/FSAN and
the IEEE have both investigated the next generation PONs.

2.2.1 Next generation PON2

In 2012, the ITU-T/FSAN has identified TWDM technology as the preferred solution
for NG-PON2, and the PONs adopt the TWDM technology are called TWDM-PONs.
As shown in Fig. 2.6, four 10 Gbps wavelengths (�1, �2, �3 and �4) are stacked to
achieve the peak bit rake of 4⇥ 10 Gbps in a TWDM-PON. Stacking more than four
wavelengths to provide higher capacity can also be achieved in NG-PON2. Besides
the increased bandwidth capacity, TWDM-PONs provides higher flexibility compared
to the deployed GPONs. For instance, TWDM-PONs support multiple services and
user groups to be overlaid on the same fiber [23].

Wavelength turning is one of the technical enablers required for TWDM-PONs.
To simplify operations, transceivers deployed in all ONUs must be colorless in a
TWDM-PON [24]. That is, wavelength tunable rather than wavelength fixed transc-
eivers are required for TWDM-PONs. In this way, the transceivers are able to tune to
the correct wavelengths when transmitting frames in both upstream and downstream.

2.2.2 Next generation EPON

In 2020, the IEEE completed the standardization of NG-EPON with the two main
objectives: increasing the bit rate of a single wavelength to 25 Gbps without a higher
cost per bit than the current 10G PONs and multiplexing several 25 Gbps wavelengths
to provide aggregated data rates of N ⇥ 25 Gbps for each ONU [17]. In addition,
NG-EPONs adopt wavelength-fixed transceivers in the ONU instead of wavelength-
tunable transceivers. Fig. 2.7 shows an example of the architecture of a 100G
NG-EPON.

Increasing the bit rate of a single wavelength above 10 Gbps leads to the reduction

10



Figure 2.6: The architecture of the NG-PON2

in chromatic dispersion (CD) tolerance and signal to noise ratio (SNR) [25]. The
former a↵ects the transmission distance of a fibre while the latter is related to the
optical power budget. In addition, a mature ecosystem of low-cost 25G class optics is
needed to support the deployment of a large amount of 25 Gbps wavelengths. These
are the main challenges in physical layer that NG-EPON needs to overcome [26].

Channel bonding technology is adopted in NG-EPONs so that several wave-
lengths can be bonded together to form a wavelength channel assigned to a sin-
gle ONU, achieving higher throughput that is several times of a single wavelength
[27, 28, 29, 30]. For instance, two 25 Gbps wavelengths are bonded together to
achieve a total peak bit rate of 50 Gbps for an ONU in the 50G NG-EPON. The
dynamic wavelength and bandwidth assignment scheme (DWBA) will be adopted
in the OLT to e�ciently assign bandwidth on several wavelengths to the upstream
transmission of an ONU simultaneously. Moreover, the NG-EPON standards are not
the standards for a single generation but for multiple generations; specifically, 25G is
the first generation, 50G is the second generation and 100G is the third generation
[25]. Naturally, subsequent generations after 100G will also be developed. The mul-
tiple generations of NG-EPONs must be coexist on the same network and share the
ODN elements (i.e., trunk fibres) to achieve low network construction cost.
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Figure 2.7: The architecture of an 100G NG-EPON

2.2.3 Upstream transmission in NG-EPONs

E�cient dynamic assignment of wavelengths and bandwidth to ONUs for upstream
transmission is one challenge of NG-EPONs [20]. The channel bonding technology
adopted in NG-EPONs allows several wavelengths being assigned to an ONU at the
same time, leading to the DBA/DWBA schemes designed for NG-PON2 cannot be
applied in NG-EPONs (since only one wavelength can be assigned to an ONU in NG-
PON2). The upstream transmission of an 100G NG-EPON is shown in Fig. 2.8. We
can see that the frames in an ONU can be flexibly assigned in 1, 2 or 4 wavelengths
to achieve the 25, 50 or 100 Gbps bit rates for an ONU. The DWBA scheme for
NG-EPONs dynamically assigns resources to ONUs through GATE and REPORT
messages in a round-robin manner, which is same as the conventional DBA/DWBA
schemes. When an ONU is heavily loaded, assigning upstream transmissions to too
few wavelengths leads to high queuing delay and transmission delay, which seriously
a↵ects the network performance. In this case, multiple wavelengths are assigned to
the ONU to reduce the upstream delays. Moreover, when an ONU is lightly loaded,
assigning the upstream transmissions to multiple wavelengths requires excessive guard
time, which wastes upstream bandwidth. In this case, an appropriate number of
wavelengths should be assigned for the ONU to avoid guard time waste. Therefore,
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an e�cient DWBA scheme must be developed to reduce bandwidth waste and improve
upstream transmission latency in NG-EPONs.

Figure 2.8: The upstream transmission in an 100G NG-EPON

2.3 Mobile x-haul transmission based on PONs

Over the past decades, various researchers have continuously developed cost-e↵ectively
PONs to meet future fixed bandwidth requests. However, according to the Cisco fore-
cast highlight report [31], global mobile tra�c made up 17% of total IP tra�c in 2021,
up from 7% from 2016. In contrast, global fixed/wired tra�c made up 37% of total
IP tra�c in 2021, down from 51% in 2016. Moreover, global mobile data tra�c is in-
creasing twice as fast as fixed tra�c. With the rapid increase in the amount of mobile
tra�c, potential PON applications that support mobile access services have received
considerable attention. For instance, fifth-generation (5G) mobile networks require
massive deployment of small cells that can be installed on lamp posts, small towers
and other indoor or outdoor locations. In this case, transport networks based on
PONs are considered to be more cost-e↵ective and more flexible than networks based
on P2P fibres. Specifically, the cost of deploying optical fibres for 5G x-haul trans-
mission using PONs can be reduced by 65% to 95% according to a study by FTTH
Council Europe [32]. Furthermore, PONs have been widely deployed in many regions
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and countries, including Europe, China, Japan, and the United States, to provide ac-
cess services for fixed tra�c. These existing PONs support considerable FTTB/FTTH
fibre infrastructure that can be used by mobile network operators (MNOs) to further
decrease deployment costs. Therefore, PON applications in mobile x-haul transmis-
sion have attracted considerable attentions to address the continuously increasing
amount of mobile tra�c in the past few years.

2.3.1 Cloud/centralized radio access network

Figure 2.9: D-RAN architecture.

Cloud/centralized radio access network (C-RAN) [33] is the most promising ar-
chitecture designed for mobile access networks that evolved from distributed radio
access network (D-RAN) [34]. In mobile communications, the radio access network
(RAN) consists of a lot of base stations (BSs) that provides connection between mo-
bile devices and the core network. The BS contains two components named as the
baseband unit (BBU) and the remote radio unit/head (RRU/RRU), respectively.
The former performs most of the digital processing and the latter handles the analog
processing. In the D-RAN architecture, the BSs are deployed at the cell tower, where
the BBU is deployed at the device room near the cell tower and the RRU/RRH is
deployed near the antennas which is on the top of the cell tower, as shown in Fig.
2.9. While the BBU and the RRU/RRH are decoupled in the C-RAN architecture, as
shown in Fig. 2.10. Specifically, the RRU/RRH is still placed at the top of the cell
tower, while the BBUs from di↵erent BSs are placed at the same device room near
(referred as the BBU pool/BBU hotel) and the computing resources of all BBUs can
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Figure 2.10: C-RAN architecture.

be shared. Due to the aggregation of BBUs, C-RAN architecture enables achieving
considerable reduction in power consumption, footprint and management complexity.
The BBU and the RRU/RRH in the C-RAN architecture is connected via Common
Public Radio Interface (CPRI) [35] and Open Radio equipment Interface (ORI) [35].

2.3.2 Mobile x-haul transmission

As shown in Fig. 2.11, a 5G mobile network based on a C-RAN architecture consists
of the new core (NC), the central unit (CU), the distributed unit (DU) and the radio
unit (RU) [37]. In the 5G mobile network, the RRU/RRH is renamed as the RU, the
BBU is disaggregrated into the DU and the CU and the NC is the core network of 5G
mobile network. The transmission between the NC and the CU is known as ”mobile
backhaul transmission”, the transmission between the CU and the DU is known as
”mobile midhaul transmission”, and the transmission between the DU and the RU is
known as ”mobile fronthaul transmission (MFH)”.

The MFH is based on a higher-layer level split (HLS) interface, which has higher
tolerance for latency (a few milliseconds) and requires less bandwidth [22]. The
mobile backhaul transmission consists of wired backhaul based on fibre optics and
wireless backhaul based on microwave. The latency and bandwidth requirements of
wired backhaul are similar to those of the midhaul. Therefore, backhaul and midhaul
transmission can be supported by TDM-PONs in a low-cost manner.

The mobile fronthaul (MFH) transmission is based on a lower-layer split (LLS)
interface [22] and has a stringent latency requirement ( 100µs [38] or  250µs
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Figure 2.11: A 5G mobile network based on C-RAN architecture.

[39]). However, TDM-PONs have a larger latency (approximately 2 milliseconds) in
upstream transmission due to the adoption of DBA schemes. To satisfy the stringent
latency requirements of MFH transmission, the ITU-T has begun to standardize the
“cooperative DBA” (CO-DBA) scheme, by which the OLT is precisely informed when
the RU needs bandwidth [40]. Moreover, MFH transmission requires huge bandwidth,
which leads to the need for very high-speed PONs (50 Gbps and up) to achieve an
acceptable split level (1:4 split and up) [22]. TWDM-PONs, such as NG-PON2,
are expected to satisfy the bandwidth requirement of MFH transmission by stacking
several 10 Gbps wavelengths. Increasing the bit rate of a single channel to 50 Gbps
or greater is too costly for current components ecosystem [19].

2.3.3 Mobile fronthaul transmission based on time-division
duplex

Time-division duplex (TDD) [41] and frequency-division duplex (FDD) [42] are two
kinds of duplex technologies adopted in mobile networks. For TDD, both uplink and
downlink transmission use the same channel, while transmitters and receivers operate
at di↵erent time periods, allowing di↵erent time periods on the same frequency band
to be used for transmitting or receiving data, as shown in Fig. 2.12. For FDD,
the uplink and downlink transmission occur in two independent channels, allowing
data to be transmitted or received simultaneously and continuously, as shown in Fig.
2.13. TDD technology is more likely to be widely adopted in future mobile networks
because TDD approach is more suitable for dense environments with low-power nodes,
while FDD approach is not suitable in these environments [43]. Therefore, the MFH
requests are assumed to be TDD-based in the future mobile networks.
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Figure 2.12: Time-division duplex.

Figure 2.13: frequency-division duplex.

2.3.4 Fixed-mobile convergence access network

Fixed-mobile convergence (FMC), in which fixed and mobile services are o↵ered by a
single network, has been emerging in access networks, to further save the total cost
of ownership for network providers. J. Kani et al. proposed the “access-network slic-
ing” architecture [44], which adopts access elements with higher flexibility to develop
a common access platform that is compatible with di↵erent services and requests.
Moreover, the core network is sliced to provide services for both fixed and mobile
transmission through the software-defined networking (SDN)/network functions vir-
tualization (NFV) architecture [45]. X. Liu et al. proposed a “futuristic flexible-PON”
architecture [46], in which virtual PON (VPON) units as well as software-based rout-
ing and capacity sharing are implemented to support various services, including FT-
TB/FTTH and mobile x-haul. FMC access networks not only provide high-speed,
high-capacity and high-flexibility access services for fixed and mobile transmission,
but also save the total cost of ownership for network providers.

Fig. 2.14 shows the architecture of an FMC access network, where both mobile
and fixed access services can be provided in a single network. In this case, ONUs are
connected to RUs or wired devices and the OLT is connected to a swith/aggregator.
Moreover, the FMc access network introduce a control plane that is based on SDN
technology to flexibly accommodate various services and requirements. The OLT and
the switch/aggregator must be NFV infrastructure (NFVI) based on general purpose
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servers with the necessary factions are modularized [44]. Furthermore, considering the
strict latency requirement and the huge bandwidth demands of MFH transmission,
the FMC access network is based on the TWDM-PONs.

Figure 2.14: The architecture of a FMC access network.

2.3.5 Two types of wavelength multiplexing applied in FMC
access network

Two types of wavelength multiplexing are applied in the FMC access network: the
mobile transmission is separated from the fixed transmission in the wavelength do-
main (hereafter referred to as the separate architecture), or the fixed and the mobile
transmission share all wavelengths (hereafter referred to as the sharing architecture).
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Figure 2.15: “Separate Architecture”: fixed and mobile transmission utilize their
respective wavelengths.

Figure 2.16: “Sharing Architecture”: fixed and mobile transmission utilize their re-
spective wavelengths.

19



The separate architecture based on NG-PON2 is illustrated in Fig. 2.15, where
the mobile transmission tra�c is able to be assigned to wavelength �1 to �n while
the fixed transmission tra�c is able to be assigned to wavelength �n+1 to �n+m, and
the fixed and the mobile transmission are separated in the wavelength domain. In
this case, fewer wavelengths are required in each ONU than in the sharing archi-
tecture since the fixed and the mobile transmission tra�c are assigned to only their
respective wavelengths; however, more wavelengths are required in the OLT and more
transceivers need to be deployed in the OLT. The sharing architecture based on NG-
PON2 is shown in Fig. 2.16, in which the fixed and the mobile transmission tra�c
are both able to be flexibly assigned to wavelength �1 to �n. In this case, higher
wavelength utilization can be achieved and fewer wavelengths are required in the
OLT; however, more wavelengths need to be deployed in each ONU, which increases
the cost of the ONUs. Moreover, all transceivers considered in this research are
wavelength-tunable since the transceivers deployed in all ONUs must be colorless in
NG-PON2.
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Chapter 3

Wavelength deployment schemes in
terms of ONUs cost and upstream
transmission performance in
NG-EPONs

As we introduced in Section 2.2.2, the NG-EPON is a promising new standard for
EPONs that not only increases the bit rate of a single wavelength to 25 Gbps, but also
bonds several 25G wavelengths together to provide an aggregated rate of N⇥25 Gbps
for a single ONU. In this chapter, we focus on the wavelength deployment scheme
selection problem in NG-EPONs. The chapter is organized as follows. In Section 3.1,
we introduce the wavelength deployment scheme selection problem. In Section 3.2, we
make an overview of previous works and summarize our contribution to this problem.
In Section 3.3, we develop an integer linear programming (ILP) model to formulate
this problem. In Section 3.4, we propose a heuristic algorithm to e�ciently solve
the problem in a large-scale network scenario. In Section 3.5, we present numerical
analysis for the experiment results. In Section 3.6, we draw conclusions.

3.1 Motivation

Several generations of NG-EPONs must be able to coexist on the same network infras-
tructure to achieve cost-e↵ective transmission. Therefore, the wavelength deployment
scheme selection problem is to determine how many wavelengths should be deployed
(prepared) for the coexistence of multi-generation NG-EPONs.

Due to the adoption of channel bonding technology, several 25G wavelengths
can be bonded together to achieve high transmission bit rates in NG-EPONs. To
make flexible use of all wavelengths, the number of transceivers deployed in the OLT
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and ONUs is the same as the number of wavelength [47]. On the one hand, deploy-
ing fewer 25 wavelengths requires fewer transceivers in an ONU, which decreases the
ONU cost, as shown in Fig.3.1(a). However, this approach provides less capacity and
less flexibility for upstream transmissions, which leads to worse upstream transmis-
sion performance (i.e., higher transmission delay). On the other hand, more 25G
wavelengths can be bonded to provide higher peak rates and higher flexibility for
upstream transmissions, but this approach leads to the deployment of ONUs with
more transceivers, which increases the costs of ONUs, as shown in Fig. 3.1(b). Ad-
ditionally, OLTs and ONUs of next-generation EPONs can support the transmission
of the previous-generation EPONs. Therefore, selecting an appropriate wavelength
deployment scheme to balance the upstream transmission performance and ONU cost
is very important in the design stage of an NG-EPON.

The architecture of a NG-EPON is designed with backward compatibility [25],
which means that we can upgrade NG-EPONs without mass replacement of network
infrastructure (i.e., in this research, we consider the ONUs and OLTs). Hence, the
ONUs and the OLTs must support the transmission for future EPONs, which means
that the structure of ONUs and OLTs must be considered in the network design
stage. Moreover, an OLT can be shared by several ONUs, but the number of deployed
ONUs is determined by the number of subscribers in an EPON, and ONUs cannot be
shared. Even a slight change to the structure of the ONUs substantially a↵ects the
construction cost of the whole NG-EPON. Therefore, ONUs are regarded as the most
cost-sensitive element in an NG-EPON. To support the flexible assignment between
several wavelengths and the coexistence of several generations of NG-EPONs, each
ONU has more than one transceiver. By assigning bandwidth in multiple wavelengths,
the transmission performance of NG-EPONs can be improved due to the increase in
capacity and flexibility. However, the number of transceivers a↵ects the ONU cost.
ONUs with excessive transceivers are expensive and greatly increase the construction
cost of the overall NG-EPON. Consequently, there is a trade-o↵ between the ONU cost
and the upstream transmission performance in an NG-EPON. A suitable wavelength
deployment scheme with a cost-e↵ective ONU structure must be developed.

3.2 Previous works and contributions of this re-
search

The previous works mainly focus on how to design an e�cient DBA/DWBA scheme
to minimize the transmission delay of upstream transmission. In this section, we list
several previous works and briefly introduce their research.

In [48], the authors focused on design issues for EPONs and proposed an inter-
leaved polling with adaptive cycle time (IPACT) algorithm for DBA. The IPACT
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Figure 3.1: Wavelength deployment schemes comparison: (a) deployment of one 25G
wavelength; (b) deployment of four 25G wavelengths.

algorithm allows adaptive adjustment of the polling cycle time according to the load
of the ONU, leading to fair redistribution of unassigned bandwidth.

In [49], the authors studied three architectures of TWDM-PONs and evaluated
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their performance. They proposed a water-filling (WF) DWBA algorithm to ef-
fectively assign bandwidth and wavelengths for NG-EPONs, and they consider an
energy-e�cient WF DWBA scheme.

In [50] and [51], the authors aim to improve the upstream performance in NG-
EPONs. They propose a first-fit (FF) DWBA algorithm and a flexible wavelength
(FW) DWBA algorithm to provide better network performance.

In [52], the authors concentrate on mitigating frame reordering in NG-EPONs.
They propose a single channel as possible (SCAP) DWBA algorithm, which is oper-
ated through grant readjustment (GP) to reduce frame reordering.

In summary, neither the cost of ONUs nor the wavelength deployment scheme
is considered in these works. In this research, we aim to identify the most suitable
wavelength deployment scheme for NG-EPONs by analysing the upstream transmis-
sion performance considering the cost of ONUs in a static scenario. To the best of
our knowledge, our research is the first work to conduct such an analysis.

3.3 Problem formulation

In this section, we analyse the upstream transmission performance considering the
ONU cost for di↵erent wavelength deployment schemes in a static scenario, and aim
to select the most suitable wavelength deployment schemes for NG-EPONs. Di↵erent
wavelength deployment schemes lead to various numbers of usable wavelengths, which
will further influence the network performance and the cost of ONUs. We formulate
the trade-o↵ between the ONUs cost and the upstream transmission performance
by minimizing the total relative cost, which is the sum of the relative ONU cost
and the relative cost transformed by network latency. We develop an ILP model to
mathematically formulate the proposed problem. The notation used in this research
is defined as follows:

Parameters:

i : index of a request.

N : set of request indices, where i 2 N .

w : index of a wavelength.

W : set of wavelength indices, where w 2 W .

ai : time instant when request i arrives its corresponding ONU.

ri : required time period (determined by the data size) of request i.

↵ : relative weight coe�cient between the upstream transmission delay and the ONU
cost.
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M : an integer that is larger than any parameter of variable.

Variables:

Wmax : maximum index of assigned wavelengths.

si,w : time instant when request i starts transmitting on wavelength w.

gi,w : time period granted for request i on wavelength w.

fi,w : time instant when request i finishes transmitting on wavelength w.

ki,w : a binary value equal to 1 when request i is transmitting on wavelength w and
equal to 0 otherwise.

⇠i,j,w : a binary value equal to 1 when the start time of request i on wavelength w is
earlier than that of request j on wavelength w and equal to 0 otherwise.

di : transmission delay of request i.

Objective:

Minimize ↵

NX

i=1

di +Wmax.

Constraints: X

1w|W |

gi,w � ri 8i 2 N, (3.1)

fi,w � si,w + gi,w 8i 2 N,w 2 W, (3.2)

gi,w M · ki,w 8i 2 N,w 2 W, (3.3)

gi,w � ki,w 8i 2 N,w 2 W, (3.4)

Wmax �M · (ki,w � 1)� w � 0 8i 2 N,w 2 W, (3.5)

si,w � ki,w · ai,w 8i 2 N,w 2 W, (3.6)

si,w M · ki,w 8i 2 N,w 2 W, (3.7)

⇠i,j,w + ⇠j,i,w = 1 8i 2 N, j 2 N,w 2 W, (3.8)

fi,w � sj,w M · (3� ki,w � kj,w � ⇠i,j,w) 8i 2 N, j 2 N,w 2 W, (3.9)

di � fi,w � ki,w · ai �M · (1� ki,w) 8i 2 N,w 2 W. (3.10)

Constraint (3.1) ensures that the granted time periods for request i in all wave-
lengths are greater than or equal to the required data size. Constraint (4.2) implies
that the completion time of request i should be later than the sum of its start time and
its granted time periods in every wavelength. Constraint (4.3) and Constraint (4.4)
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mean that if request i is assigned to a wavelength (i.e., ki,w = 1), then a corresponding
time period for this request must be granted in the corresponding wavelength; other-
wise, there will be no time period granted for this request. Constraint (4.5) denotes
the maximum index of the assigned wavelengths. In Constraint (4.6) and Constraint
(4.7), the transmission start time of request i in a wavelength must be later than its
arrival time if the request is assigned to this wavelength (i.e., ki,w = 1); otherwise, the
transmission start time of this request must be 0. Constraint (4.8) and Constraint
(4.9) are non-overlapping constraints. According to Constraint (4.8), if two di↵erent
requests are assigned to the same wavelength, then there must be a priority relation-
ship between their transmission start times, which means only one among ⇠i,j,w and
⇠j,i,w is equal to 1. Furthermore, in Constraint (4.9), if request i and request j are
not assigned to the same wavelength w (i.e., ki,w = 0 or kj,w = 0), then there is no
need to consider the overlap between them. The right side of Constraint (4.9) is a
very large positive integer that is always greater than the left part of Constraint (4.9).
If request i and request j are assigned to the same wavelength w (i.e., ki,w = 1 and
kj,w = 1), then the non-overlapping constraint must be satisfied. When the start time
of request i on wavelength w is earlier than that of request j (i.e., ⇠i,j,w = 1), then
the right part of Constraint (4.9) is equal to 0. Moreover, Constraint (4.9) becomes

fi,w � sj,w  0 8i 2 N, j 2 N,w 2 W,

which ensures that the transmission completion time of request i is earlier than the
transmission start time of request j. Therefore, there is no overlap between request i
and request j. Otherwise, if the start time of request i on wavelength w is earlier than
that of request j (i.e., ⇠i,j,w = 0), then Constraint (4.9) is always satisfied. Constraint
(4.10) denotes that the delays of all requests must be greater than the di↵erence
between the latest transmission completion time and the next arrival time.

To achieve the most flexible wavelength assignment in an NG-EPON, wavelength-
tuneable transceivers can be deployed in ONUs; however, the cost of wavelength-
tuneable transceivers is much higher than the cost of wavelength-fixed transceivers.
Clearly, there is a trade-o↵ between network performance and cost. The cost of
ONUs is the most sensitive factor in the total NG-EPON construction cost, and
deploying wavelength-tuneable transceivers will greatly increase the cost of ONUs.
This is contrary to the original intention of NG-EPONs to make economic sense.
Hence, all transceivers in the ONUs are wavelength fixed in NG-EPON. The concept
of the maximum index of assigned wavelengths rather than the maximum number of
assigned wavelengths is used in our ILP formulations, which can substantially reduce
the symmetry of the ILP model and improve the computational e�ciency.

In this case, we can view the simplest case of the wavelength and bandwidth
allocation problem (i.e., only one wavelength can be assigned to requests) as classi-
cal scheduling theory [53], which has been proved to be NP-hard [54]. Specifically,
the ONUs in an NG-EPON can be regarded as jobs, and the granted time periods
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for these ONUs can be regarded as the processing times of the jobs. Clearly, the
original problem is also NP-hard since it is far more complex than the simplest case.
Additionally, the complexity of this ILP model is O(WN

2), where W and N are the
number of candidate wavelengths and the number of transmission requests, respec-
tively. Consequently, the computation time of this ILP model increases substantially
with increasing numbers of candidate wavelengths and transmission requests.

3.4 Wavelength deployment scheme comparison and
selection algorithm

In this section, we propose a WDSCS algorithm to e�ciently solve the problem of
how to balance the performance of an EPON and ONU cost. Specifically, WDSCS
compares the relative costs of all wavelength schemes and selects the most suitable
scheme. The central idea of WDSCS is to minimize the total upstream transmission
delay for every wavelength scheme. Note that the total upstream transmission delay
consists of two components: transmission delay and queuing delay [48]. Transmission
delay is determined by the data size of the upstream transmission requests and the up-
stream transmission rate, while queuing delay depends on the waiting time between
the request arrival time and the transmission start time. Therefore, two methods
are applied in WDSCS. One is to increase the upstream transmission rate so that
every upstream transmission request is assigned equally among all wavelengths in
every wavelength deployment scheme in WDSCS. The other approach is to properly
schedule the upstream transmission requests to reduce the queuing delay. The total
upstream transmission delay is a↵ected by the scheduling scheme since the transmis-
sion delays for every wavelength deployment scheme are determined if the upstream
requests are given a priori.

Figure 3.2: Scheduling of two adjacent requests Ri and Ri+1: (a) Ri is assigned earlier
when Ri+1 arrives before Ri finishes transmitting; (b) Ri is assigned earlier when Ri+1

arrives after Ri finishes transmitting; (c) Ri+1 is assigned earlier when Ri+1 arrives
before Ri can finish transmitting; (d) Ri+1 is assigned earlier when Ri+1 arrives after
Ri can finish transmitting.

The pseudocode of WDSCS is presented in Algorithm 1. The upstream trans-
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mission request volume, including the arrival time and the tra�c size, is given. First,
we sort all requests in increasing order of arrival time Ai of each request Ri and
calculate the granted time period Gi in a wavelength (by equally assigning every up-
stream transmission request among all wavelengths). Rate� presented in Line 3 is the
upstream transmission rate of a wavelength. In the next step, we start scheduling for
di↵erent wavelength schemes. If the arrival time Ai of a request Ri is earlier than the
transmission completion time Tc of a previously assigned request in Line 7 (Tg is the
guard time), then Ri is added to a waiting pool denoted by WP , and the request with
the minimum data size Rmin in the waiting pool is selected in Line 9. If Ai is later
than Tc, two cases arise. When WP is empty, we assign Ri if Gi minus Gi+1 divided
by the wavelength number w is less than the value of Ai+1 minus Ai multiplied by 2,
as shown in Line 12; otherwise, Ri is added to WP . We follow this approach because
if we assign Ri earlier than Ri+1, then the delay of Ri is Gi/w, and the delay of
Ri+1 is (Gi +Gi+1)/w� (Ai+1�Ai) if Ri+1 arrives before Ri finishes transmitting or
Gi+1/w if Ri+1 arrives after Ri finishes transmitting. The total delay of Ri and Ri+1

is (2Gi +Gi+1)/w� (Ai+1 �Ai) + Tg or (Gi +Gi+1)/w, as shown in Fig. 3.2(a) and
Fig. 3.2(b), respectively. Otherwise, if we assign Ri later than Ri+1, then the total
delay of Ri and Ri+1 is (Gi + 2Gi+1)/w + (Ai+1 � Ai) + Tg, as shown in Fig. 3.2(c)
(Ri+1 arrives before Ri can finish transmitting) and Fig. 3.2(d) (Ri+1 arrives after Ri

can finish transmitting). Clearly, (Gi+2Gi+1)/w+(Ai+1�Ai)+Tg is always greater
than (Gi+Gi+1)/w, so we assign Ri earlier than Ri+1 in this case. Another case is to
compare (2Gi+Gi+1)/w�(Ai+1�Ai)+Tg and (Gi+2Gi+1)/w+(Ai+1�Ai)+Tg. If the
former is less than the latter, then (Gi �Gi+1)/w  2 ⇤ (Ai+1 �Ai) can be observed,
and we assign Ri earlier than Ri+1, as shown in Line 15; otherwise, we add Ri to WP .
If the interval between Ai and Tc is greater than that of the minimum request Gmin

and WP is not empty, as shown in Line 19, then Rmin can be ”inserted” between the
current assigned request and Ri without a↵ecting the queuing delay of Ri. In this
case, Rmin is equally assigned among every wavelength before Ri and removed from
WP ; then, a new minimum request is selected from the remaining requests in WP ,
as shown in Lines 20 to 23. Ri continues to be compared with the minimum request
until the interval between Ai and Tc is less than Gmin. Then, we compare the data
size of Ri and Rmin. In Lines 24 to 31, we schedule Ri and Rmin according to the
previously described method. After traversing all requests, the requests remaining in
WP are assigned in increasing order of their data size in Lines 33 to 36. Finally, we
calculate the total delay and the relative cost for every wavelength scheme.
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Algorithm 1 WDSCS algorithm

Input: R,A
1: Sort all requests in increasing order of the arrival time Ai of each request Ri

2: for Ri in R do
3: Gi = Ri / Rate�

4: end for
5: for w in W do
6: Initialize WP = ?, Tc = 0
7: for Ri in R do
8: if Ai < Tc + Tg then
9: Add Ri to WP , and find the minimum
10: Rmin of WP;
11: else
12: if WP = ? then
13: if (Gi �Gi+1)/w  2 ⇤ (Ai+1 � Ai) then
14: Assign the ith request Ri, calculate the
15: delay Di, update Tc;
16: else
17: Add Ri to WP , and find the
18: minimum Rmin of WP;
19: end if
20: else
21: while Ai � Tc � Tg � Gmin & WP 6= ? do
22: Assign the request Rmin, calculate the
23: delay Dmin, update Tc, remove Rmin

24: from WP , find the new minimum
25: Rmin of WP ;
26: end while
27: if (Gmin �Gi)/w  2 ⇤ (Ai � Tc) then
28: Assign the request Rmin, calculate the
29: delay Dmin, update Tc, remove Rmin

30: from WP , add Ri to WP , find the
31: new minimum Rmin of WP ;
32: else
33: Assign the ith request Ri, calculate the
34: delay Di, update Tc;
35: end if
36: end if
37: end if
38: end for
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39: while WP 6= ? do
40: Assign the request Rmin, calculate the
41: delay Dmin, update Tc, remove Rmin

42: from WP , find the new minimum
43: Rmin of WP ;
44: end while
45: Dw  

P
N

i=1 Di

46: Cw  ↵
2 ·Dw + w

47: end for
Output: Dw, Cw

The time complexity is mainly determined by the iterations of Lines 4 to 36. Since
the maximum number of iterations of Line 19 is O(log(N�2)), there are N-2 requests
in the waiting pool, and the interval between the arrival time of the last request and
the completion time of the assigned request is su�cient to hold all N-2 requests.
Therefore, the total time complexity can be expressed as O(WNlog(N � 2)), where
W denotes the number of wavelength schemes, and N denotes the total number of
requests.

3.5 Numerical analysis

In this section, we present the results of our experiments. All experiments are con-
ducted in a static scenario in this research, which means that the data size and the
arrival time of all upstream tra�c volumes are given a priori. Therefore, there is
no need to consider the round-trip times of the GATE and REPORT messages. An
EPON based on the tree topology is adopted in our experiments; moreover, the OLT
and the ONUs support a bitrate of 25 Gbps per wavelength. We consider 8 ONUs
connected to an OLT for simplicity in a small network scenario. Moreover, 128 ONUs
connected to an OLT are considered to verify the NG-EPON performance for fu-
ture heavy tra�c volumes in a large network scenario. The parameters used in this
research is shown in Table. 3.1

Table 3.1: Parameters for experiments

Parameter Value

Upstream link bandwidth 25 Gbps per wavelength
Number of ONUs 8 / 128
Number of requests 50 / 800
Ethernet frames 64 - 1518 bytes
weight coe�cients ↵
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Self-similar tra�c is generated in our simulation to reflect the network tra�c in
reality. According to [55], self-similar tra�c can be obtained by aggregating multiple
sub-streams with alternating Pareto-distributed ON/OFF periods.The Hurst param-
eter is 0.8 [56], and E[tON ]/(E[tON ] + E[tOFF ]) = 1/10 is the load of each sub-stream,
where E[tON ] and E[tOFF ] denote the expected values of the ON and OFF periods,
respectively [57]. Moreover, Ethernet frames are uniformly generated from 64 to 1518
bytes, and a guard time of 1s is assumed to distinguish upstream requests transmit-
ted by di↵erent ONUs. The inter-frame gap between adjacent Ethernet frames in an
upstream request is 12 bytes, and the preamble of the frame is 8 bytes. The o↵ered
network load is denoted as the ratio between the total tra�c requests generated by
all ONUs per second and the maximum capacity of all wavelengths. Di↵erent relative
weight coe�cients ↵ lead to various relative costs of NG-EPONs; thus, various wave-
length deployment scheme are suggested. In our simulation experiments, ↵ ranges
from 0.02 to 0.06 in the small network scenario, and from 0.005 to 0.015 for the large
case. For every o↵ered network load, we generate 50 upstream requests as the input
for the small scenario and 800 requests for future heavy tra�c volumes. To improve
the accuracy of the simulation, we perform 50 iterations with independent inputs
and take the average as the final result. We use the GUROBI Optimizer v9.1.1 [58]
to solve the ILP models proposed in Section III. Since the problem is NP-hard, the
ILP model is di�cult to solve completely within a reasonable time in some cases.
Therefore, the execution time of the proposed ILP models is bounded at 3600 s. We
use a computer with an Intel 6-core 12-thread 3.7 GHz CPU and 32 GB of memory
to conduct all simulation experiments in a Microsoft Windows 10 environment. All
simulation programs are developed using Python v3.8.

In Fig. 3.3, we show the average of the maximum numbers of required wave-
lengths under di↵erent network loads and relative weight coe�cients ↵ simulated by
ILP and our proposed WDSCS. The results of both WDSCS and ILP indicate that
the maximum numbers of required wavelengths increase with an increase in ↵ from
0.02 to 0.06 for a given network load. This is because a greater value of ↵ means
that network operators pay more attention to latency, and more wavelengths are re-
quired to be deployed for increasing the capacity to reduce the transmission delay.
In addition, there is a tendency for the maximum numbers of required wavelengths
to increase with increasing the o↵ered network load. Since a higher o↵ered load re-
sults in a higher queuing delay when the number of upstream requests is fixed, to
reduce the total relative cost, upstream requests are assigned to more wavelengths to
decrease the transmission delay, which leads to a increase of the maximum number
of required wavelengths. From the simulation results, WDSCS performs similarly to
ILP, and the gap between WDSCS and ILP is up to 3.6% when the o↵ered network
load is 0.5 and ↵ is 0.04. Additionally, the average gaps among all o↵ered network
loads are 1.1, 1.4, 1.4, 1.4 and 0.9% when ↵ increases from 0.02 to 0.06; therefore our
proposed WDSCS can e�ciently select a suitable wavelength deployment scheme.
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Figure 3.3: Average of the maximum number of required wavelengths for ILP and
WDSCS.

Fig. 3.4 shows the average upstream transmission delays of ILP and WDSCS
(WDSCS uses the same number of wavelengths as ILP to calculate the upstream
transmission delay). For a given ↵, the average upstream transmission delays of both
ILP and WDSCS vary only slightly with the change in the o↵ered network load, es-
pecially when the o↵ered network load is between 0.3 and 0.7. When ↵ is 0.03, the
delays even decrease as the network load increases from 0.1 to 0.3. This is mainly due
to the joint influence of the increasing o↵ered network load and the deployment of
multiple wavelengths. An increase in the o↵ered network load leads to a high trans-
mission delay, which results in a tendency to increase the total relative cost; thus,
multiple wavelengths are recommended to reduce the transmission delay correspond-
ing to this tendency. On the other hand, the average upstream transmission delays
of both methods decrease substantially with an increase in ↵ for a given network
load. As mentioned in the previous paragraph, the number of deployed wavelengths
increases substantially with increasing ↵. Lower upstream transmission delays can
be provided given the deployment of more wavelengths. Moreover, WDSCS has a
delay that is at most 4.2% greater than that of ILP when the o↵ered network load is
0.7 for an ↵ of 0.04. Therefore, WDSCS can e�ciently schedule and assign upstream
requests to minimize the transmission delay.
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Figure 3.4: Average upstream transmission delays of ILP and WDSCS.

In Fig. 3.5, we compare the average upstream transmission delays calculated by
our proposed WDSCS and several algorithms proposed in previous works when the
number of deployed wavelengths is 4. Fig. 3.5 shows that WDSCS performs better
than modified-IPACT, WF-DBA and FF-DBA under any network loads. FF-DBA
gives the highest upstream transmission delay because the transmission rate of each
upstream tra�c is the lowest in this case. Modified-IPACT and WF-DBA outperform
FF-DBA since they assign upstream tra�c in all wavelengths to provide a maximum
transmission rate; however, the queuing delay is not considered in these approaches.
Our proposed WDSCS provides a maximum transmission rate and a low queuing
delay, so WDSCS achieves the lowest upstream transmission delay. In addition, the
di↵erence increases since more queuing occurs under high network load.

Jitter analysis (the standard deviation of delay) is shown in Fig. 3.6 to further
evaluate modified-IPACT, WF-DBA, FF-DBA and WDSCS. All approaches provide
low jitter under low network load since all upstream tra�c can be transmitted with
low delays in this case. The jitter of Modified-IPACT, WF-DBA and FF-DBA signif-
icantly increases when the network load is over 0.5, because several upstream tra�c
are highly delayed due to the queuing. When the network load is heavy (over 0.8), the
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Figure 3.5: Average upstream transmission delays of modified-IPACT, WF-DBA,
FF-DBA and WDSCS.

delay of almost all upstream tra�c is high because of the queuing; thus the jitter of
Modified-IPACT, WF-DBA and FF-DBA decreases when the network load is heavy,
which leads to the peaks in the lines of Modified-IPACT, WF-DBA and FF-DBA.
Moreover, our proposed WDSCS gives the lowest jitter under all network loads and
provides a flat line since it can achieve the lowest upstream transmission delay with
low queuing delay.

In Fig. 3.7, we compare the average upstream delays (solid lines) and the re-
quired wavelengths (dotted lines) calculated by WDSCS in four cases: the number of
deployed wavelengths is (a)one, (b)two, (c)four, and (d) eight. In Fig. 3.7(a), (b) and
(c), ↵ is 0.02, 0.04 and 0.06, respectively. When ↵ is given, as shown in Fig. 3.7(a),
the upstream delay first sharply decreases as the number of deployed wavelengths
increases for a given network load (more than 0.1); then, the upstream delay varies
slightly with increasing number of deployed wavelengths. When the deployed wave-
length increases from 1 to 4, the upstream delays are reduced by approximately 1
to 4 times according to the network load; however, when the deployed wavelength
increases from 4 to 8, the upstream delays are almost equal (solid lines coincide).
This can be explained by analysing the required wavelengths. When deploying only a
few wavelengths, the upstream delay is very high since the capacity is not su�cient.

34



Figure 3.6: Jitter of modified-IPACT, WF-DBA, FF-DBA and WDSCS.

In this case, the gain of reducing the upstream delay is higher than low ONU cost;
thus, more wavelengths are required to increase the capacity, and the upstream trans-
mission delays significantly decrease with the deployment of more wavelengths. On
the other hand, when multiple wavelengths are deployed, the capacity is su�cient.
In this case, cost-e↵ective ONUs are preferred to low upstream delays; therefore, no
more wavelengths are required, and the upstream transmission delays change slightly.
Similar results can be yielded from Fig. 3.7(b) and Fig. 3.7(c). Moreover, di↵erent
↵ values lead to di↵erent required wavelengths, and various most suitable wavelength
deployment schemes can be selected. Therefore, our proposed WDSCS can balance
the ONU cost and the upstream transmission performance of NG-EPONs to choose
a cost-e↵ective wavelength deployment scheme.

Fig. 3.8 shows the average upstream delays (solid lines) and the required
wavelengths (dotted lines) calculated by WDSCS of several wavelength deployment
schemes (the numbers of deployed wavelengths are 2,4,8 and 16, respectively) for fu-
ture heavy tra�c volumes. The o↵ered network load is up to 0.7 since the network
load is usually less than 0.7 in real networks. The results is similar to Fig. 3.7.
Therefore, network operators can choose the most suitable wavelength deployment
scheme to ensure the low cost of ONUs and good performance by our proposed WD-
SCS when designing the NG-EPONs in the future. In addition, network operators
can provide QoS-based service by setting di↵erent relative weight coe�cients ↵ in
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future network scenarios.

Figure 3.7: Average upstream delays and required wavelengths of di↵erent wavelength
deployment schemes: (a) ↵ = 0.02; (b) ↵ = 0.04; (c) ↵ = 0.06.
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Figure 3.8: Average upstream delays and required wavelengths of di↵erent wavelength
deployment schemes for future heavy tra�c volumes: (a) ↵ = 0.005; (b) ↵ = 0.01;
(c) ↵ = 0.015.
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3.6 Conclusion

In this research, we discuss the design of ONUs and wavelength deployment schemes
in an NG-EPON. Since ONUs are the most cost-sensitive element, we develop an ILP
model to minimize the total relative cost in a static EPON scenario. To solve the
problem e�ciently, we propose a heuristic WDSCS algorithm. From our simulation
results, we can see that our proposed WDSCS performs similarly to the ILP model in
terms of the number of deployed wavelengths and the average upstream transmission
delay. A comparison of between WDSCS and WF shows that our proposed algorithm
performs better in minimizing the upstream transmission delay. The upstream trans-
mission delays and required wavelengths of di↵erent wavelength deployment schemes
are analysed in small network scenarios, and WDSCS can e↵ectively choose the most
suitable wavelength deployment schemes to find a satisfactory balance between net-
work performance and ONU cost. Moreover, simulations of future heavy tra�c vol-
ume scenarios are provided as a reference for future NG-EPONs design. In this way,
network operators can select the most cost-e↵ective NG-EPON design considering
both the ONU cost and the upstream transmission performance. QoS-based service
can also be provided to satisfy the di↵erent needs of users.
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Chapter 4

Wavelength deployment scheme in
a fixed-mobile convergence access
network

As we discussed in Section 2.3, FMC is emerging in access network to provide access
services for both fixed and mobile transmission in a single network. In this chapter, we
mainly focus on the problem of how to select the appropriate wavelength deployment
scheme in a TWDM-PON-based FMC access network. The chapter is organized as
follows. In Section 4.1, we introduce motivation of this research. In Section 4.2,
we overview several previous works and summarize our contribution. In Section 4.3,
we develop an ILP model to formulate this problem. In Section 4.4, we propose a
heuristic algorithm to e�ciently solve the problem in a large-scale network scenario.
In Section 4.5, we present numerical analysis for the experiment results. In Section
4.6, we draw conclusions.

4.1 Motivation

The mobile x-haul transmission, especially the MFH transmission, has more strin-
gent latency requirement than fixed upstream transmission. The FMC access net-
work must be able to satisfy the latency requirement of both MFH transmission
and fixed transmission, which requires the FMC access network to deploy su�cient
amount of wavelengths. However, the power consumption and the deployment cost
of the total network is related to the number of wavelengths deployed in the net-
work. In this research, we aim at minimizing the number of wavelengths deployed
in the FMC access network while satisfying the latency requirement of both MFH
and fixed transmission. Moreover, two potential architectures of the FMC access net-
work are introduced, which di↵er mainly in the wavelength multiplexing solutions for
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fixed and MFH transmission. We compare the separate architecture and the sharing
architecture under di↵erent network parameters.

4.2 Previous works and contributions of this re-
search

Many papers in the literature have focused on DBA/DWBA schemes for MFH trans-
mission in TDM-/TWDM-PONs since the conventional online and o✏ine DBA schemes
are message-based and cannot satisfy the stringent low-latency requirements.

In [59], the authors proposed a mobile DBA scheme in which the MFH latency
requirement is satisfied by utilizing the scheduling information in the wireless domain.

In [60], the authors proposed an MFH DBA scheme based on simple statistical
tra�c analysis, and an upstream latency under 50 µs was achieved according to the
experimental results.

In [61] and [62], the authors proposed e�cient DWBA schemes for MFH trans-
mission in TWDM-PON, and they further considered the synchronization timing
errors in the TDD-based fronthaul and the data size of a TDD burst is determined
by the 5G parameters.

In summary, these authors only considered how to meet the latency requirements
of mobile forward transmission in PON, without considering that the FMC access net-
work can satisfy the latency requirement of both fixed and MFH transmission. In
this research, we mainly focus on the design problem of a FMC access network based
on NG-PON2. We aim at find the minimal number of wavelengths that can support
the latency requirement of both fixed and MFH transmission. We also present a com-
parison between the two potential architectures under di↵erent network parameters.
To the best of our knowledge, this research is the first work to conduct such research
on the FMC access network.

4.3 Problem formulation

In this section, we consider the problem of how to minimize the number of required
wavelengths in an FMC access network. To accomplish this, we develop an ILP
model. The parameters and variables used in this research are shown below.

Parameters:

i : index of a request.

N : set of request indices, where i 2 N .

ai : time instant when request i arrives at its corresponding ONU.
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ti : latency threshold of request i.

ri : required time period (determined by the data size) for request i.

w : index of a wavelength.

W : set of wavelength indices, where w 2 W .

M : an integer that is larger than any parameter or variable.

Variables:

Wmax : maximum index of the assigned wavelengths.

si,w : time instant when request i starts transmitting on wavelength w.

gi,w : time periods granted to request i on wavelength w.

fi,w : time instant when request i completes transmitting on wavelength w.

ki,w : a binary variable that is equal to 1 if request i is transmitted on wavelength w

and equal to 0 otherwise.

⇠i,j,w : a binary variable that is equal to 1 if request i starts transmitting earlier than
request j on wavelength w and equal to 0 otherwise.

di : transmission delay of request i.

The wavelength assignment problem is formulated as follows:
Objective:

Minimize Wmax (4.1)

subject to X

1w|W |

ki,w = 1 i 2 N, (4.2)

si,w � ki,w · ai i 2 N,w 2 W, (4.3)

si,w M · ki,w i 2 N,w 2 W, (4.4)

gi,w � ki,w · ri i 2 N,w 2 W, (4.5)

gi,w M · ki,w i 2 N,w 2 W, (4.6)

fi,w � si,w + gi,w i 2 N,w 2 W, (4.7)

Wmax �M · (ki,w � 1)� w � 0 i 2 N,w 2 W, (4.8)

⇠i,j,w + ⇠j,i,w = 1 i 2 N, j 2 N,w 2 W, (4.9)
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fi,w � sj,w M · (3� ki,w � kj,w � ⇠i,j,w)

i 2 N, j 2 N,w 2 W,
(4.10)

di � fi,w � ki,w · ai �M · (1� ki,w) i 2 N,w 2 W, (4.11)

di  ti i 2 N. (4.12)

Constraint (2) ensures that one request can only be assigned to a wavelength.
Constraints (3) and (4) guarantee that the transmission of a request cannot be started
before its arriving time. Constraints (5) and (6) ensure the granted time periods for
a request must be greater than its required time periods. Constraint (7) ensures
that the transmission of a request completes when all data of the request has been
transmitted. Constraint (8) denotes the maximum index of the required wavelengths.
Constraints (9) and (10) are nonoverlapping constraints. Constraint (11) implies the
delay of a request. constraint (12) ensures that the latency requirements of all requests
are satisfied. Moreover, the time complexity of the ILP model is O(WN

2), where W

and N are the number of candidate wavelengths and the number of transmission
requests, respectively.

As discussed in Section III, two potential architectures are adopted in the FMC
access network: the fixed and mobile transmission utilize only their respective wave-
lengths in the separate architecture or the fixed and mobile transmission share all
wavelengths in the sharing architecture. In the separate architecture, we separately
input a fixed tra�c matrix and a mobile tra�c matrix to calculate their respective
minimum number of required wavelengths. In this case, their sum is the minimum
number of required wavelengths for the network. In the sharing architecture, we input
the tra�c matrix that is a mixture of the fixed request matrix and the MFH trans-
mission request matrix to calculated the minimum number of required wavelengths.

4.4 Proposed algorithm

For the sharing architecture and the fixed request component of the separate archi-
tecture, Problems (1) and (13) are variants of the traditional scheduling problem,
which has been shown to be NP-hard [54]; therefore, Problems (1) and (13) are also
NP-hard. As the size of the network and the number of tra�c requests increases, it
becomes di�cult to obtain the optimal solution to Problems (1) and (13) in an accept-
able time. To comprehensively compare the two potential architectures, we propose
an heuristic algorithm for calculating the number of required wavelengths and the
transmission latency for the sharing architecture in large-scale networks, which are
commonly close to in real-world scenarios.

The objective of the algorithm is to determine the minimal number of required
wavelengths in the FMC access network while satisfying the latency requirements
of both fixed and mobile transmission. The basic idea of the algorithm is to assign
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the MFH requests first in each millisecond because the delay requirement of MFH
transmission is much stricter than that of fixed transmission. The notations of the
algorithm are shown as follows:

Notations:

A : set of request arriving time, where, ai 2 A.

R : set of request data size, where, Ri 2 R.

T : set of request latency requirement, where, ti 2 T .

i : index of request i.

j : index of millisecond j.

Wmobile : the minimal number of required wavelengths for MFH transmission.

Rm : required time period (determined by the data size) for a TDD burst.

Ri : required time period (determined by the data size) for request i.

Nm : the number of ONUs connected to an RU.

WP : the wait pool.

Di : the delay of request i.

Fink : the transmission completion time of �k.

The steps in the algorithm are designed as follows:
Step 1: We first sort A, R and T in increasing order of arrival time ai. Then, we

calculate the the initial value of required wavelengths Wmobile for MFH transmission
in Formula (14).

Wmobile = dNmbRm/250ce (4.13)

Step 2: In each millisecond j, we first assign TDD bursts (i.e., the MFH request).
We assign each TDD burst to the wavelength �k with the earliest transmission com-
pletion time Fink, calculate the delay Di, update �k and Fink, as listed in Lines
4 to 6. After all TDD bursts arrived in this millisecond j have been transmitted,
we traverse the fixed requests in the wait pool and determine whether they can be
assigned to the wavelength �k with the earliest transmission completion time Fink

according to Line 9. Then, we calculate the delay Di, update �k and Fink, remove
the assigned fixed requested from the wait pool.

Step 3: We assign the fixed requests to wavelengths �1,�2,...,�Wmobile
in order of

their arrival time in millisecond j. We determine whether they can be assigned to
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Algorithm 2 Heuristic algorithm
1: for the ith request arrived in jth millisecond
2: if ti = 250 then
3: Counter  Counter + 1
4: Assign request i to the wavelength �k with the
5: earliest transmission completion time Fink,
6: calculate the delay Di, update �k and Fink.
7: if Counter mod Nm == 0 then
8: Traverse the fixed requests Rl in WP
9: while max{Fink, al}+Rl  j ⇤ 1000 + 1000 do
10: Assign request l to the wavelength �k, calculate the
11: delay Dl, update �k and Fink,
12: remove request l from WP.
13: end while
14: end if
15: else
16: if max{Fink, ai}+Ri  j ⇤ 1000 + 1000 then
17: Assign request i to the wavelength �k, calculate the
18: delay Di, update �k and Fink,
19: else
20: Add request i to WP
21: end if
22: end if

the wavelength �k with the earliest transmission completion time Fink according to
Line 16. Then, we calculate the delay Di, update �k and Fink if request Ri can be
assigned, or we add request Ri to the wait pool if request Ri can not be assigned.

If the delay of any fixed requests the latency requirements, we stop the assign-
ment, set Wmobile  Wmobile + 1 and recalculate from Step 2. If the delay of all fixed
requests is less than 2.5 milliseconds, we output Wmobile and the delay Di for each
request i as the result of “Sharing Architecture”.

As for “Separate Architecture”, we can calculate the required wavelengths and
the delay by input the matrix of fixed requests and MFH transmission requests sep-
arately.

4.5 Numerical analysis

In this section, we analyze the results calculated by the developed ILP model and
the proposed algorithm of an FMC access network that is based on tree topology.
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We assume that N ONUs connected to fixed users and M ONUs connected to RUs
are deployed in the FMC access network. We set di↵erent values of M and N to
evaluate the impact of varying the number of ONUs connected to fixed users and/or
RUs. Considering the overhead (using RS(255, 223) as forward error correction (FEC)
leads to approximately 13% overhead [63]), and the upstream bit rate is 8.7 Gbps per
wavelength. The experimental parameters are shown in Table. 1.

Table 4.1: Parameters of experiments

Parameter Value

Delay threshold 250 µs (MFH) / 2.5 ms (fixed)
Upstream link bandwidth 8.7 Gbps per wavelength
Data size of a TDD burst 97896 * 2 * NMIMO

NMIMO 1, 2 and 4
NONU for fixed users N

NONU for MFH M

Upstream tra�c volumes are prioritized since the experiments are conducted in
a static scenario. For fixed upstream tra�c, we assume that each ONU generates 10
upstream tra�c requests as the input. The upstream tra�c of the fixed transmission
is generated as self-similar tra�c, which can be obtained by aggregating several sub-
streams with ON/OFF periods that follow the Pareto distribution [55]. Moreover, we
consider the o↵ered network load of the ONUs for fixed services to be the ratio of the
fixed tra�c requests generated per second and the total capacity of all wavelengths,
and we set the network load for fixed services to 0.7 in all default cases. For mobile
requests, we consider TDD-based MFH transmission with one TDD burst generated
by each RU per millisecond. The maximum data size of the burst is determined by
STBNTBNMIMO, where STB, NTB and NMIMO represent the data size of transport
block, the number of transport blocks in each subframe and the number of multiple-
input multiple-output (MIMO) layers, respectively. According to [64], we set STB to
97896 bits, NTB to 2 and NMIMO to 1, 2 and 4, respectively. We assume that each RU
generates 10 TDD bursts and all ONUs transmit the TDD blocks with the maximal
size to the OLT simultaneously. Moreover, we set the latency thresholds of fixed and
MFH upstream transmission to 250 µs and 2.5 ms [39], respectively. The results are
evaluated as the average of 50 iterations by using the GUROBI optimizer v9.5.2 [58].
The program is running on a computer with 32 GB of memory and an AMD 6-core,
12-thread, 3.7GHz processor.
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Figure 4.1: The number of wavelengths for the network when di↵erent numbers of
ONUs are connected to RUs: (a) NMIMO = 1; (b) NMIMO = 2; (c) NMIMO = 4.
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For the separate architecture, we separately input the fixed request matrix and
the MFH transmission request matrix to calculate the number of required wave-
lengths. The results are indicated as “Separate (Fixed)” and “Separate (Mobile)”,
respectively. the number of required wavelengths for the separate architecture is the
sum of “Separate (Fixed)” and “Separate (Mobile)”, which is denoted as “Separate
(Mix)”. For the sharing architecture, we input a mixture of the fixed request ma-
trix and the MFH transmission request matrix to calculate the number of required
wavelengths that is indicated as “Sharing”.

In Fig. 4.1, we show the impact of the number of ONUs connected to RUs and
the NMIMO value on the number of required wavelengths. We set N to 8, M is
varied from 1 to 12 and NMIMO is set to 1, 2 and 4, respectively. The solid and the
dashed lines show the results calculated by the ILP models and heuristic algorithms
(HA), respectively. The maximum gap between the solid and dashed lines is 5%,
demonstrating that the algorithms can e↵ectively calculate the required number of
wavelengths for FMC access networks. Moreover, the sharing architecture requires
fewer wavelengths than the separate architecture in all cases. It is because in the
sharing architecture, the fixed requests and the MFH transmission requests can share
wavelengths, while in the separate architecture, the fixed requests and the MFH
transmission requests are assigned to di↵erent wavelength domains. In addition, as
the value of NMIMO increases (i.e., the maximum data size of a TDD burst increases),
the impact on the number of required wavelengths for the MFH transmission caused
by the number of ONUs connected to RUs increases. This observation occurs because
the number of TDD bursts assigned to a wavelength decreases as the maximum data
size of the TDD burst increases. In most cases, the sharing architecture requires that
the number of wavelengths be equal to or slightly greater than the larger one required
by the fixed or the MFH transmission components in separate architecture. This
finding indicates that the fixed requests in the sharing architecture can be assigned
to time slots in each millisecond that the TDD bursts cannot be assigned to (the
TDD bursts can be assigned to only the first 250 µs in each millisecond because of
the latency requirement of MFH transmission). This result confirms that the sharing
architecture can provide higher wavelength utilization than the separate architecture.

Fig. 4.2 shows the delay distribution of the MFH transmission calculated by the
proposed algorithm corresponding to Fig. 4.1. The red and purple lines represent the
separate architecture and the sharing architecture. We can see that the maximum
delay of MFH transmission is less than the MFH latency threshold of 250 µs in all
cases. This result indicates that the proposed algorithm can calculate the number of
required wavelengths for the separate architecture and the sharing architecture while
satisfy the latency requirements of the MFH transmission.
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Figure 4.2: Latency distribution when di↵erent numbers of ONUs are connected to
RUs: (a) NMIMO = 1; (b) NMIMO = 2; (c) NMIMO = 4.
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Figure 4.3: The number of wavelengths for the network with di↵erent fixed request
loads.

Fig. 4.3 shows the impact of the fixed requests load in the FMC access network
on the number of required wavelengths. In this case, we set N to 8, M to 8 and
NMIMO to 2. As the network load increases, the separate architecture and the sharing
architecture both require more wavelengths to satisfy the latency requirements for
fixed requests. The sharing architecture requires fewer wavelengths than the separate
architecture under all network loads. Moreover, the sharing architecture starts to
require more wavelengths when the network load reaches 0.2, which is lighter than the
network load (0.4) when the separate architecture starts to require more wavelengths.
This result indicates that fixed requests and MFH transmission requests can share the
wavelengths in the sharing architecture. Furthermore, when the network load reaches
0.7, the numbers of required wavelengths for the separate architecture starts and the
sharing architecture are close to the maximum value. This observation explains why
we set the network load to 0.7 in other experiments.

Fig. 4.4 and Fig. 4.5 shows the number of required wavelengths and the delay
distribution of MFH transmission in large-scale networks. In this case, we set N set
to 32, M is varied from 4 to 48 and NMIMO to 1, 2 and 4, respectively. The results are
similar to Fig. 4.1 and Fig. 4.2. Moreover, we can see that the FMC access network
is more sensitive to the increase to the number of ONUs connected to RUs. When
the number of ONUs increases by 4 times, the number of required wavelengths for
the fixed transmission increases by approximately 2.5 times (from approximately 2
in Fig.4.1 to approximately 5 in Fig. 4.4), while the number of required wavelengths
for the MFH transmission increases approximately 4 times. It is because the MFH
transmission has stricter latency requirement than the fixed transmission.
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Figure 4.4: The number of wavelengths for the network when di↵erent numbers of
ONUs are connected to RUs in large-scale networks: (a) NMIMO = 1; (b) NMIMO =
2; (c) NMIMO = 4.
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Figure 4.5: Latency distribution when di↵erent numbers of ONUs are connected to
RUs in large-scale networks: (a) NMIMO = 1; (b) NMIMO = 2; (c) NMIMO = 4.
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4.6 Conclusion

In this research, we investigate the wavelength deployment scheme for TWDM-PON-
based FMC access networks. We develop an ILP model to minimize the number of
required wavelengths in this network. We perform experiments and compared two
potential architectures. From the experimental results, the separate architecture and
the sharing architecture both satisfy the latency and bandwidth requirements of MFH
transmission. The separate architecture is easier to implement since the fixed and the
mobile transmission are separated from wavelength domains and fewer wavelengths
are required in an ONU, while the sharing architecture provides higher bandwidth
utilization to save wavelength resources since the wavelengths are shared by fixed
and MFH transmission requests. Network operators can select a suitable architecture
before establishing future FMC access networks according to their preferences. The
overall motivation of this research is to reduce deployment costs for network operators.
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Chapter 5

Summary

In this thesis, we address the design problems of next generation access network based
on PONs. Specifically, we discuss the wavelength deployment scheme selection prob-
lem in a static scenario in terms of di↵erent architectures of PONs and characteristics
of tra�c demands. We summarize this thesis as follows:

In Chapter 1, we introduce the position of our works, followed by a brief de-
scription of the content and contributions of our works. In addition, we show the
organization of this thesis.

In Chapter 2, we introduce the background of the PONs including the overview
of PONs, architecture and technologies of next generation PONs, as well as the future
application of PONs in mobile x-haul transmission and the challenges brought by the
potential application.

In Chapter 3, we discuss the design of ONUs and wavelength deployment schemes
in an NG-EPON. Specifically, we try to find the most appropriate wavelength deploy
scheme by considering the trade-o↵ between the network performance (i,e,. the up-
stream latency) and the device cost (i,e,. the ONUs cost). We develop an ILP model
to solve this problem in a static EPON scenario and propose a heuristic WDSCS
algorithm to e�ciently solve the problem in a large network scenario. According our
experimental results, we have provided a solution for network operators to select an
appropriate architecture for next-generation PONs based on user requirements as well
as quality of service (QoS) requirements.

In Chapter 4, we investigate the wavelength deployment scheme for TWDM-
PON-based FMC access networks. we aim at minimizing the number of wavelengths
required for the network while satisfying the latency requirement of both mobile
x-haul transmission and fixed transmission. Moreover, we also compare the two po-
tential architectures proposed in previous works. To accomplish this, we develop an
ILP model and propose a heuristic algorithm. From our experimental results, we have
provided a solution for network operators so that they can select a suitable architec-
ture before establishing future FMC access networks according to their preferences.
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Chapter 6

Future work

Future works will mainly focus on the application of PONs in the data center. A data
center is the network infrastructure with the purpose of storing, computing, dissemi-
nating and presenting data. Data center is critical to an enterprise or organization, so
that there are millions of data centers around the world, and almost all enterprise and
government have established and maintained their data centers. The architectures
of data center networks generally consist of several layers, where the switches in the
upper layers are connected to multiple switches in the lower layers. The connection
between the switches in adjacent layers is in a P2MP manner; therefore, PONs are
considered to be deployed in data center networks to connect adjacent layer, which
can significantly save the cost of deployment and maintenance [65]. However, a data
center network has its unique requirements di↵erent from an access network. On the
one hand, a data center network may consist of several PONs cascading with each
other to from a hierarchical architecture and data transmissions may occur across
various level switches. In some intermediate layers, each node may be connect to all
switches in the lower layers, which leads to several PONs connected in parallel in this
layer. These features of data center introduce a new and more complicated routing
problem that do not exist in a PON-based access network. Therefore, the bandwidth
and wavelength assignment problem in a PON-based access network evolves to be the
multi-path routing, bandwidth and wavelength assignment problem in a PON-based
data center. On the other hand, a major concern of data centers is the power con-
sumption. As there are always thousands of servers in a data center, minimizing the
PON power consumption is extremely important. Therefore, the multi-path routing
and resource assignment problem must be solved in an energy-e�cient approach. In
this case, we may need to address the challenges including energy-aware o↵-loading
from switches, avoiding using tunable lasers and so on. Therefore, designing the
PON-based data center architecture is a challenging task.
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