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Abstract

With the sustainable development of the Internet, network traffic has grown explosively in re-

cent years. According to the Cisco visual networking index (VNI) global IP traffic forecast report,

the increasing trend of the Internet is mainly reflected in the global population of Internet users,

the average data transmission, and the type of Internet services. The coronavirus disease (COVID-

19) pandemic has greatly increased the frequency and highlighted the necessity of communication

through the Internet. Therefore, the continuous and rapid increase in network traffic has magni-

fied the problems of transmission capacity limitation, network reliability, and traffic uncertainty in

current optical networks.

Facing those above problems, the optical network architectures have experienced several pe-

riods of development from the early wavelength division multiplexing (WDM)-based optical net-

works. To overcome the capacity upper limit, two crucial techniques called elastic optical network-

ing (EON) and space division multiplexing (SDM) have been proposed as viable solutions. EON

yields a more flexible and efficient optical transmission system by dividing spectrum resources for

transmission into finer frequency slots (FSs) compared with WDM. Moreover, the expansion of spa-

tial domains from the current one dimension in WDM to multiple dimensions by SDM increases the

network capacity. To guarantee network reliability, the software defined networking (SDN)-based

optical networks provide the functionalities of controlling and data forwarding by the separate con-

trol and data plane for network transmission. The central controllers in SDN-based optical networks

grasp the overall information of traffic data and devices, achieving effective management and fast

reconfiguration. In addition, as part of the trend toward more automation and intelligence in future

networks, artificial intelligence (AI) and machine learning (ML) are increasingly in-demand for

network management due to their powerful ability of programmatically identifying network prob-

lems and providing instant diagnosis. Furthermore, to face future massive SDM era and demand

uncertainty, the newly designed optical transport networks (OTNs) called spatial channel networks

(SCNs) are proposed to serve the connection request with different traffic demands in the corre-

sponding specific types of spatial channels (SChs). Otherwise, some robust optimization techniques

such as �-robust optimization have been applied in network design with nondeterministic traffic.

As two main topics of optical network planning and management, routing and resource al-
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location problems have been updated to accommodate the new characteristics introduced by the

architecture evolution of optical networks. For example, with the spatial dimension added by SDM,

the routing and spectrum assignment (RWA) problem in conventional WDM-based optical networks

has been changed into the routing, spectrum, and space assignment (RSSA) problem in SDM-based

optical networks. Generally, the routing and resource allocation problems in optical networks can be

divided into static problems and dynamic problems. In the static case, the traffic request matrix with

certain demands is given, and the main objective is to minimize the utilization of network resources

such as the spectrum resources allocated in the network. In the dynamic case, the traffic request

matrix is unknown and each request arrives at the network one after another. To solve the problems

in the dynamic case, the overall network resources supported are given and the main objective is to

find the best blocking probability or network throughput.

In summary, the development of optical network architectures introduces not only opportunities

but also additional challenges to be addressed. The ML techniques and the SDN paradigm make

it easier and more efficient for users and operators to control and manage the optical networks.

However, it is difficult to achieve widespread deployment of programmable switches and fast re-

configuration of SDN control plane. Furthermore, a high capacity, high spectral efficiency, and

flexible optical transmission can be realized in next generation SDM-EONs, but the implementation

of SDM and EON brings some challenges such as the SDM fiber deployment issue, the intercore

crosstalk (XT) avoidance issue and the survivability of such a complex SDM network. These find-

ings demonstrate the critical importance and necessity of methods specifically designed to solve

the routing and resource allocation problem. In this dissertation, we will introduce our research

works on routing and resource allocation problems in optical networks detailed and summarize our

contributions.

The organization of this dissertation is as follows. In Chapter 1, we give an overall introduction

to the topics mentioned in this dissertation and give a brief illustration of our research works and

contributions. In Chapter 2, we introduce the background of optical networks evolution and rele-

vant communication technologies including five periods: 1) early fiber optics networks; 2) wave-

length division multiplexing-based optical networks; 3) elastic optical networks; 4) space division

multiplexing-based optical networks; 5) spatial channel networks. In Chapter 3, we introduce the re-

search work of the device cost and network performance analysis for the SDM network deployment

issues under different spatial and spectral granularity combinations. In Chapter 4, we introduce the

research work of robust design for the SDM network with shared backup path protection consider-

ing network reliability against various network failures and uncertainty in traffic volume. In Chapter

5, we draw conclusions and future works of this dissertation.

II



Chapter 1

Introduction

With the development of communication technology and the increasing popularity of network ser-

vices, multiple opportunities along with challenges have been brought to network communica-

tion. The communication system is composed of two categories according to the mode of signal

transmission-wired communication system and wireless communication system. The main differ-

ence between wired communication and wireless communication lies in the transmission medium.

In wireless communication systems, the antenna is an essential part and data is transmitted through

non-physical media. In wired communication, data transmission is based on physical mediums such

as cables and wires using electrical or optical signals. Optical communication, the topic that this

dissertation focuses on, is one type of wired communication.

Figure 1.1: The main topics mentioned in this dissertation.

The tree view of the research topics mentioned in this dissertation is shown in Figure 1.1. There

are two main topics of research works including the research on the physical layer and the research

1



on the network layer in optical communication. On the one hand, the increasing popularity of Inter-

net services and users promotes the requirements for high communication levels of optical networks

supported by emerging and promising optical technologies and physical components. On the other

hand, the improvement of optical technologies and physical components introduces opportunities

and challenges to problems of the network layer such as routing, resource allocation, and network

protection.

According to different optical communication technologies, the research topics of the network

layer are based on different architectures of optical networks. From the earliest TDM-based optical

networks to WDM-based optical networks, further to flexible EONs and high-capacity SDM-EONs,

and finally to future SCN-based optical networks facing massive SDM era. The research works

in this dissertation mainly focus on solving the problems in SDM-based optical networks. The

topics that this dissertation focus on including network planning considering routing and spectrum

assignment problems, performance evaluation considering different architectures of SDM-based

optical networks, design of heuristic routing and spectrum assignment algorithm, network reliability

based on network protection techniques.

The research work “Evaluation of Optical Transport Unit Line-Card Integration in Spatially and

Spectrally Flexible Optical Networks in terms of Device Cost and Network Performance” focuses

on the network design and evaluation in SDM-EONs. We do the performance analysis with the

metrics of device cost, maximum average throughput, average transceiver utilization and spectral

efficiency for the #-core multi-core fiber (MCF)-based network deployment issues under different

spatial and spectral granularity combinations. The results are obtained by solving a dynamic routing

and resource allocation problem within an acceptable blocking probability.

The research work “Robust Design against Network Failures of Shared Backup Path Protected

SDM-EONs” focused on the robust design of a #-single-mode-fiber-bundle (#-SMFB)-based SDM-

EON with shared backup path protection (SBPP). Considering the network reliability in the face of

different types of network failures and the uncertainty in traffic volume, we formulate the static

RSSA problems for working and backup paths determination as two mixed integer linear program-

ming (MILP) models with the objective of minimizing the maximal FS index used and the total

number of backup FSs. In this scenario, we propose heuristic algorithms for routing decision and

spectrum assignment, and we compare the spectrum efficiency and execution time among MILP

models, our proposed algorithms, and the existing algorithm.
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Chapter 2

Background

A network has the basic functionality of enabling data communication over a point-to-point or point-

to-multipoint channel by means of different transmission approaches, including electronic signals

along conductors, optical signals along optical fibers and so on. Therefore, the underlying properties

have a significant impact on the network in terms of capacity, cost, and reliability.

Fiber optics was first introduced into telecommunication networks as a transmission medium

in the 1980s when the first generation of fiber optics called graded-index fibers was implemented

[1]. Fiber optics refers to a low loss and high efficiency technology that the data information is

transmitted as light pulses through strands of fiber made of plastic or glass. It offers a selection

of new features to the communication field, most notably a tremendous increase in transmission

capacity. Such a promising technology not only opens a sweeping vista for data transmission but

also promotes the development of optical networks.

Figure 2.1: The evolution of the optical transmission system in the past few decades.

Optical networking is a communication system composed of fiber optic cables carrying data

encoded in light and the optical components deployed processing light. The capabilities of optical

networks are closely related to optical components and optical transmission technologies. There-

fore, optical networks have undergone a remarkable change with the emergence and development
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of exciting breakthrough technologies [2]. Although the evolution of optical networks shown in

Figure 2.1 meets the high demand for transmission capacity, it also brings challenges in routing,

resource allocation, and network management. In this chapter, we introduce the overview of the

evolution of optical networks beginning with the earliest time division multiplexing (TDM)-based

optical network using synchronous digital hierarchy (SDH), as well as the routing and resource

allocation problem corresponding to each generation of optical networks.

2.1 Early Fiber Optics Transmission System

In response to the demand for increased bandwidth, high-quality service, and reliability, fiber optics

transmission system was introduced to telecommunication networks in the 1980s. Compared to

the older multiplex hierarchy known as plesiochronous digital hierarchy (PDH), SDH technology,

which is the International Telecommunication Union Telecommunication Standardization Sector

(ITU-T) version of the synchronous optical network (SONET) standard, provides faster and cheaper

network interconnections. Due to the characteristic of global standardization, it is possible for

SDH to be used in the optical layer as the interface, where the tributary signals of services such as

PDH, asynchronous transfer mode (ATM), and Internet protocol (IP) are packed into SDH transport

modules [3]. As shown in Figure 2.2, the TDM frames are multiplexed into high order ones by using

SDH and SDH cross connect (XC) can flexibly and effectively manage the fiber optics transmission

networks through electrical switching.

Figure 2.2: TDM-based optical transmission system using SDH.
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2.2 Wavelength Division Multiplexing-based Optical Networks

Wavelength division multiplexing (WDM) became a better choice for large data transmission com-

pared with electrical TDM after it was realized in the laboratory by 1980 [4]. WDM expands

transmission bandwidth substantially by multiplexing numbers of optical signals onto an optical

fiber through different wavelengths (frequencies). In this way, it allows different data streams to be

sent simultaneously and maximizes fiber utilization.

Figure 2.3: WDM operating principle.

As shown in Figure 2.3, a multiplexer (MUX) in the WDM system is used to join different

wavelengths denoted by _1, ..., _= together at the transmitter and a demultiplexer (DMUX) is used

to separate them. WDM is based on the ability to carry different types of service by the light over an

optical fiber. Instead of using multiple optical fibers for each service, it is possible to share a single

optical fiber for several services.

Figure 2.4: A fixed grid with 50 GHz channel spacing in WDM-based optical networks.

ITU-T G.694.1 standard WDM region is from 1528.77 nm to 1563.86 nm which resides mainly

within the C-band. In a typical WDM system, 40 channels or 80 channels would be generalized at

100GHz (0.8nm) or 50 GHz (0.4nm) spacing, respectively [5]. As shown in Figure 2.4, a fixed grid
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with 50 GHz channel spacing is used as an optical carrier in WDM-based optical networks to support

three connection requests with different traffic demands. An optical carrier is the standard unit of

measurement for the bandwidth rate of data transmitted, and the spectrum used for an optical carrier

in Figure 2.4 should be less than 50 GHz due to the additional spectrum required for the switching

guard band between two adjacent optical carriers. For example, with the 40 Gbps supportable bit

rate, the total required spectrum resources are 300 GHz to support transmission for three requests

with 25Gbps, 60 Gbps, and 90 Gbps.

(a) WDM-based optical transmission system using ODU-XC

(b) WDM-based optical transmission system using ROADM

Figure 2.5: WDM-based optical transmission system using different technologies.

The first commercial WDM system was deployed in the early 2000s [6]. The explosive increase

of capacity in WDM systems has emphasized the necessity of deploying a large number of electrical
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terminals and switching devices, such as optical transceivers (transceivers and receivers) and optical

channel data unit cross connects (ODU-XCs)/routers [50]. As shown in Figure 2.5(a), the processing

of the data entering the node is implemented in the electrical domain, which causes problems of

equipment costs and energy consumption. However, it is unnecessary to deal with all the data

passing through a node electronically, but only part of the traffic serving this node as the source

node or the destination node. To deal with a tremendous burden on ODU-XCs or routers, the

fixed grid reconfigurable optical add/drop multiplexer (ROADM) is introduced to WDM systems.

It allows wavelengths that are added or dropped at the node to be processed electronically and

the remaining wavelengths to bypass the node electronics optically. Such a WDM-based optical

transmission system with optical bypass technology, which is shown in Figure 2.5(b), can reduce

overall electronic processing.

2.3 Elastic Optical Networks

Network traffic is increasingly demanding in terms of transmission capacity and distance due to

the continuous development of the Internet. Traditional WDM-based optical networks are rigid

and homogeneous, in which a fixed spectrum grid composed of multiple wavelengths is supported

under a single modulation format [8]. Such a low spectral efficiency network can no longer meet

the increasing traffic demands in transport networks.

The main requirements for next generation optical networks include: 1) Higher fiber capacity

due to the increasing Internet traffic. 2) Higher optical channel capacity due to the increasing speed

of the client interface. 3) Lower resource and cost consumption due to the goals of economization

and ecologization. To achieve those goals mentioned above, an emerging and improved technology

called elastic optical networking (EON) has been put forward to increase spectral efficiency as a

solution for next generation optical networks.

EON, which was first proposed as the spectrum sliced elastic (SLICE) optical network in 2008,

enables the technologies of spectrum resource slicing and elastic allocation [9–11]. The key feature

of EON is to provide more efficient traffic grooming by increasing spectral efficiency. On the one

hand, due to the implementation of coherent optical detection by digital signal processing (DSP),

and it makes it possible to use the in-phase and quadrature-phase components and the optical filed

polarization [12]. Through the usage of DSP in the optical transceiver, some multicarrier modula-

tion technologies such as coherent optical orthogonal frequency division multiplexing (CO-OFDM)

and nyquist wavelength division multiplexing (N-WDM) are realized to make the optical transmis-

sion more spectrally efficient. On the other hand, the spectral efficiency in bits per second per hertz

(bit/s/Hz) can be computed by the product of the modulation level in bits per symbol (bit/symbol)

and the baud rate in symbols per second per hertz (symbol/s/Hz). Therefore, increasing the mod-
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ulation level and baud rate can also improve spectral efficiency. However, due to the nonlinear

Shannon limit and the boundedness of current conversion technology (analog to digital/digital to

analog conversion (ADC/DAC)), increasing the number of bits per symbol and symbol rate be-

comes increasingly difficult and challenging.

Multiple promising technologies in EON enable the optical networks to be more flexible and

heterogeneous, leading to a more flexible and efficient optical transmission. Those enabling tech-

nologies for EON are introduced in detail as follows.

2.3.1 Spectral Superchannel

A superchannel in elastic optical networks (EONs) refers to a group of modulated and multiplexed

optical signals that are transmitted together. CO-OFDM and N-WDM are the two most effective

multiplexing techniques that encode data on multiple carrier frequencies. As mentioned in Section

2.3, two methods are commonly used to increase spectral efficiency. One method uses high-level

modulation formats such as quadrature phase shift keying (QPSK), 8-quadrature amplitude modula-

tion (QAM), and 16-QAM [13]. However, the modulation level can not increase indefinitely because

higher-order modulation formats will cause a worse signal to noise ratio (SNR). Another method

uses modulating technologies with high spectral efficiency such as CO–OFDM and N-WDM. By

aggregating multiple OFDM subcarriers or N-WDM subbands together, high spectral efficiency and

high speed superchannels in EON can be obtained.

Figure 2.6: Nyquist-WDM superchannel.

As shown in Figure 2.6, an N-WDM superchannel is obtained by the aggregation of multiple

subbands in a WDM way. The occupied spectrum of an N-WDM subband is identical to the symbol
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rate of the data ⌫, in the ideal case, which is indicated at the top of Figure 2.6. However, due

to the spectral penalty caused by the Nyquist-shaping filter with a certain resolution, the actual

spectrum occupation denoted by (1 + V)⌫, is related to the filter roll-off factor V. The N-WDM

superchannels with different values of V are shown at the bottom of Figure 2.6.

Figure 2.7: OFDM superchannel.

On the other hand, an OFDM superchannel is composed of multiple subcarriers, each of which

uses a rectangular pulse and its frequency spectrum has a sinusoidal shape [14]. As shown in Figure

2.7, OFDM subcarriers are separated at baud rate intervals so that there is no interference between

subcarriers. Using spectral superchannel technology, the transmission system becomes flexible and

high-capacity. Breaking through the bottleneck of electrical bandwidth makes it possible to improve

the line rate. Furthermore, the line rate can be flexibly adjusted with varying numbers of subchannels

according to traffic demands.

Figure 2.8: WDM-based optical transmission vs. EON-based optical transmission.
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According to ITU-T G.694.1, a new concept called frequency slot (FS) is defined as the overall

occupied frequency range in an optical channel. The width of an FS can be computed by an integral

multiple of 12.5 GHz and the central frequency of FSs is defined by 193.1 THz plus or minus an

integral multiple of 6.25 GHz. A simple example of comparison with WDM-based optical networks

mentioned in Section 2.2, to support three requests with different traffic demands of 25 Gbps, 60

Gbps, and 90 Gbps, respectively, the total spectrum resource requirement in EON-based optical

networks is 137.5 GHz, which achieves significant 162.5 GHz spectrum savings as shown in Figure

2.8.

2.3.2 Wavelength Selective Switch

Another technology that enables elastic optical networking is the bandwidth variable wavelength se-

lective switch (BV-WSS). In traditional WDM-based networks, wavelength cross connects (WXCs)

and ROADMs are essential components for optical transmission. However, with the rapid develop-

ment of internet traffic, the challenges of increased structural complexity, footprint, and cost faced

by the WXCs emphasized the necessity of its improvement. Therefore, the WSS is proposed as

an emerging optical component to increase the switching flexibility and reduce the complexity of

architecture [15].

Figure 2.9: Architecture of a conventional N⇥N WXC.

A WSS is an integrated optical switches and multiplexer/demultiplexer (MUX/DMUX) subsys-
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tem for wavelength switching. In other words, the WSS is considered a tunable MUX/DMUX that

can handle the switching of wavelength sets with different numbers of wavelength [16]. Therefore,

the implementation of WXC based on WSSs can simplify the complexity of its architecture. Figure

2.9 shows the architecture of a conventional WXC with N input ports and N output ports. The input

WDM signal is separated into different wavelengths by a DMUX at each input port, then the wave-

lengths with the same index from different input ports are cross connected by an optical switch, and

each set of different wavelengths are multiplexed by a MUX and finally sent to each output port.

Due to the internal switching characteristic of WSS, the WSS-based OXC can achieve simpler

architecture and more flexible switching compared with the conventional WXC. An N⇥N WSS-

based WXC is shown in Figure 2.10, where any wavelength set can be cross connected, added,

or dropped between different WSS pairs. In addition, there are two main types of WSS: One is

a micro electro-mechanical systems (MEMS) mirror based WSS with a fixed bandwidth (related

to the mirror width) [17]; Another is a bandwidth variable WSS based on liquid crystal on silicon

(LCoS) spatial light modulator [18].

Figure 2.10: Architecture of a WSS-based N⇥N WXC.

2.3.3 Routing and Spectrum Assignment

Network designing typically includes specifying the network topology and determining the devices

to be installed on network nodes to completely serve the connection requests while minimizing

network capital expenditures (CAPEX) [19]. Before deploying a flexible grid EON-based optical

network, the routing and spectrum assignment (RSA) problem is the main topic to be considered.

Three primary constraints are necessary to be considered in the RSA problem: the spectrum conti-
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nuity constraint, the spectrum contiguity constraint, and the spectrum non-overlapping constraint.

Figure 2.11 illustrates the three constraints of spectrum continuity, contiguity, and non-overlapping

in EONs. The spectrum continuity constraint ensures that the same allocated FSs must be used along

the links of the route for each connection request. The spectrum contiguity constraint ensures that

the allocated FSs must be adjacent in the spectrum [20]. The spectrum non-overlapping guarantees

that the FSs assigned for different connection requests along the same link should not overlap.

Figure 2.11: Constraints of spectrum continuity, contiguity, and non-overlapping in the RSA prob-
lem.

The RSA problem aims to find suitable lightpaths including routes and spectrum assignments

for connection requests with the defined objective function. The RSA problem has been proved

to be nondeterministic polynomial (NP)-complete so that the set of its solution can be verified in

polynomial time [21, 22].

2.3.4 Grooming

With the growth of the types and quantity of network services, the traffic required rates are uncer-

tain, and most of them occupy less than one wavelength for transmission [23]. Therefore, such

a transmission approach carries a connection request using a full wavelength, resulting in a waste

of spectrum resources. End-to-end multiplexing is considered an effective solution to carry mul-

tiple traffic demands with the same source and destination together in a single wavelength. Those

demands are transmitted as an entity from source and destination. Such a multiplexing method

improves the spectrum utilization efficiency but it can not make sense if the total traffic volume

between the same node pairs is relatively small. Therefore, grooming is proposed as an improved

end-to-end multiplexing method that allows the traffic demands to be aggregated at both the end-

points and intermediate points.

Grooming allows the traffic demands even with different endpoints to be carried at the same

wavelength and is considered a feasible method to improve spectrum utilization efficiency.
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As indicated in Figure 2.12, fourteen requests with different traffic demands are transmitted

between different source-destination pairs: two requests with 10 Gbps from node A to node H, one

request with 10 Gbps from node A to node I, four requests with 2.5 Gbps from node A to node K,

two requests with 2.5 Gbps from node B to node H, four requests with 2.5 Gbps from node B to

node I, and one request with 10 Gbps from node B to node K. With the assumption of a 40 Gbps line

rate supported by each wavelength, we can find that one wavelength carrying two 10 Gbps traffic

between node A and node H is only half used by end-to-end multiplexing. The average spectrum

utilization of six wavelengths for the transmission of those requests is 27%. It is worth mentioning

that if all the requests are transmitted by independent wavelengths without using multiplexing, the

average spectrum utilization is 12% which is far less than using end-to-end multiplexing.

Figure 2.12: End-to-end multiplexing and intermediate grooming in a simple network topology.

Grooming attempts to form the wavelengths for transmission of connection requests passing

through particular intermediate nodes. One of the possible grooming strategies that the wavelengths

are groomed at intermediate nodes E and I, which is shown in Figure 2.12. Thus, there exist five

wavelengths for those fourteen requests with grooming. A single wavelength carries the traffic re-

quests passing from node A to node E. Similarly, the traffic demands at node B are transmitted to

node E on another single wavelength. Besides, one wavelength at node E is used to carry traffic

requests whose destination is node H regardless of source nodes. Two wavelengths left are used

for transmissions of traffic requests from node E to node I and from node I to node K. Compared

with end-to-end multiplexing, grooming has two main advantages: the first is that number of re-

quired wavelengths by grooming is less than that by end-to-end multiplexing; the second is that the

average spectrum utilization using grooming is 75%, which is far more than 27% using end-to-end

multiplexing.
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Grooming is implemented by installing the switches of specific fabric on the nodes, which

improves spectral efficiency and routing flexibility of optical transmission. The traffic demands

added at the node are allowed to be compressed into wavelengths together with the traffic demands

passing through that node in a grooming switch. [24, 25]. The architecture of a grooming switch is

shown in Figure 2.13. A ROADM achieves optical bypass with no additional cost for photoelectric

conversion by making the traffic demands remain in the optical domain. The grooming switch is an

edge switch that is only used for traffic demands that need to be aggregated.

Figure 2.13: Grooming switch at the nodal edge.

2.4 Space Division Multiplexing-based Optical Networks

EON is considered a short-term solution to increase transmission capacity by maximizing spectral

efficiency with finer grid spectrum resource usage [26]. However, as the traffic volume carried by

OTNs is increasing at a high rate, extending fiber capacity beyond the C-band is regarded as a long-

term approach to solving the problem of transmission capacity shortage. There are two possible

solutions: increasing the telecommunication window such as other bands (L-band, S-band) beyond

C-band [27] or introducing parallelism such as fiber overlays [28]; the expansion of space channels

from one dimension to multiple dimensions by space division multiplexing (SDM) technology.

However, increasing the telecommunication window or introducing parallelism is not a promising

approach due to its low compatibility and high complexity. Therefore, SDM has emerged as an

effective solution to overcome the capacity upper limit and keep up with rapidly increasing network

traffic.
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2.4.1 SDM Optical Fibers

To demonstrate the space expansion, different types of optical fibers can be used in SDM-based

optical networks, such as multi mode fibers (MMFs), multi core fibers (MCFs), and single mode

fiber bundles (SMFBs).

Figure 2.14: Different types of SDM fibers.

Figure 2.14 shows different types of SDM fibers. One of the most direct ways to realize SDM

fibers is to bundle multiple SMFs together, which is called an SMFB. Another popular way to

achieve SDM is with MCFs, which have various numbers of cores inside a single cladding [29].

Compared with the SMFB, the MCF has better space efficiency, but its transmission distance is

shorter due to the effect of intercore XT. Moreover, mode division multiplexing (MDM) technology

can also support SDM networks. MMFs and few-mode fibers (FMFs) are the two most common

types of SDM fibers implemented by MDMs [30]. The MMF supports the transmission over a

single core in tens of strongly coupled modes. The FMF is basically the same as the MMF but

allows few-mode propagation. To realize such SDM fibers with multiple modes, an SDM MUX and

DMUX which include specific mode conversion components are required. Both MMF and FMF

are the most commonly used fiber types in short-distance transmissions, such as local area networks

(LANs).

Additionally, another fiber concept, which is the combination of MCF and FMF, called few-

mode multicore fiber (FM-MCF), is a promising SDM approach. The FM-MCF is an uncoupled

MCF that has multiple few-mode cores, and it integrates the advantages of both. However, the
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design of FM-MCF still has many issues to address, such as the optimization of core and mode

count [31].

2.4.2 SDM Amplification

Amplification is an indispensable part of communication networks, especially for long-haul trans-

mission networks such as the national backbone networks. The loss of the light passing through

a long-distance transmission over the optical fiber (10 km or 100 km) can not be ignored so the

installation of optical amplifiers at a regular distance (generally 80 km) ensures reliable transmis-

sion. Therefore, the integrated SDM amplifier is a crucial and necessary optical component for the

deployment of future SDM-based optical networks [32].

The optical amplifier consists of two types including the optical fiber amplifier (OFA) and the

semiconductor optical amplifier (SOA), and OFA can be further divided into two different optical

amplifiers: the fiber raman amplifier (FRA) and erbium doped fiber amplifier (EDFA) [33]. An

EDFA is an optical amplifier that adds erbium ions to the fiber core, which is shown in Figure 2.15.

It has the characteristics of high gain, low noise, and polarization-independent. In addition, the

optical signals can be amplified in the 1.55 `m band or 1.58 `m band. An FRA causes stimulated

emission with the entry of strong excitation light into the optical fiber based on stimulated raman

scattering (SRS). The optical signals amplified by the FRA can achieve a wavelength range that

is about 100 nm longer than the excitation light wavelength. The FRA has advantages of a wide

amplification wavelength region and free setting. The SOA is a semiconductor element whose size

is more compact, leading to a lower cost compared with the OFA. In an SOA, by performing an-

tireflective processing on the cleavage plane of a semiconductor laser and eliminating the resonator

structure, light can enter from outside the semiconductor and be amplified through excitation.

Figure 2.15: Block diagram of an EDFA.
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Several SDM amplifiers are proposed for SDM networks with different architectures. 1) The

pumped-distributed raman amplifier [34, 35] is proposed to support the transmission of long-haul

FMF-based and MCF-based optical networks. 2) The fiber bundle EDFA [36] is proposed for

SMFB-based optical networks with characteristics of low XT and uniform gain. 3) The multi-

element EDFA for core or cladding pumping [37] such as the 7-core EDFA with a gain over 25 dB

and the few mode EDFA with a gain over 20 dB.

2.4.3 SDM Multiplexer and Demultiplexer

The coupling of SDM fibers such as MCFs and MMFs is a critical and challenging issue that impacts

the reliability, routing efficiency, and viability of SDM networks. The SDM fiber coupling can be

divided into the direct coupling and indirect coupling. Indirect coupling is a free-space optical

method that relies on a lens system [38]. A large number of MCFs can be extended and XT can be

suppressed by indirect coupling. However, it has a huge scale and requires complex optomechanics.

On the other hand, direct coupling implements a wavelength optical interface that directly connects

multiple SMFs as an MCF. There are two main direct coupling approaches including tapered multi

core connector (TMC) or known as simply tapered cladding [39] and waveguide coupling [40].

An MCF can be spliced with a bundle of tapered cladding SMFs, and the spacing of the cores

inside the fiber taper is reduced to the same core spacing as the MCF. This approach is susceptible

to phonographic interference and requires advanced slicing technology, but is compact and highly

commercialized [41]. Another direct coupling approach is called waveguide coupling where several

SMFs are connected to an MCF, and each SMF is coupled to a particular core of the MCF by

inscribing spatially isolated waveguides. Waveguide coupling is such a low complexity, flexible and

compact coupling approach that it has been commercialized by Optoscribe [42].

2.4.4 SDM Transceiver

The optical transceiver (TxRx) is implemented by the integration of the transmitter (Tx) and re-

ceiver (Rx). The block diagram of an optical TxRx is shown in Figure 2.16 [44]. In this figure, DSP

denotes digital signal processing, LPF denotes low-pass filter, DAC/ADC denotes digital-to-analog

converter/analog-to-digital converter, DRV denotes optical modulator driver amplifier, LS/LO de-

notes laser source/local oscillator, I/Q MZM denotes in-phase/quadrature Mach-Zehnder modulator,

PBC/PBS denotes polarization beam combiner/polarization beam splitter, and PD denotes photodi-

ode.

In a TxRx, a Tx aims to encode the data onto the optical carriers (OCs). The input discrete

digital signal is converted to a continuous analog signal by a DAC. The modulator attaches the

analog electrical signal to the OCs generated by an LS. A Rx decodes the data carried by OCs. The

coherent receiver mixes the input optical signal with an LO to obtain an intermediate frequency
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Figure 2.16: Block diagram of an optical transceiver.

analog signal. Then, an ADC converts the input analog signal into a digital signal. Finally, the

information carried by the signal is obtained by the DSP module.

An SDM TxRx, also known as a spatial and spectral superchannel transceiver (Spa & Spe SpCh

TxRx), is the integration of single-carrier optical TxRxs in spatial and spectral domains. A spatially

and spectrally integrated SDM TxRx is composed of an integrated Tx and an integrated Rx, which

is shown in Figure 2.17. An ( ⇥ $ SDM TxRx is generated by $ continuous single-carrier TxRx

distributed over ( spatial dimensions.

2.4.5 SDM Reconfigurable Optical Add/Drop Multiplexer and Spatial Lane Change

To guarantee the successful application of SDM technology in optical fiber transmission networks,

wavelength channel adding/dropping and flexible switching is essential for transmission systems.

The reconfigurable optical add/drop multiplexer (ROADM) is considered to provide flexible switch-

ing in both the spectral and spatial domains which promote the realization of groups of optical

channels carried by the same wavelength under different cores(modes) supported in an SDM fiber.

Generally, the ROADM can be classified into several types according to different standards.

Firstly, a ROADM can be divided into two categories according to wavelength switching strategy:

colored and colorless. A colored ROADM enables each port can only add or drop fixed wavelengths,

conversely, wavelengths can be added or dropped through any port on a colorless ROADM board.

Secondly, according to the constraint of transmission direction, a ROADM can be divided into a

directional one and a directionless one. A directional or directionless ROADM enables wavelengths

can be transmitted in specific directions or any direction, respectively. Furthermore, a contentionless

ROADM refers to a ROADM where optical signals over different wavelengths can be received from
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(a) An ( ⇥$ SDM Tx

(b) An ( ⇥$ SDM Rx

Figure 2.17: Architecture of an integrated ( ⇥$ SDM transceiver.
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any direction and added or dropped on the same module without being blocked.

SDM ROADMs provide flexible switching between the space domain and the spectral domain.

Different ways are proposed to implement SDM ROADMs ranging from EON to SDM-EON with

flexible mode allocation [45]. One way to achieve wavelength granularity switching is to switch

the wavelength with the same index in fixed spatial superchannels along the cores of the SDM

fiber. This can be easily achieved by using wavelength selective switches (WSSs) on the basis of

each wavelength. Another way is more flexible that various combinations of wavelengths can be

allocated in different cores of the SDM fiber instead of fixed spatial superchannels. In this way,

the design of the switching nodes is more complex with requirements of multiple WSSs and optical

cross connects (OXCs) with high port counts. A simple example of the SDM ROADM is shown in

Figure 2.18.

Figure 2.18: A simple example of the SDM ROADM.

As shown in Figure 2.19, two requests with different traffic demands are switched with 2⇥3 Spa

& Spe SpCh transceivers through ROADMs. Multiple transceivers and a ROADM are installed on

each node for transmission. For example, the request which needs two transceivers for transmission

from the west side to the east side is output by transmitters of SDM transceivers 1 and 2 to the

add/drop module in ROADM 1, then after traversing SDM fiber between ROADM 1 and 3, the

request is finally dropped to the east side by the add/drop module in ROADM 3.

Another newly proposed technology called spatial lane change (SLC) can achieve higher flex-

ibility and have an impact on the architecture of the ROADM. SLC technology enables the super-

channel in each spatial group to be freely switched to any output port.

As indicated in Figure 2.20, to explain the SLC technology concretely, we give a simple exam-

20



Figure 2.19: Illustration of switching between different nodes by 2 ⇥ 3 SDM transceivers.

ple of switching paradigms supported by SLC or not from west to the east. The dotted lines show the

signals transmitted from east to west, and the solid lines represent the transmission in the opposite

direction. Figure 2.20(a) indicates the switching paradigm without the support of SLC technology.

The input channel in each subgroup of four spatial groups needs to be switched to the output port

with the same group index as the input port. In contrast, as shown in Figure 2.20(b), switching with

SLC technology support does not need to contain the spatial continuity constraint. Input from each

spatial subgroup can be switched to any index of output ports independently. In particular, whether

SLC technology is supported makes a difference in the switching paradigms of independent switch-

ing (InS) and fractional joint switching (FJoS). However, all the spatial dimensions are switched

together in the joint switching (JoS) paradigm so that with or without SLC technology support is

equivalent. Therefore, SLC technology can offer higher routing flexibility in general but increases

the complexity and cost of the network architecture.

2.4.6 Spatial and Spectral Superchannel

Due to the limitation of current conversion technology, the supportable symbol rate of a transceiver

is limited. To overcome this limitation and expand transmission capacity, spatial and spectral su-

perchannel (Spa & Spe SpCh) transmission is proposed to gather multiple contiguous OCs as a

superchannel.

As shown in Figure 2.21, a spectral superchannel consists of multiple OCs and there are no

switching guard bands (GBs) between the adjacent OCs in a Spa & Spe SpCh. An OC generated

under DP-BPSK modulation by a single carrier transceiver whose symbol rate is 32 Gbaud with
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(a) NSLC (b) SLC

Figure 2.20: Illustration of two switching patterns for a 4-core MCF supported by SLC technology
or not in the west-east direction.

considering 7 Gbaud ECC can support 50 Gbps net traffic volume. The assumption of 32 Gbaud

symbol rate shaping with 3.125 GHz filter resolution in this research enables the relatively higher

spectral efficiency, lower cost consumption and deployment complexity compared with high symbol

rate transceivers [46]. According to ITU-T g.694.1, the spectral granularity is set as a 12.5 GHz

grid. Therefore, the spectrum occupation of the OC must be an integer multiple of it, that is, 3 FSs.

Moreover, the GB on both sides of the superchannel is 6.25 GHz.

Figure 2.21: Spatial and spectral superchannel transmission.

In a #-core SDM fiber-based optical transmission, a group of spatial dimensions used for trans-

mission is called the spatial granularity, denoted by (, and a group of adjacent OCs used is called

spectral granularity, denoted by $ [31]. Core number # must be an integer multiple of spatial

granularity (.

As shown in Figure 2.22, a simple example of a 4-core MCF is given, where the spatial granular-

ity ( is set to 1, 2, and 4. The Spa & Spe SpCh are separated into three types according to different
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switching strategies in SDM networks: 1) independent switching (InS), in which the Spe SpChs

are transmitted independently in each spatial mode; 2) fractional joint switching (FJoS), in which

the spatial modes are divided into groups, and the Spe SpChs in each spatial group are transmitted

together; and 3) joint switching (JoS), where all the Spe SpChs in each spatial mode are treated as

a whole to be transmitted.

Figure 2.22: Different types of Spa & Spe SpCh with spatial granularity ( equal to 1, 2, and 4.

2.4.7 Routing, Spectrum and Space/Core Assignment

The additional spatial dimensions enable extra space assignment considering in routing and resource

assignment problems in SDN-EONs. Therefore, the routing and spectrum allocation problem in

SDM-EONs becomes the problem of Routing, spectrum, and space/core assignment (RSSA/RSCA)

problem [47,48]. In the RSSA/RSCA problem, for each connection request, except for the variables

related to the selection of route and spectrum assignment, the additional variables of spatial dimen-

sion selection on each link along the lightpath to be decided make the RSSA/RSCA problem more

complex.

Furthermore, SDM technology enables additional spatial granularity to be considered whose

value should be the divisor of the core/SMF number. Different spatial granularities lead to differ-

ent groupings of spatial resources in SDM-EONs, which will influence the routing decision and
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spectrum assignment.

2.5 Spatial Channel Networks

According to [49], the massive SDM era is upcoming with the prediction of the requirement for

commercial 10 Tb/s optical interfaces working in 1 Pb/s optical transport systems by 2024. With

the assuming 40% compound annual growth rate (CAGR) of router interface speed, a 10 Tb/s DP-

QPSK superchannel will occupy the entire 4.4 THz spectrum resource in the C-band by 2023 [50].

Such an entire C-band accommodating one superchannel eliminates the necessity of wavelength

switching in this case. Therefore, a high cost efficiency designed OTN architecture called spatial

channel network (SCN), where the optical layer is evolved to hierarchical SDM and WDM layers,

is proposed to be in light of the forthcoming massive SDM era.

2.5.1 Spatial Channels and Hierarchical Optical Cross-connect

The main characteristic of an SCN is that the optical layer can be divided into a hierarchical SDM

layer and a WDM layer, which is considered a realistic and cost-effective solution [51]. In an SCN,

an SCh is supposed to carry the data stream with high demands that occupies the entire spectrum

resource of a spatial lane (SL), which can be a core in an MCF or an SMF in a bundle of SMFs. As

shown in Figure 2.23 (a), there are three main SChs to be considered in this dissertation: 1) Type I:

an SCh transports a single optical channel (OCh) with large capacity. 2) Type II: an SCh transports

multiple OChs with the same source-destination node pair. 3) Type III: an SCh transports multiple

OChs with different source-destination node pairs. Figure 2.23 (b) shows the architecture of an SCN

with two SChs with spatial bypassing (Type I and Type II) and two SChs with wavelength switching

(Type III).

In the SDM layer, a spatial cross-connect (SXC) is served as the main switch of a hierarchical

optical cross-connect (HOXC) and provides end-to-end optical routing. In the WDM layer, WXCs

is served as edge switches of a HOXC and perform wavelength multiplexing and grooming [52].

2.5.2 Routing, Spatial Channel, and Spectrum Assignment

Compared to the RSSA problem in SDM-EONs, the routing, spatial channel, and spectrum assign-

ment (RSCSA) problem focuses on the selection of SChs instead of the space or core searching in

the RSSA problem. The objective of the RSCSA problem is to minimize the number of SLs used or

numbers of SLs with wavelength switching used in the SCN-based optical networks. Minimizing

the number of SLs used is equivalent to maximizing the number of SLs in the network that is not

occupied, which is related to network resource consumption and network reliability. Minimizing the

number of SLs with wavelength switching used is equivalent to minimizing the number of WXCs
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(a)

(b)

Figure 2.23: (a) Different types of SChs in SCNs. (b) Architecture of an SCN with one Type I SCh,
one Type II SCh and two Type III SChs.
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required for network deployment, which is related to the device cost consumption of network plan-

ning. Moreover, many possible types of SCN systems have different architectures of HOXCs, and

different numbers of WXCs used. There exists a trade off in network architecture design. Con-

cretely, if more WXCs are deployed on the nodes of the network, the switching is more flexible

but costs more. Conversely, if fewer WXCs are deployed, the cost is lower, but the switching is

more inflexible. Therefore, the evaluation of different architectures of SCN-based optical networks

in terms of device cost and network performance is worth considering.

2.6 Conclusion

In this chapter, we give a detailed background of the evolution of optical networks and related

technologies. We start with the introduction of the earliest optical networks based on TDM trans-

mission technology. Then, we introduce the background technologies used in WDM-based optical

networks. Next, we make an overview of the relevant technologies in EONs as well as the routing

and spectrum assignment problem. Moreover, we introduce the supported device and technologies

in SDM-based optical networks and the routing, spectrum, and space/core assignment problem.

Lastly, we illustrate the architecture of SCNs and related technologies as well as the routing, spatial

channel, and spectrum assignment problem.
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Chapter 3

Evaluation of Optical Transport Unit
Line-Card Integration in Spatially and
Spectrally Flexible Optical Networks in
Terms of Device Cost and Network
Performance

In SDM-EONs, the spatial and spectral superchannel transmission technology can be supported by

the Spa & Spe SpCh transceiver and the ROADM, allocating OCs in spatial and spectral domains

simultaneously. The architectures of the manufactured transceivers and ROADMs installed in ad-

vance at each network node are fixed. This necessitates the determination of the appropriate spatial

and spectral granularity combination that affects the transceiver and ROADM designs to efficiently

utilize the switching capacity and reduce the implementation costs.

In this research work, we focus on the performance analysis for the #-core MCF-based network

deployment issues under different granularity combinations. Detailed evaluation of a 4-core MCF-

based network reveals that the device cost and network performance are influenced by spatial and

spectral granularities and can provide guidance for real-world network planning and design. In par-

ticular, the trade-off between device cost and network performance based on different granularities

should be taken into account in network design.

3.1 Our contributions in this research work

There exists a trade-off between device cost and network performance for different spatial and

spectral granularities. Indeed, the integrated optical transport unit line cards, also known as the Spa

& Spe SpCh transceivers, and ROADMs are installed in advance, implying that the architectures

of both are fixed. Therefore, the appropriate spatial and spectral granularity setting is an important

issue. In this study, we evaluate device cost and network performance with different granularities
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and aim to find the optimal granularity combination ((⇥$).

The main contributions of this work are as follows. 1) We proposed a method to design SDM

networks considering both the spatial and the spectral granularities. We found that these two gran-

ularities have strong effects on the device cost (i.e. the total costs of transceivers and ROADMs)

and network performance (i.e., the maximum average throughput, the average transceiver utilization

and the spectral efficiency). 2) Furthermore, we also found that there are cases the device cost may

increase even when the number of transceivers per node decreases. The reason for this result is

that the cost of a transceiver is determined by the spatial and spectral granularities and the cost of

transceivers may become dominating. 3) We found that low spatial and spectral granularities usually

lead to good performance. Especially, lower granularity leads to better transceiver utilization and

spectral efficiency but lower throughput. Furthermore, the ratio of device cost to maximum average

throughput is not monotonically increasing with the increase of either the spatial or the spectral

granularity, causing some difficulties to find the best granularities.

3.2 Space Divison Multiplexing-based Flexible Optical Networks

The proposed EON technology is regarded as a promising method to achieve the goal of high spec-

tral efficiency. In addition, due to the capacity limitations of current SMF optical networks, SDM

technology is implemented to satisfy the rapidly increasing network traffic demand. Therefore,

SDM-based flexible optical networks not only improve the utilization of spectrum resources but

also increase the transmission bandwidth.

3.2.1 Switching Paradigms with Different Optical Fibers and Spatial Granularities

Switching paradigms of an SDM network are significantly influenced by fiber type and spatial gran-

ularity. By increasing the number of spatial dimensions (cores/modes) and improving the corre-

sponding core/mode distribution, the transmission capacity of an SDM fiber can be substantially

enlarged. Furthermore, the capacity is also governed by mode coupling and fiber properties.

SDM fibers with distinct optical loss and physical impairments lead to different transmission

reaches and bandwidths. MMFs are strongly influenced by mode coupling so that MMFs are gen-

erally suitable for short-haul transmission (i.e., 100 ⇠ 1000 meters) [31]. FMFs have been demon-

strated as a compromise between MMFs and SMFs, and their transmission distance can reach 1050

kilometers under BPSK [55]. Transmission distance is inevitably limited by optical loss for the

bundle packing fraction (BPF) in the bundles of SMF-based optical networks. BPF is related to

the total diameter, total bundle area, and number of SMFs [56]. The transmission distance of the

MCF-based optical transmission is mainly affected by intercore crosstalk. The crosstalk of an MCF
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can be computed by Eq. (3.1) [57]:

-) (!) = = � = · 4G?{�(= + 1)2⌘!}
1 + = · 4G?{�(= + 1)2⌘!} , (3.1)

where = is the number of cores adjacent to the target core, ! is the transmission distance in kilo-

meters and ⌘ is a parameter related to the physical features of the MCF. ⌘ = 2:2A/V⇤, where :

is the coupling coefficient, ⇤ is the core pitch, V is the propagation constant and A is the bending

radius. Note that modulation formats make a difference to the robustness of the signal with respect

to crosstalk. For a given modulation format < and its corresponding crosstalk threshold GC<, con-

sidering the crosstalk margin GC⇤ required for crosstalk oscillation, its transmission reach bounded

by the threshold can be calculated as follows:

!< = max{! |-) (!)  GC< + GC⇤}. (3.2)

Therefore, MCFs with different physical features such as layouts (i.e., ring layout, hexagonal

layout or square layout) or the number of cores will affect the crosstalk and the transmission dis-

tance limit. For given physical characteristics of #-core MCF, we can calculate the crosstalks and

transmission reaches under different modulation formats by Eq. (3.1) and (3.2), respectively.

3.2.2 Cost Analysis of The Spa & Spe SpCh Transceiver

As mentioned in Section 2.4.4, A Spa & Spe SpCh transceiver is the integration of single-carrier

optical transceivers in the spatial and spectral domains. According to [53], we set the cost of a

single-carrier transceiver as 1. The quantity required and unit cost of each component in a single-

carrier transceiver are shown in Table 3.1.

Table 3.1: Costs and quantities of the components in a single-carrier transceiver [46, 53].
Component Unit cost Quantity required Total cost

DSP1 0.36 1 0.36
LPF 0.004 8 0.03

4-Port DRV 0.07 1 0.07
LS/LO 0.05 2 0.10

IQ-MZM 0.22 1 0.22
DP Coherent RX 0.22 1 0.22

Single-OC Transceiver 1
1 The DSP module includes ADCs, DACs and amplifiers.

A (⇥$ Spa & Spe SpCh can be regarded as the Spe SpCh generated by $ continuous single-

carrier transceivers distributed over ( spatial dimensions. In an SDM transceiver, an LS/LO can

be shared in parallel spatial domains. In addition, DSPs can be replaced by a joint DSP leading

to a 20% cost reduction [54, 58, 59], and other components replacement can lead to a 40% cost
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reduction due to the line-card integration [46]. Therefore, the cost of an ( ⇥$ SDM transceiver can

be computed as follows:

• The cost of sharing LS/LO ⇠!(/!$:

⇠!(/!$ = 0.05 ⇥ 2 ⇥$. (3.3)

• The cost of (joint) DSP ⇠⇡(%:

⇠⇡(% = (1 � 0.2 ⇥ 5 (()) ⇥ 0.36 ⇥ ( ⇥$, (3.4)

5 (() =
⇢
1 ( > 1,
0 ( = 1.

(3.5)

The joint DSP module is used only if the spatial granularity ( > 1.

• The cost of other components in the integration line-card ⇠>C⌘4AB:

⇠>C⌘4AB = (1 � 0.4) ⇥ (1 � 0.05 ⇥ 2 � 0.36) ⇥ ( ⇥$

= 0.6 ⇥ 0.54 ⇥ ( ⇥$.

(3.6)

The total cost of a ( ⇥$ Spa & Spe SpCh transceiver ⇠)A0= is given by:

⇠)A0= ((,$) = ⇠!(/!$ + ⇠⇡(% + ⇠>C⌘4AB

=

(
0.1 ⇥$ + 0.612 ⇥ ( ⇥$ if ( > 1,

0.1 ⇥$ + 0.684 ⇥ ( ⇥$ if ( = 1.

(3.7)

Transceivers are installed on the switching node in advance and the architecture of the transceiver

is fixed. This implies that the maximum bit rate of an installed transceiver is constant. In the real-

world case, the network traffic load is dynamic, and the size of each traffic request is variable. Due

to different traffic volumes of connections, the preinstalled transceiver with an appropriate spatial-

spectral granularity is important for SDM networks.

As shown in Figure 3.1, to illustrate the importance of granularity selection, we use a simple

example that 2⇥3 SDM transceivers are installed on the network nodes. When a connection with

a relatively small traffic volume arrives at a node in time, we can see from Figure 3.1 (a) that such

a transceiver is activated but not fully utilized, increasing device cost and resource wastage. On

the other hand, if the traffic volume of the arriving connection is relatively large, more than one

transceiver is required to support it. As shown in Figure 3.1 (b), it results in low spectral efficiency

due to the additional spectrum consumption of GBs between the transceivers. Overall, we focus

on the evaluation of the device cost and network performance with different spatial and spectral

granularities in this research.
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Figure 3.1: Illustration of 2⇥3 Spa & Spe SpCh transceiver(s) utilization of different requests: (a)
Request 1: 2 OCs; (b) Request 2: 12 OCs.

3.2.3 Cost Analysis of The ROADM

A ROADM provides wavelength adding/dropping and flexible switching functionalities [41, 60],

which is composed of two modules: an express module and an add/drop module. The express mod-

ule can be a broadcast-and-select (B&S) module if splitters are used or a route-and-select (R&S)

module if WSSs are used at ingress [46, 61]. Compared with the B&S-based ROADM, the R&S-

based ROADM is more suitable for nodes with high degrees because it provides superior isolation

on the blocking ports and has a low insertion loss regardless of the port count [62]. The add/drop

module provides connectivity between the express module and transceivers which can be imple-

mented by WSSs or multicast switches (MCSs). In this work, we treat the R&S module as the

express module and the 16-port MCS module as the add/drop module.

For a #-core MCF, the architecture of a ROADM at an intermediate node with degree ⇡ is

determined by the total number of spatial dimensions # , the spatial granularity (, the node degree

⇡ and whether or not SLC technology is used.

SLC technology enables the superchannel in each spatial group to be freely switched to any

output port with different group indices. Clearly, whether SLC technology is supported influences

the number of ports of WSSs. In particular, SLC technology only has an impact on independent
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and fractional joint switching but not on joint switching strategies. Therefore, SLC technology can

offer higher routing flexibility but increases the complexity of the ROADM architecture due to the

requirement of high port count WSSs.

The architecture of a ROADM, including an express and an add/drop module, is determined

by the number of installed transceivers at each node and to whether or not the SLC technology is

supported. Figure 3.2 shows the three-degree ROADM architectures with the B&S express module

and MCS- based add/drop module under different spatial granularities.

Figure 3.2: Three degree ROADMs with R&S express module and MCS-based add/drop module
for a 4-core MCF for different spatial granularities (S = 1, 2, 4).

The usage of multicore erbium-doped fiber amplifiers (MC-EDFAs) and SDM fan-in/fan-out

(FIFO) for SDM fiber-in/out are equivalent in the case of different spatial switching granularities.

Therefore, we consider the R&S module cost in two parts of the variable-gain dual-stage amplifiers

(VGDAs) (unit cost: 0.18) and WSSs, whose costs are dependent on the fiber spatial dimension

# , the spatial granularity (, and the node degree ⇡ and on whether or not the SLC technology is

applied. The cost of an R&S module for the ROADM at an intermediate node with degree ⇡ in a

#-core MCF-based optical network is computed as follows:

• The cost of VGDAs ⇠+⌧⇡�: The number of VGDAs required is equal to the product of the

node degree and core number.

⇠+⌧⇡� = 0.18 ⇥ # ⇥ ⇡ . (3.8)

• The cost of WSSs ⇠,((: The number of WSSs used and the port count of each WSS are

specified in Table 3.2. Any design of a % ⇥ (� ⇥ &) WSS can be implemented by the recon-

figuration of a 1 ⇥ # WSS with the same total port count [63]. For example, a 1 ⇥ 20 WSS

can be reconfigured to 7 ⇥ (1 ⇥ 3). Therefore, the cost of a % ⇥ (� ⇥ &) WSS ⇠FBB can be

32



Table 3.2: Number of WSSs used and port-count of each WSS with/without SLC supported in
4-core MCF.

Num. of WSSs used Port count per WSS

With SLC 2 ⇥ ⇡ ⇥ #
( ( + [(⇡ � 1) ⇥ ( ⇥ #

( +  ⇥ (]
Without SLC 2 ⇥ ⇡ ⇥ #

( ( + ( ⇥ [ (⇡ � 1) +  ]

calculated based on the data presented in Table 3.3 [46,64]. The total cost of required WSSs

Table 3.3: Cost of WSS with different port counts.
WSS 1⇥320 1⇥160 1⇥80 1⇥40 1⇥20 1⇥9 1⇥5

⇠FBB 3.37 2.13 1.35 0.85 0.54 0.34 0.22

⇠,(( for the express module in a ROADM is given as follows:

⇠,(( = ⇠FBB ⇥ 2 ⇥ ⇡ ⇥ #

(

. (3.9)

Therefore, the cost of an R&S module ⇠'&( can be computed by the sum of costs of VGDAs

and WSSs:
⇠'&( = ⇠+⌧⇡� + ⇠,((

= 0.18 ⇥ # ⇥ ⇡ + ⇠FBB ⇥ 2 ⇥ ⇡ ⇥ #

(

.

(3.10)

Compared with the '&( module, the ⌫&( module, as an express module suitable for small-

scale networks, can reduce device cost and optical-electronic complexity. By replacing the WSSs at

the ingress with splitters with the same port-counts, the ⌫&( module reduces the number of WSSs

by half. Because the cost of a splitter is basically negligible compared with other components [65],

the device cost of an ⌫&( module can be computed as follows:

⇠⌫&( = ⇠+⌧⇡� + ⇠,((

= 0.18 ⇥ # ⇥ ⇡ + ⇠FBB ⇥ ⇡ ⇥ #

(

.

(3.11)

The architecture of the MCS-based add/drop module is composed of low-cost single-stage am-

plifiers (LCSAs) and MCSs, which is determined by the fiber spatial dimension # , the spatial gran-

ularity (, the node degree ⇡ and the number of transceivers ) arranged at each node. The cost of the

add/drop module for the ROADM at an intermediate node with ⇡ degree in a #-core MCF-based

optical network is computed as follows:

• The cost of LCSAs ⇠!⇠(�: LCSAs (unit cost: 0.06) connect WSSs and splitters/combiners

to compensate for the losses during transmission in each MCS layer, and the total number
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of required LCSAs for an add/drop module is related to the number of fiber cores, the node

degree and the number of MCS layers:

⇠!⇠(� = 0.06 ⇥ ( ⇥ ⇡ ⇥ 2 ⇥ #

(

⇥  

= 0.12 ⇥ ⇡ ⇥ # ⇥  .
(3.12)

• The cost of MCSs ⇠"⇠(: The cost of a 4⇥ 16 MCS is assumed to be 0.49, and the cost of an

8 ⇥ 16 MCS is 25 % higher [63]. Therefore, the costs of different types of MCSs are shown

in Table 3.4. We consider the cost of a ( ⇥ (⇡ ⇥ 16) MCS to be ( ⇥ ⇠⇡⇥16<2B. The number

Table 3.4: Cost of MCS with different port counts.
D ⇥ 16 MCS 8⇥16 4⇥16 2⇥16 1⇥16

⇠⇡⇥16<2B 0.61 0.49 0.39 0.31

of layers of MCS  is determined by the number of transceivers ) arranged per node:

 = d )
16

e . (3.13)

The cost of MCSs ⇠"⇠( is:

⇠"⇠( = d )
16

e ⇥ #

(

⇥ ( ⇥ ⇠⇡⇥16<2B

= d )
16

e ⇥ # ⇥ ⇠⇡⇥16<2B .

(3.14)

Therefore, the cost of an MCS-based add/drop module ⇠"⇠(��/⇡ can be computed as the sum

of the costs of LCSAs and MCSs:
⇠"⇠(��/⇡ = ⇠!⇠(� + ⇠"⇠(

= d )
16

e ⇥ # ⇥ (0.12 ⇥ ⇡ + ⇠⇡⇥16<2B).
(3.15)

Compared with the MCS-based add/drop module, the WSS-based implementation causes much

higher device cost. The number of WSSs required for add/drop cards is #
( , whose port-count of

ingress and egress is ( ⇥ ⇡ and ( ⇥ ) , respectively [53]. The cost of an WSS-based add/drop

module ⇠,((��/⇡ can be computed as follows (⇠FBB
⇤ is the cost of an (⇥ (⇡ ⇥)) WSS according

to Table 3.3):
⇠,((��/⇡ = ⇠!⇠(� + ⇠,((

= 0.12 ⇥ ⇡ ⇥ # + 2 ⇥ #

(

⇥ ⇠FBB
⇤
.

(3.16)

Overall, the total cost of a ROADM ⇠'$�⇡" with an '&( express module and an MCS-based

add/drop module can be computed as follows:

⇠'$�⇡" (# , (,⇡,)) = ⇠'&( + ⇠"⇠(��/⇡

=
✓
0.18 ⇥ # ⇥ ⇡ + ⇠FBB ⇥ 2 ⇥ ⇡ ⇥ #

(

◆

+

d )
16

e ⇥ # ⇥ (0.12 ⇥ ⇡ + ⇠⇡⇥16<2B)
�
.

(3.17)

34



3.3 Simulation and Results

We conduct simulations with the network model using a 28-node European Optical Backbone Net-

work (EOBN) and a 27-node American ATT Backbone Network (AABN), as shown in Figure 4.13.

The assumptions in our simulation experiments are as follows:

(a) European Optical Backbone Network (EOBN)

(b) American ATT backbone network (AABN)

Figure 3.3: Network topology: (a) EOBN with 28 nodes and 68 directed links; (b) AABN with 27
nodes and 74 directed links.

The assumptions in our simulation experiments are as follows:

(1) Each link in our simulated network model is a 4-core MCF because its crosstalk is lower than

those in MMF or FMF fibers and no additional optical devices in MCF such as MIMO DSP

module and mode conversion components are needed, reducing device cost [66–68]. Further-

more, due to light leakage (caused by the thin layer of the cladding between adjacent fibers)

and reduction of the lateral optical resolution in the specimen plane (caused by the pixelation

transmission) in the bundle of SMFs, transmission using MCF fibers is more efficient and re-

source saving than the bundle of SMFs [69,70]. Considering a -2 dB margin (GC⇤), the crosstalk

Table 3.5: Transmission reaches limited by the OSNR and crosstalk for 4-core MCFs

Limitation factor Transmission reach [km]
BPSK QPSK 8-QAM 16-QAM

OSNR 6300 3500 1200 600
Crosstalk 38945 13872 7808 3111

thresholds (GC<) are assumed to be -14, -18.5, -21, and -25 dB for BPSK, QPSK, 8-QAM and

16-QAM, respectively. The crosstalks and transmission reaches under different modulation for-

mats can be computed by Eq.(3.1) and (3.2). Therefore, the transmission reaches limited by

the optical signal-to-noise ratio (OSNR) or the crosstalk are shown in Table 3.5. Regardless of

the modulation format, the influence of OSNR on the transmission reach is much greater than
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that of crosstalk. Therefore, the 4-core MCF is weakly coupled so that its transmission reach

is mainly limited by the optical signal-to-noise ratio (OSNR), which decreases by multistage

optical amplification and optical physical impairments rather than crosstalk; the diameter of the

4-core MCF is approximately 125 `m [57], which is compatible with many current SMF-based

network devices, such as interfaces and optical cables.

(2) We estimate the transmission reaches accounting for different modulation formats with con-

sideration of the OSNR in the 4-core MCF (the influence of crosstalk is negligible) [71]. The

transmission reaches in kilometers and modulation level in bit/symbol supported under different

modulation formats [72] are shown in Table 3.6.

Table 3.6: Transmission reaches under different modulation formats in the 4-core MCF-based
network.

Modulation format Transmission reach Modulation level

DP-BPSK 6300 2
DP-QPSK 3500 4
DP-8QAM 1200 6
DP-16QAM 600 8

(3) The total available spectrum resource of each core spanned by C-baud in the 4-core MCF is

assumed to be 4 THz and can be divided into 320 FSs according to ITU-T G.694.1.

(4) An OC generated under DP-BPSK modulation by a single-carrier transceiver with a symbol rate

of 32 Gbaud considering 7 Gbaud ECC can support 50 Gbps net traffic volume. The assumption

of a symbol rate of 32 Gbaud shaping with 3.125 GHz filter resolution in this research enables

higher spectral efficiency, lower cost consumption and deployment complexity compared with

high symbol rate transceivers [46]. According to ITU-T g.694.1, the spectral granularity is set

as 12.5 GHz grid. Therefore, the spectral occupation of the OC must be an integer multiple of

the granularity, that is, 3 FSs. Moreover, the GB on both sides of the superchannel is 6.25 GHz.

(5) The number of requests in the simulation is 100,000, and the traffic volume of each request

follows a uniform distribution ranging from 100 Gbps to 1,000 Gbps. The requests with a

source-destination pair are supposed to arrive at each network node in accordance with a Poisson

process with given average holding and arrival times, and both arrival and holding times follow

a negative exponential distribution.

(6) In our 4-core MCF-based simulated network, the spatial granularity ( for transceivers is consid-

ered to be 1, 2, and 4, and the spectral granularity $ is assumed to be 1, 2, 3,... 20. The traffic

volume reaches 1,000 Gbps, as shown in Table 3.6, and the request of 1000 Gbps requires at
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most 20 OCs (under DP-BPSK) for transmission. Therefore, the maximum spectral granularity

is set to 20.

(7) The routing path of each source-destination pair request is found by the K-shortest path algo-

rithm (K = 3). The required FSs of each request is assigned by the first-fit allocation scheme.

3.3.1 Results for Device Cost

The device cost in optical networks is composed of the costs of transceivers, optical cables, ROADMs,

etc. In this research, we define the device cost as the costs of SDM transceivers and ROADMs that

are considered to be the two main components in SDM networks.

According to the transceiver cost analysis in Section 3.2.2, the cost of an ( ⇥$ Spa & Spe SpCh

transceiver in 4-core MCF-based optical networks can be computed as follows:

⇠)A0= ((,$) =
(
0.1 ⇥$ + 0.612 ⇥ ( ⇥$ if ( > 1,

0.1 ⇥$ + 0.684 ⇥ ( ⇥$ if ( = 1.
(3.18)

According to the ROADM cost analysis in Section 3.2.3, the cost of a ROADM in 4-core MCF-

based optical networks can be computed as follows:

⇠'$�⇡" ((,⇡,)) =
✓
0.72 ⇥ ⇡ + ⇠FBB ⇥ ⇡ ⇥ 8

(

◆

+

d )
16

e ⇥ 4 ⇥ (0.12 ⇥ ⇡ + ⇠⇡⇥16<2B)
�
.

(3.19)

Therefore, the device cost ⇠ considered in 4-core MCF-based optical networks is the total cost

of SDM transceivers and ROADMs installed at the nodes of the entire network.

⇠ = + ⇥ ) ⇥ ⇠)A0= ((,$) ++ ⇥ ⇠'$�⇡" ((,⇡,)), (3.20)

where + is the total number of network nodes, ) is the number of transceivers installed at each node

and is determined by network topology and spatial-spectral granularity ((�$), and ( and $ are the

spatial and spectral granularities, respectively.

With a reasonable 1% BP, for different spatial and spectral switching granularities, we investi-

gate the number of transceivers and the architecture of ROADM deployed at each node in AABN

and EON. We assume that the number of transceivers installed at each node ) in a network is the

same with a certain spatial and spectral granularity. As shown by an examination of the data pre-

sented in Table 3.7, the number of transceivers installed per node for each granularity combination

(( ⇥ $) is obtained by the maximum number of required transceivers during the entire simulation

experiment with the BP close to 1%.

The device costs (unit: 1) of the AABN and EOBN vary with spatial and spectral granularity,

which are shown in Figure 3.4.
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Table 3.7: Number of Spa & Spe SpCh transceivers installed per node for different spatial and
spectral switching granularity designs in AABN vs. EOBN

$
( AABN with SLC AABN without SLC EOBN with SLC EOBN without SLC

1 2 4 1 2 4 1 2 4 1 2 4

1 222 118 69 218 122 69 286 130 67 262 132 67

2 128 71 41 128 71 41 164 81 46 150 83 46

3 96 52 33 96 52 33 124 66 35 121 66 35

4 76 45 29 77 48 29 97 59 33 98 58 33

5 67 41 27 67 42 27 83 45 32 79 48 32

6 57 38 26 58 39 26 72 46 32 70 47 32

7 53 37 26 53 38 26 65 45 32 64 45 32

8 49 35 26 49 36 26 61 44 32 61 44 32

9 46 32 26 45 32 26 55 39 32 51 40 32

10 43 29 26 44 30 26 48 37 32 48 39 32

11 43 29 26 44 30 26 48 37 32 48 39 32

12 40 29 26 40 30 26 46 37 32 48 39 32

13 40 29 26 40 30 26 47 37 32 48 39 32

14 39 29 26 39 30 26 47 37 32 45 39 32

15 39 29 26 39 30 26 47 37 32 45 39 32

16 37 29 26 37 30 26 44 37 32 44 39 32

17 37 29 26 37 30 26 44 37 32 44 39 32

18 34 29 26 34 30 26 42 37 32 41 39 32

19 34 29 26 34 30 26 42 37 32 41 39 32

20 32 29 26 32 30 26 42 37 32 40 39 32

Overall, comparing the AABN and EOBN, the device cost of the EON is slightly higher than

that of the AABN because the network nodes of the EOBN are more centralized than those of the

AABN. Requests of the same size have shorter transmission distances in the EOBN and require

fewer OCs, and source-destination pairs with a certain bandwidth can transmit more requests so

that more transceivers are needed in the EOBN. Moreover, whether in the AABN or in the EOBN,

for the same spatial granularity (, device cost grows with increasing spectral granularity $.

According to Eq. (3.20), for a given network topology, the device cost ⇠ is determined by

spatial-spectral granularity (-$ and the number of transceivers per node ) . As shown in Eq. (3.18)

and (3.19), the cost of a single SDM transceiver ⇠)A0=, which is proportional to$ and linear to (, is

more affected by granularity than that of a ROADM ⇠'$�⇡" . Therefore, ⇠)A0= is the main factor

affecting ⇠ that with increasing of ( and $, ) decreases while ⇠ increases.

In detail, for a given (, the reduction rate of ) is lower than the increase rate of $, and the gap

between the two is expanding as $ increases. Therefore, ⇠ increases with increasing $ due to the

proportional relationship between ⇠)A0= and $. On the other hand, for a given $, as indicated in

Fig. 3.4, when $ is relatively small, the difference of ⇠ under different ( is not apparent. When $
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(a) AABN

(b) EOBN

Figure 3.4: Device cost (DC) vs. the spectral switching granularity for different network topologies.

is enlarged, ⇠ increases significantly with the increase of (. This is because the gaps in the number

of SDM transceivers under different ( become small with the increase of $, while ⇠)A0= increases

linearly with the increase of (. Therefore, ⇠ increases with increasing (.

In addition, when$ is limited to small values, a lower device cost is required for SDM networks

with a higher (. Then, with the same high-value $, ⇠ increases with increasing (. In this case, the

device cost when ( = 4 is nearly twice that of other spatial granularities, which is not a good

choice when only device cost is considered. As shown in Figure 3.4, it is clear that SLC switching

technology achieves negligible improvements (0.1% ⇠ 3%) in device cost with various ( and $.
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3.3.2 Results for Network Performance

The network performance metrics used here include the maximum average throughput, the average

transceiver utilization and spectral efficiency. The 100,000 requests arrive at the network at different

times in a dynamic scenario with a fixed arrival rate, and we evaluate network performance when

all 100,000 connections are torn from the network.

In detail, the connections are assigned to each source node following a Poisson distribution

process with an average arrival rate _. The average holding time of the connections follows a

negative exponential distribution with parameter `. The offered load which is defined as the number

of connections loaded at points in time, follows an ⇢A;0=6( _` ) distribution. These performance

metrics can be obtained until the blocking probability (BP) is close to 1% with increasing offered

load. In the following, we give a detailed description of the above three performance metrics.

(1) Maximum average throughput

The maximum average throughput is defined as the average traffic load per second during the

entire simulation. Along with the whole simulation of duration )B, each unblocked request 8

with traffic demand CA8 in Gbps and holding time C8 is successfully assigned, and the maximum

average throughput (MAT) in Tbps can be computed as follows:

"�) =

Õ
8

CA8
1000 ⇥ C8
)B

. (3.21)

(2) Average transceiver utilization

The utilization of transceivers with fixed bit rates will be different for 100,000 different con-

nections. The number of required OCs =8 of unblocked request 8 can be computed by traffic de-

mand CA8 under a selected modulation format (DP-BPSK, DP-QPSK, DP-8QAM, DP-16QAM),

so that the transceiver utilization of unblocked request 8 )*8 is given as follows:

)*8 =
=8

d =8
(⇥$ e ⇥ ( ⇥$ . (3.22)

Hence, the average transceiver utilization (ATU) of 9 unblocked requests is given by:

�)* =

Õ 9
8=1 )*8

9

⇥ 100%. (3.23)

(3) Spectral efficiency

The spectral efficiency (SE) describes the amount of data transmitted over a given spectrum. SE

is defined as the number of bits transmitted over a given frequency band per second. During the

entire simulation, (⇢ in Gbps/Hz can be calculated as follows:

(⇢ =
Õ

8 CA8Õ
8

�
d =8
(⇥$ e ⇥ [(( ⇥$ ⇥ 37.5) + (( ⇥ 12.5)]

 . (3.24)
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(a) AABN

(b) EOBN

Figure 3.5: Maximum average throughput (MAT) vs. the spectral switching granularity for AABN
and EOBN.

As indicated in Figure 3.5, MAT varies with granularities in the AABN and the EOBN. As

mentioned above, more transceivers are required at nodes in the EOBN compared with the AABN,

so MAT of the EOBN is approximately 40% higher than that of the AABN. For a given (, MAT

initially increases with increasing $. When $ reaches a high value, the growth of MAT tends to

saturate.

Figure 3.5 shows that the network throughput is bounded due to the insufficiency of spectrum

resources when enough transceivers are installed at each node. In addition, the network throughput

is nearly unchanged when ( = 2, $ >10 and ( = 4, $ >5. This is because the maximum OCs

required by a connection is 20 (1,000 Gbps traffic volume under DP-BPSK modulation format) so

that even a single Spa & Spe SpCh transceiver is sufficient to support the transmission with different
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traffic volume connections. We note that the transmission system with lower ( can achieve higher

network throughput for a given $. This is because the transceiver with a higher ( needs more

switching GBs to support an equivalent capacity.

Overall, SDM networks become more spectrally efficient with relatively higher $ or lower (.

The gap between scenarios with and without SLC technology support is narrow (0.1% ⇠ 8%). In

particular, when ( = 2, $ > 10 or when ( = 4, $ > 5, which means that a single transceiver

can support more than 20 OCs (the maximum OC requirement in our simulation) for transmission,

MAT is nearly invariable but results in resource wastage due to overprovisioning.

(a) AABN (b) EOBN

Figure 3.6: Average transceiver utilization (ATU) vs. the spectral switching granularity for AABN
and EOBN.

(a) AABN (b) EOBN

Figure 3.7: Spectral efficiency (SE) vs. the spectral switching granularity for AABN and EBON.

The overprovisioning of a transceiver can be quantified by transceiver utilization, and ATU is
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the average utilization of transceiver support per request. Figure 3.6 shows ATU against different

network topologies. When $ equals 1, regardless of (, the 1 ⇥ $ Spa & Spe SpCh transceiver

is completely used. An increase in either ( or $ leads to a decrease in ATU. In addition, SLC

technology has little impact on ATU.

Figure 3.7 shows SE for different network topologies plotted versus ( and $. For a given (,

SE decreases with the growth of $ because that overprovisioning is more likely in transceivers with

higher spectral granularity, leading to spectrum resource wastage. In addition, SDM networks with

higher ( cause lower SE in view of greater switching GB utilization and transceiver overprovision-

ing. Overall, the SE of a Spa & Spe SpCh transceiver is improved when ( and $ decrease.

(a) AABN

(b) EOBN

Figure 3.8: Ratio of device cost to MAT vs. the spectral switching granularity for AABN and
EOBN.

There exists a trade-off between the device cost and network performance. For a given (, device

cost and MAT show opposite trends with ATU and SE when plotted versus$. Focusing on different

43



performance evaluation indicators, we can obtain various optimal choices of ( ⇥ $ for different

network topologies. Specifically, as the two most critical factors considered by network operators,

device cost and MAT must be given more attention in actual commercial network deployment.

We introduce the ratio of device cost to MAT as a new performance metric to evaluate SDM

networks with different granularity combinations. Figure 3.8 shows the ratio of device cost to MAT

for different transmission systems plotted versus ( and $. We only show some of the results in

Figure 3.8 that show better performance on the ratio of device cost to MAT. We can see that the

shape of the curve for each network topology is locally convex. Overall, the ratio of device cost to

MAT increases whether with the growth of ( and $ but with some variations. These results show

that there exists an optimal choice of ( ⇥ $ for each transmission system. For both EOBN and

AABN, the combinations of 2 ⇥ 2 (( = 2,$ = 2), 4 ⇥ 1 (( = 4,$ = 1) and 1 ⇥ 2 (( = 1,$ = 2)

perform relatively well with regard to device cost and MAT.

Since there exists a large difference in the data scale among device cost, MAT, ATU and SE,

each of these variables has different units. Therefore, we use the min-max normalization method

to guarantee that all of the metrics have the exact same scale between 0 and 1, and the top 5 values

of each metric are presented in Table 3.8. An SDM network with lower device cost, higher MAT,

higher ATU, and higher SE is considered to be a better choice for network deployment. However, no

granularity combination can achieve the above requirements in reality. Considering all of the met-

rics, under a 4-core MCF-based optical transmission we can obtain that for the AABN, regardless

of whether or not the SLC technology is supported, the two most suitable granularity combinations

are 1 ⇥ 4 (( = 1,$ = 4) and 2 ⇥ 2 (( = 2,$ = 2). For the EON, the two most suitable granularity

combinations are 2 ⇥ 2 (( = 2,$ = 2 and 1 ⇥ 2 (( = 1,$ = 2). Moreover, for a 4-core MCF-based

SDM network, the recommended spatial granularities are 1 and 2, and the recommended spectral

granularities are 1 ⇠ 6.

On the other hand, in actual commercial network deployment, in addition to device cost, net-

work operators pay attention to resource consumption due to the increasingly urgent shortage of

resources, that is, device cost and SE mentioned in our research. Therefore, considering only de-

vice cost, regardless of whether or not the SLC is supported, the best granularity combination for

AABN and EON is 4 ⇥ 1 (( = 4,$ = 1) and 2 ⇥ 1 (( = 2,$ = 1), respectively. Similarly, 1 ⇥ 2

(( = 1,$ = 2)is the best choice when only considering SE for both AABN and EON. Taking both

device cost and SE into account, we obtain that 2⇥ 1 (( = 2,$ = 1) is optimal. In addition, the best

granularity combination is 1 ⇥ 20 (( = 1,$ = 20) and 1 ⇥ 1 (( = 1,$ = 1) when only considering

MAT or ATU, respectively.
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Table 3.8: Device cost, maximum average throughput, average transceiver utilization and spectral
efficiency power for different spatial and spectral switching granularity designs.

B ⇥ > With SLC without SLC

device cost MAT ATU SE device cost MAT ATU SE

2 ⇥ 1 1 ⇥ 20 1 ⇥ 1 1 ⇥ 2 2 ⇥ 1 1 ⇥ 20 1 ⇥ 1 1 ⇥ 2

AABN

4 ⇥ 1 1 ⇥ 19 1 ⇥ 2 1 ⇥ 3 4 ⇥ 1 1 ⇥ 19 1 ⇥ 2 1 ⇥ 3

2 ⇥ 2 1 ⇥ 18 1 ⇥ 3 1 ⇥ 4 2 ⇥ 2 1 ⇥ 18 1 ⇥ 3 1 ⇥ 4

4 ⇥ 2 1 ⇥ 17 1 ⇥ 4 1 ⇥ 1 4 ⇥ 2 1 ⇥ 17 1 ⇥ 4 1 ⇥ 1

2 ⇥ 3 1 ⇥ 16 1 ⇥ 5 1 ⇥ 5 2 ⇥ 3 1 ⇥ 16 1 ⇥ 5 1 ⇥ 5

4 ⇥ 1 1 ⇥ 20 1 ⇥ 20 1 ⇥ 2 4 ⇥ 1 1 ⇥ 20 1 ⇥ 1 1 ⇥ 2

2 ⇥ 1 1 ⇥ 19 1 ⇥ 2 1 ⇥ 3 2 ⇥ 1 1 ⇥ 19 1 ⇥ 2 1 ⇥ 3

EOBN

2 ⇥ 2 1 ⇥ 18 1 ⇥ 3 1 ⇥ 1 2 ⇥ 2 1 ⇥ 18 1 ⇥ 3 1 ⇥ 1

4 ⇥ 2 1 ⇥ 17 1 ⇥ 4 1 ⇥ 4 4 ⇥ 2 1 ⇥ 17 1 ⇥ 4 1 ⇥ 4

4 ⇥ 3 1 ⇥ 16 1 ⇥ 5 2 ⇥ 1 1 ⇥ 1 1 ⇥ 16 1 ⇥ 5 2 ⇥ 1

3.4 Conclusion

In this research work, we comprehensively analyze the network architectures, including the transceiver

and ROADM, according to different granularity combinations. We propose detailed models for #-

core MCF-based SDM networks considering the device cost, MAT, ATU and SE. According to the

simulation results under a specific 4-core MCF-based SDM network, we find that the spatial and

spectral granularity (( and $) will strongly influence the number of Spa & Spe SpCh transceivers

installed at each node and the architecture of the ROADM and transceiver, resulting in different

device costs and performance of network deployment. Moreover, whether or not SLC technology

is supported also has an impact on the network cost/performance, but the impact is not prominent.

With a trade-off relationship between the device cost and network performance, network operators

need to choose the most suitable transmission system according to their objectives. If the network

operators focus on device cost reduction, an SDM network with higher ( and lower $ but without

SLC support is recommended. Conversely, focusing on the maximization of the whole network

throughput, an SDM network with lower ( and higher $ and with SLC support is preferred. In

addition, an SDM network with lower ( and $ improves transceiver utility and spectral efficiency.

Furthermore, different types of SDM fibers, such as 7-core MCF, 12-core MCF and 4-SMFB con-

nected simulation networks, and new switching techniques, such as FSSS and SCNs, should be

explored further.
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Chapter 4

Robust Design against Network Failures
of Shared Backup Path Protected
SDM-EONs

SDM-EONs can provide higher capacity, higher spectral efficiency, and more flexible optical trans-

mission to address future explosive data growth. However, the key challenge for the widespread

deployment of such complex networks is how to ensure their survivability against different types of

network failures.

In this research, we consider the robust design of a #-SMFB-based SDM-EON with shared

backup path protection (SBPP). Considering the network reliability against different failures and

the uncertainty in traffic volume, we focus on RSSA problems of working and backup path deter-

mination. We formulate the problems as two mixed integer linear programming (MILP) models

with the objective of minimizing the maximal FS index used and the total number of backup FSs.

In this scenario, we propose heuristic algorithms for routing decision and spectrum assignment,

and we compare the spectrum efficiency and execution time among MILP models, our proposed

algorithms and the existing algorithm. Finally, we employ the �-robust optimization technique to

handle traffic with uncertainties and compare the simulation results obtained in deterministic and

nondeterministic scenarios.

4.1 Our contributions in this research work

In this research, we focus on robust design for an SBPP-based SDM-EON considering reliability

against the different occurrences of network failures and uncertainty in traffic volume. We formulate

the related problems as MILP models with the objectives of minimizing the total number of reserved

FSs and the maximum number of FSs used.

The main contributions of this paper are summarized as follows. 1) We consider multiple pos-

sible network failures in SBPP-based SDM-EONs, which is different from the previous works that
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only consider a single type of failure (link failure or SRLG failure). 2) The working path of each

request is not given in advance. We first determine the working paths for requests and then deter-

mine their backup paths based on the results of the working path determination. 3) We formulate

the RSSA problems using node-arc-based MILP models to minimize used and backup spectrum

resources in SBPP-based SDM-EONs facing various types of network failures. We find that the

number of requests and network topology affect the spectrum resources used, while different types

of network failures present different requirements for backup spectrum resources. 4) We propose

a heuristic best-fit FS assignment algorithm that can reduce spectrum fragmentation and improve

searching efficiency. 5) We propose two heuristic routing algorithms for working path and backup

path determination. We find that our proposed algorithms outperform the existing algorithm in terms

of spectrum resource usage. Compared with the MILP models, the gaps between the solutions ob-

tained with our proposed algorithms and the optimal solution in terms of used and backup spectrum

resources are within an acceptable range, while the execution time is greatly reduced. 5) Further-

more, we introduce a �-robust optimization technique to develop a network design that is robust

against various network failures while considering the uncertainty in traffic volume. We find that

the amount of backup spectrum resources needed initially increases as the request size uncertainty

increases and then tends to remain constant. It is worth mentioning that the corresponding values

of � at which the amount of backup spectrum resources saturates are different for various types of

network failures.

4.2 Network Failures and Protection Techniques in SDM-EONs

4.2.1 Network Failures in SDM-EONs

Network survivability and reliability are essential and challenging issues in network design. The

introduction of SDM technology can solve the problem of increasing network capacity require-

ments. However, the greater complexity of the communication infrastructure that is supported by

this technology increases the possibility of network failures. Therefore, the design of a reliable

and high-capacity optical network that can withstand various types of network failures is of vital

importance for supporting future transmission.

In SDM-EONs, network protection is more complicated and failures in the physical layer are

more difficult to detect [73]. Therefore, a reliable design based on network protection techniques

is a complex task in SDM-EONs when considering all possible network failures. In this section,

we introduce four main types of network failures, core failure, node failure, link failure and SRLG

failure, in SDM-EONs as follows.

(1) Core failure: Core failure refers to the failure of an SMF or a core in SMFB-based or MCF-

based SDM-EONs. The breakdown of a single SDM optic fiber or one of the parallel SDM
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transceivers will cause core failure.

(2) Node failure: Node failure refers to the failure of a node in the network layer that affects the

lightpaths passing through that node. Without node redundancy, a lightpath that starts or ter-

minates at the failed node cannot be protected [74]. Therefore, we consider the path protection

issue only in the case of intermediate node failure. Specifically, the transceivers used for trans-

mission in an SDM-EON are multiple single carrier transceivers or integrated single carrier

transceivers. A malfunction of the SDM transceiver or its internal optical elements, such as

lasers or DSP elements, will cause node failure. In addition, as shown in Figure 4.1, the break-

Figure 4.1: Different types of stations in node-arc optical transmission.

down of intermediate stations for SDM-based all-optical transmission, including optical line

amplifiers (OLAs), optical add/drop multiplexers (OADMs) and regeneration stations (REGs),

is related to node failure.

(3) Link failure: Link failure refers to a failure of a virtual link that influences the lightpaths

traversing it. The breakdown of the fiber optic cable responsible for a virtual link is one of the

main causes of link failure. In addition, failures of some optical components, such as SDM

MUX/DMUX, SDM FIFO or MC-EDFA components, will also cause link failure [73].

(4) SRLG failure: SRLG failure refers to the breaking of multiple links due to the failure of a

common resource [75], and is mainly caused by the breakdown of fiber optic cables. As shown

in Table 4.1, dig-ups are the dominant cause of fiber optic cable failures that can lead to the dis-

ruption of all SMFBs or MCFs in an SDM-EON. A fiber optic cable in a physical layer realized

by means of SMFBs or MCFs may control transmission on multiple links in the network layer

that can serve as an SRLG.
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Table 4.1: Causes of historical fiber optic cable failures [76].
Cause Proportion (%)

Dig-ups 57
Craftsperson/Worker Error 7

Rodents 4
Fire 4

Vehicles 4
Defective Cable 3

Firearms 2
Intrinsic Electronic Failure 2

Flooding 2
Lightning 1

Extreme Temperature 1
Ice 1

Stream Damage 1
Other 5

Unknown 5

4.2.2 Protection Techniques in SDM-EONs

To design a reliable SDM-EON, network protection techniques are critical. Dedicated path protec-

tion (DPP) and SBPP are two simple but efficient protection techniques [47, 77].

Figure 4.2: Example of network protection against link failures using DPP.

DPP is regarded as a reliable static path protection method because of its short restoration time

and ability guarantee. DPP is also called 1+1 path protection, which means that the working path and

the backup path of each source-destination node pair are one-to-one. This makes DPP a faster pro-
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tection scheme because the optics along both paths are activated and no signaling between ingress

and egress node pairs is involved. However, DPP is a relatively expensive and resource-intensive

approach due to the need for additional optical elements and provisioned capacity.

A simple example of DPP is shown in Figure 4.2. If the working path of request A (1-2-4) is

affected by a network failure, then the traffic flow of request A is directly switched to a predefined

backup path with the same FS index range [4, 7], i.e., (1-3-5-4). Similarly, the affected working

path of request A 0 (5-6-4) is switched to a backup path (5-4) for failure recovery.

There is a common link between the backup paths for requests A and A 0, and their working paths

share the same FSs (6 and 7). However, the spectrum resources cannot be shared on the common

link of their backup paths in DPP. To avoid overlapping with the backup FSs used by request A on

the common link (5-4), the FSs [6, 8] assigned for the backup path of request A 0 must be tuned to

[8, 10] by deploying tunable transponders. Therefore, although DPP is fast and simple to operate, it

still has the disadvantages of high device cost and resource consumption.

With the ability to share spare protection capacity on common links, SBPP is considered a better

technique for network protection. As indicated in Figure 4.3, the key feature of SBPP is that when

the working paths for multiple requests do not have any common links, their corresponding backup

paths can share spectrum resources on their common links.

Figure 4.3: Example of network protection against link failures using SBPP.

Similar to the DPP scheme, link (4-5) is traversed by the backup paths of requests A and A 0

simultaneously, whose corresponding working paths (1-2-4) and (5-6-4) do not have any common

links. However, backup paths (1-3-5-4) and (5-4) can share spare capacity [6, 7] on their common

link (5-4). Therefore, the indices of the FSs assigned in each backup path have the same range as

the corresponding working path in SBPP. Consequently, in contrast to the 7 FSs needed or spectrum
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reservation in DPP, only 5 backup FSs are required in SBPP. Overall, SBPP has the same advantages

of speed and simple operation as DPP, but achieves higher spectrum efficiency and lower device cost

than DPP.

4.2.3 XT Estimation in SDM-EONs

XT is an important issue in SDM-EONs. MCFs and SMFBs, which are the two most commonly

used types of SDM fibers, suffer from distinct types of interference caused by XT. In SMFB-based

SDM-EONs, the impact of XT is negligible; instead, the maximum transmission distances for dif-

ferent modulation formats are limited by the optical signal-to-noise ratio (OSNR) [43,44,46]. Con-

versely, in MCF-based SDM-EONs, as the number of MCF fiber cores increases, the interference

of inter-core XT on transmission becomes more apparent. Therefore, the maximum transmission

distances in MCF-based SDM-EONs are limited by both OSNR and XT. According to [?], the XT

caused by two adjacent cores 2 and 20 can be computed as follows:

-)2,20 (!) =
1 � 4G?(�2⌘!)
1 + 4G?(�2⌘!) , (4.1)

where ! is the transmission distance and h is a parameter related to the fiber type. Based on the set

of FSs used by both cores 2 and 20, whose number is denoted by �2,20 , the total XT of core 2 with

adjacent cores 20 2 �2 can be computed as follows:

-)2 =
’

20 2�2

�2,20-)2,20 . (4.2)

4.3 SBPP against Various Network Failures in a #-SMFB-Based SDM-
EON

Spectrum resource sharing, as the most attractive aspect of SBPP, can be achieved for multiple

backup paths when their corresponding working paths are link disjoint. In Figure 4.4, three requests,

Request 1, Request 2, and Request 3, are assigned between different node pairs with pairs of link-

disjoint working and backup paths.

In Figure 4.4, the solid lines indicate working paths, and the dotted lines represent backup

paths. Concretely, (1-2-4) and (1-3-5-4) are the working path and backup path, respectively, for

Request 1, (5-6-4) and (5-4) are the corresponding paths for Request 2, and (1-2) and (1-3-2) are

the corresponding paths for Request 3. The working paths for Request 1 and Request 2 are link

disjoint, so their corresponding backup paths can share spectrum resources on the common link

(5-4). Conversely, the backup paths of Request 1 and Request 3 cannot share spectrum resources

due to link (1-2) sharing on their working paths.

Given a set of traffic requests to be assigned in a #-SMFB-based SDM-EON, we formulate two

MILP models: an MILP model for working path determination with the objective of minimizing the
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Figure 4.4: Example of SBPP in the case of a common link existing in working paths or not.

spectrum resources used; and an MILP model for backup path determination in the face of different

network failures, with the objective of minimizing both used and backup spectrum resources.

4.3.1 Problem Description

In this subsection, we consider the routing, space, and spectrum assignment (RSSA) problems in a

#-SMFB-based SDM-EON protected with SBPP.

The network topology is represented by a graph ⌧ (+ , ⇢), where + is the set of nodes and ⇢ is

the set of links. The set of spatial domains in each link of #-SMFB is denoted ⇠ = {1, 2, ..., #}.
The set of SRLGs is represented by *, and each SRLG is composed of several links. The set of

requests assigned in the network is denoted by ', and the traffic demand of each request is given

in advance. The set of network failure types is represented by - = {1, 2, 3, 4}, where the different

failure types G are defined as follows: G = 1 denotes core failure, G = 2 denotes node failure, G = 3

denotes link failure, and G = 4 denotes SRLG failure.

The objectives of the RSSA problems are to minimize the maximum number of FSs used and

the total number of backup FSs for connection requests. In RSSA, the spectrum contiguity and

continuity constraints should be satisfied. Spectrum contiguity means that the spectrum resources

assigned to each request must be adjacent FSs. Furthermore, spectrum continuity means that the

contiguous adjacent FSs allocated to the path of each request must be the same on all of the links

traversed by the lightpath. FSs used in the common SMF of the same link cannot overlap; this

is defined as spectrum nonoverlap. In this work, we consider the routing decision and spectrum

assignment for both working and backup paths. Since the problem of working and backup paths

determination is complicated and the RSSA of the working path has an impact on backup path
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determination, we solve it in two steps. We first solve the RSSA problem of the working path

decision, and then solve the RSSA problem of the backup path decision based on the solution of the

working path determination problem. The working path and backup path of each request are not

intersecting with each other. Only one backup path can be established for each request, and only

one type of network failure and one location of network failure occurrence are considered for the

problem.

4.3.2 Working Path Determination Based on the Node-Arc-Based MILP Formula-
tion for the RSSA Problem

We aim to find the working paths for requests with a node-arc-based MILP formulation for an RSSA

problem. The MILP formulations for working determination are as follows.

• Parameters:

+ : Set of network nodes.

⇢ : Set of network links.

⇠ : Set of SMFs in a #-SMFB.

' : Set of requests assigned in the network, A = {BA , 3A , CA } 2 ', where BA and 3A are source

and destination nodes of request A, respectively, and CA is the traffic demand in FSs

(including guard bands) of request A .

!E : Set of network links whose egress node is E 2 + .

!E
0 : Set of network links whose ingress node is E 2 + .

-)
4
2,20 : XT between SMF 2 and 20 on link 4.

� : Set of available FSs.

⌦ : XT threshold.

" : A large value.

• Variables:

0
4,2
A : A binary variable that is equal to 1 if SMF 2 of link 4 is selected for the working path

of request A; otherwise, it is 0.

1
E
A : A binary variable that is equal to 1 if node E is traversed by the working path for request

A; otherwise, it is 0.

FA : An integer variable that denotes the initial FS index of the working path for request A .

>
A 0
A : A binary variable that is equal to 1 if the initial FS index of the path for request A is

larger than that for request A 0, i.e., if FA>FA 0 ; otherwise, it is 0.
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;
4,2,:
A : A binary variable that is equal to 1 if the :th FS in SMF 2 of link 4 is assigned to the

working path for request A; otherwise, it is 0.

G
4,:
A : A continuous variable that indicates the XT on FS : of link 4 for the working path of

request A .

�
F
<0G : An integer variable that indicates the maximal FS index used for working paths.

• Objective:

min �
F
<0G . (4.3)

Our objective is to minimize the spectrum resources used as represented by the maximal FS

index used in the network.

• Constraints:

Constraint for the Final FS Index Used

FA + CA � 1  �
F
<0G 8A 2 '. (4.4)

Constraint (4.4) ensures that the final FS index of the working path for each request is less

than the maximal FS index used.

Constraints for Route Selection
’
22⇠

0
4,2
A  1 8A 2 ', 84 2 ⇢ , (4.5)

’
22⇠

’
42!BA

0
4,2
A = 1 8A 2 ', (4.6)

’
22⇠

’
42!3A

0
0
4,2
A = 1 8A 2 ', (4.7)

’
22⇠

’
42!E

0
4,2
A � 1EA = 0 8A 2 ', 8E 2 +\{BA , 3A }, (4.8)

’
22⇠

’
42!E

0
0
4,2
A � 1EA = 0 8A 2 ', 8E 2 +\{BA , 3A }, (4.9)

2
’
22⇠

0
4,2
A � (1E1A + 1E2A )  0 8A 2 ', 84 = (E1, E2) 2 ⇢ . (4.10)

Constraint (4.5) ensures that at most one SMF 2 is selected on link 4 for each request A .

Constraint (4.6) ensures that the egress node of the first link of the working path for each

request A is its source node BA . Constraint (4.7) ensures that the ingress node of the last link

of the working path for each request A is its destination node 3A . Constraint (4.8) ensures that
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for each intermediate node E traversed by the working path for request A , only one link can

end at this node. Constraint (4.9) ensures that for each intermediate node E traversed by the

working path for request A, only one link can start from this node. Constraints (4.8) and (4.9)

together ensure that the out-degree and in-degree of each intermediate node traversed by the

working path for each request are equal, and are both equal to 1. Constraint (4.10) ensures

that if the working path for request A traverses link 4 = (E1, E2), then it must also traverse

nodes E1 and E2.

Constraints for the Elimination of Cycles and Subtours
’
22⇠

0
41,2
A +

’
22⇠

0
42,2
A  1

8A 2 ', 841 = (E1, E2) 2 ⇢ , 842 = (E2, E1) 2 ⇢ , (4.11)’
22⇠

’
42!3A

0
4,2
A = 0 8A 2 ', (4.12)

’
22⇠

’
42!BA

0
0
4,2
A = 0 8A 2 '. (4.13)

Constraint (4.11) ensures that cycles are avoided on the working path for each request A .

Constraints (4.12) and (4.13) ensure that subtours are avoided on the working path for each

request A .

Constraints for Spectrum Nonoverlap

FA 0 � FA  " (1 � >A 0A + 2 � (04,2A + 04,2A 0 )) � 1

84 2 ⇢ , 82 2 ⇠, 8A, A 0 2 ', A <A 0, (4.14)

FA + CA � FA 0  " (>A 0A + 2 � (04,2A + 04,2A 0 ))

84 2 ⇢ , 82 2 ⇠, 8A, A 0 2 ', A <A 0. (4.15)

Constraints (4.14) and (4.15) ensure that the FSs allocated to a common SMF on the same

link on working paths for different requests cannot overlap. Figure 4.5 illustrates the case in

which the working paths for requests A and A 0 share a common SMF and link. If the initial FS

index assigned to the working path for request A is larger than that assigned to the working

path for request A 0, then the initial FS index assigned to the working path for request A must

also be larger than the final FS index assigned to the working path for request A 0.
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Figure 4.5: Case in which the working paths of two distinct requests share a common SMF on the
same link.

Constraints for Spectrum Contiguity and Continuity
’
:2�

;
4,2,:
A � CA04,2A = 0

8A 2 ',84 2 ⇢ , 82 2 ⇠, (4.16)

" (
’
22⇠

;
4,2,:
A � 1)  : � FA

8A 2 ', 84 2 ⇢ , 8: 2 �, (4.17)

" (
’
22⇠

;
4,2,:
A � 1)  FA + CA � 1 � :

8A 2 ', 84 2 ⇢ , 8: 2 � . (4.18)

Constraint (4.16) ensures that when SMF 2 of link 4 is selected for the working path for

request A , a number of FSs with capacity equal to its traffic demand CA are assigned. Con-

straints (4.17) and (4.18) ensure that the indices of the FSs assigned to SMF 2 of link 4 for

request A are between the starting FS index FA and the ending FS index FA + CA � 1, that is,

5 2 [FA ,FA + CA � 1]. Thus, spectrum contiguity and continuity are satisfied.

Constraints for XT
’

20 2�2

’
A 0 2'

-)
4
2,20 ;

4,20 ,:
A 0 � " (1 � ;4,2,:A )  G4,:A

8A 2 ',84 2 ⇢ , 82 2 ⇠,8: 2 �, (4.19)
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’
42⇢

G
4,:
A  ⌦

8A 2 ', 8: 2 � . (4.20)

Constraint (4.19) ensures that if the :th FS on SMF 2 of link 4 is assigned to the working

path for request A , that is, ;4,2,:A = 1, then the XT on the :th FS of link 4 for request A should

be greater than the sum of the XTs caused by other requests assigned to the same FS on

adjacent cores of this common link in the case of link sharing. Constraint (4.20) ensures that

the XT on the working path selected for request A should be less than the XT threshold ⌦.

4.3.3 Backup Path Determination in the Face of Various Network Failures Based on
the Node-Arc-Based MILP Formulations for the RSSA Problem

After obtaining the assigned working path, SMFs, and spectrum interval for each request, we present

an extended MILP optimization model for backup path determination in the face of different types

of network failures.

• Parameters:

The backup path determination problem can be solved based on the results of working path

determination as described in Section ??. Therefore, the parameters marked with asterisks are

based on the output of the MILP formulation for working path determination. The additional

parameters beyond those introduced in Section ?? are listed as follows:

* : Set of network SRLGs.

FA
⇤ : Initial FS index selected to serve the working path for request A .

0
4,2
A

⇤ : A binary parameter that is equal to 1 if the working path for request A traverses SMF

2 of link 4; otherwise, it is 0.

1
E
A
⇤ : A binary parameter that is equal to 1 if the working path for request A traverses node E;

otherwise, it is 0.

6
4
A
⇤ : A binary parameter that is equal to 1 if the working path for request A traverses link 4;

otherwise, it is 0.

⌘
D
A
⇤ : A binary parameter that is equal to 1 if the working path for request A traverses SRLG

D; otherwise, it is 0.

;
4,2,:
A

⇤
: A binary parameter that is equal to 1 if the working path for request A traverses the

:th FS on SMF 2 of link 4; otherwise, it is 0.

,!A : Set of network links traversed by the working path for request A .

,⇠A : Set of network links traversed by the working path for request A and the corresponding

SMF used on each link,,⇠A = {(4 2 ⇢ , 2 2 ⇠ ) | 04,2A
⇤ = 1}.
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,+A : Set of network nodes traversed by the working path for request A , ,+A = {E 2 + , E <
BA , 3A | 1EA ⇤ = 1}.

,�A : Set of FS indices used by the working path for request A, ,�A = {: 2 � | ;4,2,:A
⇤
=

1(84 2 ⇢ ,82 2 ⇠)}

,*A : Set of network SRLGs traversed by the working path for request A .

- : Set of network failure types, G 2 - = {1, 2, 3, 4}.

l : A weight factor.

" : A large value.

• Variables:

ZG : A binary variable that is equal to 1 if a network failure of type G occurs; otherwise, it is

0.

[
4,2
A : A binary variable that is equal to 1 if the backup path for request A traverses SMF 2 of

link 4; otherwise, it is 0.

?A : An integer variable that denotes the initial FS index of the backup path for request A .

<
A 0
A : A binary variable that is equal to 1 if the initial FS index of the path for request A is

larger than that for request A 0, i.e., if FA > ?A 0 ; otherwise, it is 0.

=
4,2,:
A : A binary variable that is equal to 1 if the :th FS on SMF 2 of link 4 is assigned to the

backup path for request A; otherwise, it is 0.

C
4,:
A : A continuous variable that represents XT on FS : of link 4 for the backup path of

request A .

5
2
4 : An integer variable that indicates the total number of backup FSs on SMF 2 of link 4.

�
1
<0G : An integer variable that indicates the maximal FS index used for backup paths.

• Objective:

min
’
42⇢

’
22⇠

5
2
4 + l�1

<0G . (4.21)

Given the working paths for the requests, our objective is to minimize the total amounts of

used and backup spectrum resources (expressed in units of FSs) for the backup paths, which

are computed as the maximal FS index used and the sum of the backup FSs on all SMFs of

the links in the network, respectively.

• Constraints:
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Constraint for Network Failure Occurrence:
’
G2-

ZG = 1. (4.22)

Constraint (4.22) ensures that only one type of network failure exists in the network. Z1 = 1

indicates the occurrence of core failure, Z2 = 1 indicates the occurrence of node failure, Z3 = 1

indicates the occurrence of link failure, and Z4 = 1 indicates the occurrence of SRLG failure.

Constraint for the Final FS Index Used

?A + CA � 1  �
1
<0G 8A 2 '. (4.23)

Constraint (4.23) ensures that the final FS index of the backup path for each request is less

than the maximal FS index used.

Constraints for Backup FSs
’
A2'

0
4,2
A

⇤
[
40 ,20
A CA  5

20
40

84, 40 2 ⇢ , 82, 20 2 ⇠, Z1 = 1, (4.24)’
A2'

1
E
A
⇤
[
4,2
A CA  5

2
4

8E 2 + , 84 2 ⇢ , 82 2 ⇠, Z2 = 1, (4.25)’
A2'

6
4
A
⇤
[
40 ,2
A CA  5

2
40

84, 40 2 ⇢ , 82 2 ⇠, Z3 = 1, (4.26)’
A2'

⌘
D
A
⇤
[
4,2
A CA  5

2
4

8D 2 *, 84 2 ⇢ , 82 2 ⇠, Z4 = 1. (4.27)

Constraints (4.24)⇠(4.27) count the total numbers of backup FSs on SMF 2 of link 4 that

are reserved against core failure, node failure, link failure, and SRLG failure, respectively.

Constraints for Route Selection
The constraints for backup path route selection are similar to those for working path selec-

tion given in Section 4.3.2. For different types of network failures, the differences lie in the

sets of available nodes and links.

Concretely, when core or link failure occurs (Z1 = 1, Z3 = 1), the sets of available nodes and

links for each request A are + and ⇢ �,!A , respectively; when node failure occurs (Z2 = 1),
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the sets of available nodes and links for each request A are+�,+A and ⇢�,!A , respectively;

and when SRLG failure occurs (Z4 = 1), the sets of available nodes and links for each request

A are + and ⇢ �,*A , respectively.

Constraints for XT
The XT constraints for backup path determination are the same as those for working path

determination given in Section 4.3.2.

Constraints for the Elimination of Cycles and Subtours
The constraints for cycle and subtour elimination in backup path determination are the same

as those for working paths in Section 4.3.2.

Figure 4.6: Case in which the working path for request A and the backup path for request A 0 share a
common SMF on the same link.

Constraints for Spectrum Nonoverlap between Working and Backup Paths

?A 0 � FA
⇤  " (1 � <A 0

A + 2 � (04,2A
⇤ + [4,2A 0 )) � 1

84 2 ⇢ , 82 2 ⇠, 8A, A 0 2 ', A < A 0, (4.28)

FA
⇤ + CA � ?A 0  " (<A 0

A + 2 � (04,2A
⇤ + [4,2A 0 ))

84 2 ⇢ , 82 2 ⇠, 8A, A 0 2 ', A < A 0, (4.29)

?A 0 + CA 0 � FA
⇤  " (1 � <A 0

A + 2 � (04,2A
⇤ + [4,2A 0 ))

84 2 ⇢ , 82 2 ⇠, 8A, A 0 2 ', A < A 0. (4.30)
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Constraints (4.28)⇠(4.30) ensure that the spectrum resources allocated to a common SMF

on a link that is shared between a working path for one request and a backup path for another

request cannot overlap. Figure 4.6 shows an example in which the working path for request A

shares a common SMF and link with the backup path for request A 0; in this case, the allocated

FSs should not overlap.

Constraints for Spectrum Nonoverlap between Backup Paths
• When the working paths for requests A and A 0 pass through a common SMF 2 on the same

link 4, as indicated by 04,2A
⇤ = 1 and 04,2A 0

⇤ = 1, the following constraints apply.

?A 0 � ?A  " (1 � <A 0
A + 2 � ([40 ,20A + [40 ,20A 0 )) � 1

84, 40 2 ⇢ , 82, 20 2 ⇠, 8A, A 0 2 ', Z1 = 1, (4.31)

?A + CA � ?A 0  " (<A 0
A + 2 � ([40 ,20A + [40 ,20A 0 ))

84, 40 2 ⇢ , 82, 20 2 ⇠, 8A, A 0 2 ', Z1 = 1. (4.32)

Figure 4.7 shows a case in which an SMF fails and the backup path for request A shares a

common span with the backup path for request A 0. Constraints (4.31) and (4.32) ensure that

the spectrum resources allocated to a common SMF of a shared link between the backup paths

for requests A and A 0 do not overlap in the case of a failure occurring in a common SMF of

their working paths.

Figure 4.7: Case in which the backup paths for two distinct requests share a common SMF on the
same link and SMF failure affects their working paths.
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• When the working paths for requests A and A 0 pass through a common node E, as indicated

by 1EA
⇤ = 1 and 1EA 0

⇤ = 1, the following constraints apply.

?A 0 � ?A  " (1 � <A 0
A + 2 � ([4,2A + [4,2A 0 )) � 1

84 2 ⇢ , 82 2 ⇠, 8E 2 + , 8A, A 0 2 ', Z2 = 1, (4.33)

?A + CA � ?A 0  " (<A 0
A + 2 � ([4,2A + [4,2A 0 ))

84 2 ⇢ , 82 2 ⇠, 8E 2 + , 8A, A 0 2 ', Z2 = 1. (4.34)

A situation in which node failure simultaneously affects the working paths for requests A

and A 0, both of which pass through the failed node, is shown in Figure 4.8. Constraints (4.33)

and (4.34) ensure that the spectrum resources allocated to a common SMF of a shared link

between the backup paths for the different requests do not overlap when node failure affects

both of their working paths.

Figure 4.8: Case in which the backup paths for two distinct requests share a common SMF on the
same link and node failure affects their working paths.

• When the working paths for requests A and A 0 pass through a common link 4, as indicated

by 64A
⇤ = 1 and 64A 0

⇤ = 1, the following constraints apply.

?A 0 � ?A  " (1 � <A 0
A + 2 � ([40 ,2A + [40 ,2A 0 )) � 1

84, 40 2 ⇢ , 82 2 ⇠, 8A, A 0 2 ', Z3 = 1, (4.35)

?A + CA � ?A 0  " (<A 0
A + 2 � ([40 ,2A + [40 ,2A 0 ))
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84, 40 2 ⇢ , 82 2 ⇠, 8A, A 0 2 V4, Z3 = 1. (4.36)

Similarly, Figure 4.9 shows the case of SMF and link sharing between the backup paths

for requests A and A 0, whose corresponding working paths share a common link. Specifically,

constraints (4.35) and (4.36) ensure that when a link failure interrupts the working paths

for both requests A and A 0 and their selected backup paths share a common SMF and link,

spectrum nonoverlap is guaranteed in their common span.

Figure 4.9: Case in which the backup paths for two distinct requests share a common SMF on the
same link and link failure affects their working paths.

• When the working paths for requests A and A 0 pass through a common SRLG D, as indicated

by ⌘DA
⇤ = 1 and ⌘DA 0

⇤ = 1, the following constraints apply.

?A 0 � ?A  " (1 � <A 0
A + 2 � ([4,2A + [4,2A 0 )) � 1

84 2 ⇢ , 82 2 ⇠, 8D 2 *, 8A, A 0 2 ', Z4 = 1, (4.37)

?A + CA � ?A 0  " (<A 0
A + 2 � ([4,2A + [4,2A 0 ))

84 2 ⇢ , 82 2 ⇠, 8D 2 *, 8A, A 0 2 ', Z4 = 1. (4.38)

In the case shown in Figure 4.10, the working paths for requests A and A 0 are simultaneously

affected by SRLG failure because the links that they traverse belong to the same SRLG. For

this case, constraints (4.37) and (4.38) ensure that the spectrum does not overlap in a common

SMF of a shared link between the backup paths for requests A and A 0 when the same SRLG

failure influences their corresponding working paths.
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Figure 4.10: Case in which the backup paths for two distinct requests share a common SMF on the
same link and SRLG failure affects their working paths.

4.4 �-Robust Optimization for Nondeterministic Traffic demand

The network traffic may become unpredictable in future networks due to diverse demands. In this

work, network design considering the uncertainty in traffic volume is addressed.

We introduce a robust optimization technique called �-robust optimization [78, 80]. Suppose

that the size uncertainty of request A , denoted eCA =
⇥
CA � ĈA , CA + ĈA

⇤
, follows a symmetric distribu-

tion. Without loss of generality, � is a parameter (not necessarily an integer) whose value is in the

interval [0, |' |]. The role of parameter � is to adjust the robustness of the proposed system against

the conservation level of its solution [81]. Because � is not necessarily an integer, at most |& | = b�c
requests are allowed to vary in size, and one request C@ (@ 2 '\&) changes by (� � b�c) Ĉ@.

To demonstrate how to achieve � robustness, constraint (4.24) is rewritten as follows:

’
A2'

[
4,2
A CA+

max
{&[{@} |&✓', |& |=b�c,@2'\&}

{
’
A2&

�
4,2
A ĈA + (� � b�c)�4,2

@ Ĉ@}

 5
2
4

8E 2 + , 84 2 ⇢ , 82 2 ⇠, �[4,2A  �
4,2
A  [4,2A . (4.39)

If � is an integer, then the left side of constraint (4.24) is protected by

� ((, �) = max
{& |&✓', |& |=�}

{
’
A2&

|[A |ĈA }.
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Concretely, when � = 0, the size of all requests is deterministic. Otherwise, if � = |' |, then

the size of all requests is uncertain. Therefore, the robustness of the proposed model is ensured by

adjusting the parameter � 2 [0, |' |].
We can see that the left-hand side of constraint (4.39) is nonlinear since it contains two different

variables, ( and N. To make it linear, we introduce the following proposition.

Proposition 1 Given vectors (⇤ and t̂, the uncertain part of constraint (4.24), given by (4.40),

� ((⇤, �) =

max
{&[{@} |&✓', |& |=b�c,@2'\&}

{
’
A2&

|[4,2A
⇤ |ĈA + (� � b�c) |[4,2@

⇤ |Ĉ@}, (4.40)

can be obtained as the optimal solution to the following linear problem (LP) (4.41):

max

’
A2'

|[4,2A
⇤ |ĈA IA ,

subject to ’
A2'

IA  �,

0  IA  1 8A 2 '.

(4.41)

Proof For the binary variable of each request A , denoted by IA 2 [0, 1], the optimal solution to

LP (4.39) can be obtained when b�c variables IA are equal to 1 and one variable is equal to ��b�c.
Therefore, the optimal solution to LP (4.39) is equivalent to the cost function

Õ
A2& |[4,2A

⇤ |ĈA + (� �
b�c) |[4,2@

⇤ |Ĉ@ with subset {& [ {@}|& ✓ ', |& | = b�c, @ 2 '\&}, which is equal to � ((⇤, �). ⇤
Then, constraint (4.39) can be rewritten as a linear formulation in accordance with Theorem 1.

Theorem 1 Given the robustness parameter �, constraint (4.39) can be reformulated as follows:

’
A2'

[
4,2
A CA + �c +

’
A2'

lA  5
2
4

8E 2 + , 84 2 ⇢ , 82 2 ⇠, (4.42)

|[4,2A
⇤ |ĈA � (c + lA )  0

8E 2 + , 8A 2 ', 84 2 ⇢ , 82 2 ⇠, (4.43)

0  lA , 8A 2 ', (4.44)

0  c. (4.45)

Proof The dual of LP (4.41) is given as follows:

min
’
A2'

lA + �c,

subject to
c + lA � |[4,2A

⇤ |ĈA 8A 2 ',
lA � 0 8A 2 ',
c � 0.

(4.46)
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Obviously, the objective function of LP (4.41), 5 (A) = |[4,2A
⇤ |ĈA IA , is a convex function; 6(A) =

IA is also a convex function, and ⌘(A) =
Õ
A2'

IA is an affine function. Therefore, LP (4.41) has

feasible solutions, and the solutions are bounded. Due to the strong duality, the dual of LP (4.41),

given by (4.46), is also feasible, and its optimal solution is the optimal solution to the original

LP (4.41). Therefore, constraint (4.24) can be replaced by constraints (42)⇠(45) in Theorem 1.⇤

Similarly, constraints (4.25), (4.26) and (4.27) can be reformulated in the same way as con-

straint (4.24).

4.4.1 Computational Complexity Analysis

In this part, we examine the computational complexity of optimization models by counting the

number of variables and constraints. For the working path determination MILP model, the number

of variables is bounded by the greater of $ ( |' |2) and $ ( |' | · |⇢ | · |⇠ | · |� |), and the number of

constraints is bounded by the greater of $ ( |' |2 · |⇢ | · |⇠ |) and $ ( |' | · |⇢ | · |⇠ | · |� |). |' | is

the number of requests, |⇢ | is the number of network links, |⇠ | is the number of SMFs in each

SMFB, and |� | is the number of required FSs. For the backup path determination MILP model,

the available links, nodes, and cores are fewer, so the upper bound of the number of variables

and constraints in the backup path determination MILP model can be derived as the bounds in the

working path determination MILP model. However, if we solve the working path and the backup

path determination problems jointly in a MILP model, the lower bound for the number of variables

and constraints are $ ( |' |4) and $ ( |' |4 · |⇢ |2 · |⇠ |2), which are far more than solving the problems

separately.

4.5 Heuristic Algorithms for the Working and Backup Path Determi-
nation Problems

The RSSA problem has been proven to be NP-complete and the MILP model cannot be solved

within a reasonable time as the transmission request matrix and the network itself increase in size.

Therefore, in this section, we propose three heuristic algorithms for solving the working and backup

paths determination problems: a best-fit FS assignment algorithm, a working path determination

algorithm and a backup path determination algorithm.

4.5.1 Best-Fit FS Assignment Algorithm

In this subsection, we focus on the spectrum allocation problem and aim to find the best spectrum

selection for the working and backup paths of a request. To reduce spectrum fragmentation and

improve search efficiency, we propose a best-fit spectrum allocation algorithm whose pseudocode

is shown in Algorithm 1.
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Algorithm 1 Best-Fit FS Assignment Algorithm
Input: Number of required FSs for request A in each SMF of the link; available path ?A for request A
Output: Set of SMF of each link 4 2 ?A selected for request A �⌧A ; available range of FSs for request A �A
1: Set the initial FS index 5BC0AC = 1
2: Set the FS usage table ) [4, 2, 5 ] = {4 : 2 : 5 : 0}(4 2 ⇢ , 2 2 ⇠, 5 2 �)
3: Set the FS occupied list $
4: Set 5 ;06 = 1, 5 ;061 = 1, 5 ;062 = 1
5: while 5 ;06 do
6: Set 5 ;06 = 0
7: for each link 4 in available path ?A do
8: Obtain the output ( 5 ;063, 8= 5 >3) from Phase 1
9: if 5 ;063 then

10: Update the selected core of link 4 for request A
�⌧A [4] = 8= 5 >3 and available range of FSs for request A
�A = [ 5BC0AC , 5BC0AC + CA � 1]

11: else
12: Set 5 ;06 = 1 and update 5BC0AC = 8= 5 >3 + 1
13: break (go to line 5)
14: end if
15: end for
16: end while
Phase 1 SMF Selection
Input: Link 4
Output: ( 5 ;063, 8= 5 >3)

17: for each SMF 2 in available SMF set ⇠ do
18: Obtain the output ( 5 ;062, 8= 5 >2) from Phase 2
19: if 5 ;062 then
20: Update 5 ;063 = 1 and 8= 5 >3 = B
21: break (go to line 7)
22: else
23: Add FS 8= 5 >2 to the FS occupied list $
24: end if
25: end for
26: All of the SMFs 2 2 ⇠ are unavailable. Update 5 ;063 = 0 and �= 5 >3 = <8=( 5 8 5 2 $)
Phase 2 FS Range Selection
Input: SMF 2 of link 4
Output: ( 5 ;062, 8= 5 >2)

27: for each FS 5 in the range of FSs [ 5BC0AC , 5BC0AC + CA � 1] do
28: Check the FS usage table ) to determine whether each FS 5

29: in SMF 2 of link 4 is used ( if ) [4, 2, 5 ] = 1, FS 5 is used )
30: if ) [4, 2, 5 ] then
31: Update 5 ;062 = 0 and 8= 5 >2 = 5

32: break (go to line 17)
33: end if
34: end for
35: FSs in the range [ 5BC0AC , 5BC0AC + CA � 1] are unused; update 5 ;062 = 1 and 8= 5 >2 = 5 (here, �= 5 >2 is equal to

5BC0AC + CA � 1)
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Figure 4.11: Example of our proposed best-fit FS assignment algorithm ( 5BC0AC = 1).

In the example shown in Figure 4.11, a connection request A with a traffic demand of CA = 4 �(B

is transmitted in a chain network from node � to node ⇡, where each link has a 2-SMFB. To

simplify the problem for a better understanding, we assume that there are two available SMFs on

each link. Some FSs are already used for other connection requests, as shown in green.

Figure 4.12: Example of our proposed best-fit FS assignment algorithm ( 5BC0AC = 3).

We now show how our proposed FS assignment algorithm works. To meet the requirements

of spectrum contiguity and continuity, the available ranges of the FSs in each SMF on the links

with the initial FS index 5BC0AC = 1 are identified, as shown in red in Figure 4.11. First, we check

whether continuous FSs exist in each SMF on each link for request A . For example, for link �⌫,

the FSs [1, 2, 3, 4] in SMFs 1 and 2 can be assigned such that the output of Phase 2 (lines 27-35)
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is (1, 4) for both SMFs 1 and 2, where the flag for judging whether there exists a continuous range

of FSs is 5 ;062 = 1 and the maximal occupied index in the assigned range of FSs [1, 2, 3, 4] is

8= 5 >2 = 4. With the output obtained from Phase 2, we can select one available SMF in Phase 1. If

more than one such group exists, as in the case of link �⌫, we choose the first SMF with the output

of ( 5 ;063 = 1, 8= 5 >3 = 1). Conversely, if 5 ;062 = 0, which means that we cannot find 4 continuous

FSs in any SMF, as in the case of link ⇠⇡, then we set the initial FS index 5BC0AC equal to 3 as the

minimal occupied FS, and the output of Phase 1 is ( 5 ;063 = 0, 8= 5 >3 = 3). Then, we aim to find

the available ranges of FSs for request A on each link with initial FS index 5BC0AC = 3, similar to the

above process. As shown in Figure 4.12, the range of FSs [3, 4, 5, 6] in SMF 2 of link �⌫, SMF 1

of link ⌫⇠ and SMF 1 of link ⇠⇡ is assigned for request A .

4.5.2 Working Path Determination Algorithm

For a given transmission request sequence, we first sort the requests in descending order of their

traffic demand sizes CA . Then, we determine the RSSA for these requests one by one, starting with

the request with the largest traffic demand.

We now introduce how the working path determination algorithm works. First, we calculate

: shortest paths based on the K shortest path (KSP) algorithm as the working path candidates for

each request A . Then, for each request A in the sorted traffic request sequence, we first choose the

shortest path (:B?A , : = 1) as the working path and select one SMF of each link along :B?A with

a range of FSs based on Algorithm 1. If a set of the available set of SMF �⌧A and an available

range of FSs �A are successfully obtained by Algorithm 1, then the FSs �A = [ 5B, 5B + CA � 1] in the

selected SMF of each link along :B?A are assigned to the working path for each request A . After the

assignment of the working path, SMFs and FSs for each request A , we need to update the FS usage

table ) [4, 2, 5 ] and the maximal FS index used 5
F
<0G . In addition, the working path determination

table , [A], including :B?A , �⌧A , and �A , must be recorded for reference during the allocation of

the backup paths.

After the working paths for all requests have been determined by the corresponding shortest

paths, we find the most congested SMF among the links, i.e., the SMF with the maximum FS index

used, according to the FS usage table ) [4, 2, 5 ]. Then, we check the working path for each request

A that traverses this most congested SMF and to find the one A⇤ that can maximally reduce the FS

usage and reroute it to the second shortest path (:A⇤ + 1). Finally, we update the FS usage table,

the working path determination table , [A] and the maximal FS index used 5
F
<0G . Additionally, we

update the KSP table  [A] to keep track of whether all : shortest paths for a request have been

allocated. The above process is repeated until we cannot find a request that can reduce the maximal

FS index used 5
F
<0G or the : shortest paths have all been selected for a request. The pseudocode of

our proposed working path determination algorithm is shown in Algorithm 2.
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Algorithm 2 Working Path Determination Algorithm
Input: Traffic request sequence ' (A = {BA , 3A , CA } 2 ')
Output: Working path determination table, [A]; maximal FS index used 5

F
<0G

1: Arrange request sequence ' in descending order according to the traffic demands of the requests CA
2: Calculate the : shortest routing paths as the working path candidates for each request with the given source-

destination pair based on the  (% algorithm [79]
3: Set the maximal FS index used 5

F
<0G equal to 0

4: Set the FS usage table ) [4, 2, 5 ] = {4 : 2 : 5 : 0}(4 2 ⇢ , 2 2 ⇠, 5 2 �)
5: Set the working path determination table for requests, [A] = {A : (4, �⌧A [4], �A )}(A 2 ', 4 2 ?A )
6: Set the KSP table  [A] = {A : :A = 1}(A 2 ')
7: while True do
8: for each request A in ' do
9: Select one SMF of each link along the :B?A based on Algorithm 1

with the available range of FSs
10: if �⌧A and �A < ú then
11: Assign the FSs �A = [ 5B , 5B + CA � 1] in the selected SMF

along lightpath :B?A to the working path for request A
12: Update the FS usage table ) [4, 2, 5 ] and the maximal used

FS index 5
F
<0G

13: Update the working path determination table, [A] with the
assigned :B?A , �⌧A and �A

14: end if
15: end for
16: According to the FS usage table ) [4, 2, 5 ], find the most congested

SMF among the links, with the maximum spectrum usage
17: Check the working path for each request that traverses

SMF 2 of link 4, find the one A⇤ that can
maximally reduce 5 F<0G and reroute it

18: Set :A⇤+ = 1
19: Use set {A⇤} instead of R and return to line 8
20: if 5 F<0G decreases or :A⇤ < 5 for request A⇤ then
21: Update the FS usage table ) [4, 2, 5 ] and the maximal FS index

used 5
F
<0G

22: Update the working path determination table, [A] with the
assigned :B?A , �⌧A and �A

23: else
24: break while
25: end if
26: end while
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4.5.3 Backup Path Determination Algorithm

In accordance with the working path determination table , [A] obtained by Algorithm 2, we can

determine the backup paths for requests to ensure robustness against different network failures based

on Algorithm 3.

Algorithm 3 Backup Path Determination Algorithm
Input: Network failure type G 2 -; traffic request sequence ' (A = {BA , 3A , CA } 2 '); working path assignment table

obtained by Algorithm 2, [A]
Output: maximal FS index used 5

1
<0G ; total number of backup FSs 51?

1: Arrange request sequence ' in descending order according to the traffic demands of requests
2: Calculate the : shortest routing paths as the backup path candidates for each request based on the  (% algorithm,

with different available link and node sets for different types of network failures
3: Set the assigned request set '0, and path comparison set for each request A %0A
4: for each request A in ' do
5: if A = 1 then
6: Select the shortest path as the backup path for request A and assign

the FSs based on Algorithm 1
7: if �⌧A and �A < ú then
8: Assign the FSs �A = [ 5B , 5B + _A � 1], lightpath :B?A and

the selected SMF to the backup path for request A
9: Update the maximal FS index used 5

1
<0G and total backup

FSs 51? and add request A to '0

10: end if
11: else
12: for each request A0 in '0 do
13: Check whether a common link/node/SRLG exists

between the working paths for requests A0 and A
14: if such a link/node/SRLG exists then
15: Select the shortest path ? and assign the FSs based on

Algorithm 1
16: Add the maximal FS index used 5

1
<0G , the backup FSs

51? and path ? into %0A
17: else
18: Select the path ? among the : = {1, 2, 3, 4, 5} shortest

paths that coincides with the most links on the backup
path of request A0

19: Assign the FSs based on Algorithm 1 and add the maximal
FS index used 5

1
<0G , the backup FSs 51? and path ?

to %0A
20: end if
21: end for
22: end if
23: Compare the paths in %0A , select the path with the minimal 51? or

5
1
<0G as the backup path for request A; then, add request A to '0

24: end for

Similar to the procedure for working path determination, the request sequence for backup path

determination is arranged in descending order according to the traffic demands of requests. The :

candidate shortest paths for the backup path for each request are calculated by means of the  (%

algorithm. The available link and node sets for backup path determination are different for different

types of network failures.

Our proposed backup path determination algorithm, for which the pseudocode is shown in Al-
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gorithm 3, proceeds as follows. For each request in the sorted sequence ', we first choose the

shortest path (: = 1) as the backup path for the first request with the largest demand and assign the

FSs in the selected SMF of each link along this path based on Algorithm 1. Then, we update the

maximal FS index used 5
1
<0G and the backup FSs 51?. For each request whose backup path has

been determined, we add it to the assigned request set '0.

When allocating a request A after the first request, for each request A 0 in the assigned request set

'
0, we check whether any common span (link/node/SRLG) exists between the working paths for

requests A and A 0. If such a common span exists, the shortest path (: = 1) ? is selected, and the FSs

in the SMF of each link along path ? are assigned based on Algorithm 1. Then, we compute the

maximal FS index used 5
1
<0G and the backup FSs 51? when path ? is selected and add them to the

path comparison set for request A %0
A . If there is no common span, then we select the path ? among

the : shortest paths that has the most links coinciding with the backup path for request A 0. Similarly,

we add 5
1
<0G , 51? and the path ? to %0

A after allocating the FSs based on Algorithm 1. Finally, we

compare the paths in %0
A , select the path with the minimal 51? or 5 1<0G as the backup path for request

A , and we add request A to '0.

4.6 Numerical Results and Performance Analysis

To obtain a robust design of SBPP-based SDM-EONs against different types of network failures and

uncertainty in request size, we perform simulation experiments considering two network topologies:

(1) a 14-node 21 dual-link NSFN, as shown in Figure 4.13(a), and (2) a 28-node 34 dual-link EOBN,

as shown in Figure 4.13(b).

(a) NSFN

(b) EON

Figure 4.13: Network topology: (a) NSFN with 14 nodes and 42 directed links; (b) EOBN with 28
nodes and 68 directed links.

The assumptions of our simulation experiments are as follows:
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(1) Among the numerous available types of SDM optical fibers, we choose parallel SMFs for our

experimental scenarios. MMFs and MCFs are suitable only for short-range transmission be-

cause of the impact of the high intercore XT and the cladding diameter. By comparison, SMFBs

are more appropriate for long-distance transmission in backbone networks due to their almost

nonexistent intercore XT. Moreover, constructing SMFBs as bundles of parallel SMFs makes

the migration from existing SMF-based networks easier and less expensive, as this type of

SMFB is compatible with existing optical elements. In addition, the optical fibers of a back-

bone network are mainly laid under railways or on the seabed, so the low space efficiency of

the SMFB can be ignored. Overall, SMFBs appear preferable to other types of SDM fibers in

optical transmission and network scenarios [69].

(2) The predefined traffic size of each request is randomly selected from the set {100 Gbps, 200

Gbps, 400 Gbps, 800 Gbps, 1 Tbps}. The nondeterministic request size is defined via �-robust

optimization [78].

(3) The number of connection requests for the simulation experiments of small-scale instances

ranges from 20 to 50 at a step of 5; the number of requests for the simulation experiments of

large-scale instances is set to 500 and 1,000. For each traffic matrix with a certain number of

requests, their average request size is equivalent. To ensure generality, the source-destination

node pair for each request is randomly chosen, and the final result reported under each num-

ber of requests is obtained by performing 50 iterations with independent inputs of randomly

generated traffic matrices and taking the average.

(4) Each FS occupies 12.5 GHz of spectrum resources according to ITU-T G.694.1 [82]. We as-

sume that an optical carrier (OC) is composed of 3 FSs, which can support the transmission of

50 Gbps of traffic under DP-BPSK [46].

(5) We assume that the backup paths for node failure are selected to be node-disjoint with respect

to the corresponding working paths, that the backup paths for core and link failure are selected

to be link disjoint with respect to the corresponding working paths, and that the backup paths

for SRLG failure are selected to be SRLG disjoint with respect to the corresponding working

paths.

(6) The previously proposed : shortest path and first fit spectrum assignment algorithm (KSP +

FFSA) for working path and backup path determination is assumed that between each node

pair there exist three shortest paths for working path establishment, and three another shortest

path which are node/link/SRLG disjoint from its working path can be selected to determine the

backup path.
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4.6.1 Results for Maximal FS Index Used

We first evaluate the performance of the MILP model and our proposed heuristic algorithm for

working path determination in a 4-SMFB-based optical network as examples.

The left part of Table 4.2 shows the maximal FS index used and execution time for working path

determination of the MILP model, our proposed heuristic algorithm, and a previously proposed

algorithm. As shown in Table 4.2, when the number of requests is small (|' | 2 [20, 50]), the

optimal solution for the maximal FS index used obtained by the MILP model is constant and equals

21.0 with an increasing number of requests in different network topologies. The execution time of

the MILP model increases with the increase in the number of requests, and the execution time of

the MILP model in the EOBN is much longer than that in the NSFN. This is because the feasible

solution spaces of the MILP model expand with an increasing number of requests and network size,

leading to long execution times.
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Compared with the optimal solution, the gap between the solution obtained by our proposed

heuristic algorithm and the optimal solution increases with the number of requests, ranging from

0%⇠9.1%. However, our proposed heuristic algorithm can solve the problem in less than 2 seconds,

which is much less than the case of the MILP model. In addition, our proposed heuristic algorithm

performs better than the previous KSP + FFSA algorithm in both the maximal FS index used and

execution time. When the number of requests enlarges to 500 and 1,000, the MILP model is hard to

be solved due to the limitation of memory so that the optimal solution can not be found. Compared

with the previous KSP + FFSA algorithm, our proposed heuristic algorithm requires more execution

time but performs better in the maximal FS index used. Furthermore, similar to the case of a small

number of requests, more spectrum resources are used in the EOBN than in the NSFN.

The backup path determination problem is based on the output of the working path determina-

tion ,%⇤, including the routes, SMFs, and FSs assigned. Therefore, the maximal FS index used

for the backup path of requests against different network failures G 2 - can be obtained by the

following equation:

�
?
<0G

⇤ = max{,%⇤
, G 2 - |� ?

<0G (,%⇤
, G)}. (4.47)

Table 4.3: The maximal FS index used in different network topologies
NSFN EOBN

MILP-RSCA Heuristic KSP + FFSA MILP-RSCA Heuristic KSP + FFSA

20 21.0 21.8 22.1 21.3 22.0 22.8
25 21.0 22.0 24.1 22.8 23.7 25.9
30 21.9 22.8 24.5 26.0 27.1 28.7
35 23.3 25.1 27.5 30.4 33.0 37.7
40 24.8 26.9 30.3 36.6 38.9 48.5
45 28.8 31.4 38.8 37.8 40.5 57.2
50 33.3 36.8 53.3 38.8 41.6 65.4
500 - 254.9 302.7 - 254.9 372.9

1000 - 478.6 589.3 - 478.6 667.1

The right part of Table 4.2 shows the maximal FS index used and execution time for backup path

determination obtained by the MILP model and heuristic algorithms in the NSFN and the EOBN.

The maximal FS index used increases with an increasing number of requests, and two main reasons

are as follows. 1) As the number of requests increases, the working paths of different requests are

more likely to have a common core/node/link/SRLG, which leads to their corresponding backup

paths being unable to share spectrum resources in the common SMF of the same link. 2) More

requested backup paths share a common SMF on the same link as the number of requests increases,

resulting in an increase in the FS index used due to the spectrum nonoverlap constraint. Moreover,

the characteristics of the EOBN nodes and links are numerous and centralized, which leads to the

utilization of more FSs than in the NSFN.

Therefore, the maximal FS index used for both working and backup path determination �<0G
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can be computed as follows:

�<0G = max{�F
<0G , �

?
<0G}. (4.48)

The results of the maximal FS index used in different network topologies are shown in Table 4.3.

4.6.2 Results for Minimum Total Number of FS Reserved

We evaluate the minimum total number of units in FSs for the establishment of all backup paths

reserved on SMFs of links in the network. The four cases, node failure, SRLG failure, core failure,

and link failure, are separately considered for backup path determination.

Figure 4.14 shows the results of the total number of backup FSs against different types of net-

work failures and network topologies obtained via the MILP method and our heuristic algorithm.

The G axis shows the number of transmission requests, and the H axis shows the number of FS re-

served. The solid lines represent the optimal results obtained by the MILP model, and the dotted

lines represent our heuristic results.

(a) NSFN (b) EON

Figure 4.14: Number of FS reserved vs. number of transmission requests against different network
failures for the NSFN and EOBN.

As shown in Figure 4.14, regardless of the network failure or network topology, the total re-

served spectrum resources increase as the number of requests increases. In detail, the network

needs to reserve the sparest spectrum resources when SRLG failure occurs. In contrast, the least

spare spectrum resources are required to be reserved for backup paths against core failure. This is

because for the same traffic request matrix assigned in a certain network, the failure of an SRLG will

affect the working paths of the largest number of requests, while the failure of a core will have the

least impact. Moreover, the impacts of link failure and node failure on the working paths of requests,

77



which are more significant than the impact of core failure but inferior to the impact of SRLG failure,

are almost equivalent. It is worth mentioning that more spectrum resources are reserved in case of

link failure than in case of node failure. This is because the number of links in the network is more

than the number of nodes, resulting in a single link failure affecting more requests. In addition, the

number of FS reserved of the EOBN is much greater than that of the NSFN because the number of

network nodes and links in the EOBN is greater and their distribution is more concentrated. In both

the NSFN and the EOBN, the difference between the solution obtained by our proposed algorithm

and the optimal solution of the MILP is 1.3%⇠5.8%.

4.6.3 Results for �-Robust Optimization with Nondeterministic Traffic

For a robust network design under request size uncertainty, the �-robust optimization technique is

introduced.

(a) ĈA = CA (b) ĈA = 3CA

Figure 4.15: Number of FS reserved vs. � against different network failures for the NSFN with
nondeterministic traffic.

In this part, we assume a value of request size uncertaintyeCA = CA + ĈA . The values of parameter

ĈA are set to be CA and 3CA in our simulation experiments, which means that the nondeterministic

request size deviates by 2 and 4 times the original size. The number of transmission requests is set

to 50 so that the value of parameter � is in the interval [0, 50], in which � = 0 indicates that the
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size of all the requests in the network is deterministic and � = 50 indicates that the size of all the

requests is equal to CA + ĈA .

Figure 4.15 shows how the number of reserved spectrum resources changes with the value of

� in the NSFN. The G axis shows the value of parameter �, the H axis shows the number of FS

reserved. The solid lines represent the results with uncertainties in traffic volume and the dotted

lines represent the results with deterministic traffic (DT). Regardless of the value of ĈA , when the

size of requests fluctuates from CA to CA + ĈA , the total number of FS reserved for backup paths

increases for small values of � and then saturates to a particular value as � increases.

(a) ĈA = CA (b) ĈA = 3CA

Figure 4.16: Number of FS reserved vs. � against different network failures for the EOBN with
nondeterministic traffic.

The top and bottom halves of Figure 4.15 indicate the trend of reserved spectrum resources

when ĈA = CA and ĈA = 3CA , respectively. When � = 0, the curves of deterministic and nondeter-

ministic traffic coincide at one point. As � increases, the spectrum resources in FSs to be reserved

under different network failures generally increase, but the growth trends are inconsistent. The cor-

responding values of � are different when the numbers of FS reserved against different network

failures converge. Concretely, the number of FS reserved against core, link, node, and SRLG failure

becomes constant when � equals 2, 4, 10 and 14, respectively. Moreover, under any kind of network

failure, the maximum increase in the number of FS reserved is approximately twice and four times
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the original value when ĈA equals to CA and 3CA , respectively.

As indicated in Figure 4.16, the number of FS reserved varies with different values of � against

different network failures in the EOBN. Similar to what is shown in Figure 4.15, the number of FS

reserved first increases and then converges as � increases. Compared to the NSFN, the values of

� when the numbers of FS reserved against each network failure converge are different. In detail,

the number of FS reserved no longer changes when � is greater than or equal to 2, 6, 12, and 10

for core, link, node, and SRLG failure, respectively. In addition, more reserved spectrum resources

are required for backup paths in the EOBN than in the NSFN regardless of the value of �. This is

because the numbers of nodes and links in the EOBN are larger than those in the NSFN and the

distribution of nodes in the EOBN is relatively concentrated.

4.7 Conclusion

In this research work, we address the RSSA problem for working and backup path determination in

SDM-EONs implemented with bundles of SMFs. We propose a node–arc-based MILP model that

determines the working path for each connection request so as to minimize the maximal FS index

used while considering the assignment of routes, SMFs, and spectrum resources. Simulation results

show that the gap between the solution obtained by our proposed heuristic algorithm and the optimal

solution obtained by the MILP model is smaller than the gap between the solution found by the

previous KSP+FFSA algorithm and the optimal solution. Based on the output from the working path

determination problem, we also propose a node–arc-based MILP model and a heuristic algorithm for

determining the backup paths against various types of network failures such that the total number of

backup FSs is minimized. Simulation results show that the amounts of backup spectrum resources

against various types of network failures are different. Moreover, in addition to considering the

robustness of the network against failures, we also introduce a �-robust optimization technique to

design a network that is robust against uncertain traffic volume. Simulation results demonstrate that

the total number of backup FSs initially increases and then saturates as � increases regardless of the

type of network failure considered. The corresponding values of � at which the backup spectrum

resources saturate are different for various types of network failures.
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Chapter 5

Conclusion and Future Works

This doctoral dissertation addressed the routing and resource allocation problems in space division

multiplexing elastic optical networks. The conclusion of this dissertation per chapter is summarized

as follows.

In Chapter 1, We proposed a brief introduction to research topics in the field of communica-

tion. We introduced the main research directions in optical communication networks and listed the

corresponding topics of the research works in this dissertation.

In Chapter 2, we introduced five generations of optical networks with the development of In-

ternet traffic including early TDM-based optical networks, WDM-based optical networks, EONs,

SDM-EONs, and SCN-based optical networks. We introduced the core technologies of each gener-

ation of optical networks, performance improvements, and challenges of each generation of optical

networks. In addition, we discussed the routing and resource assignment problems based on the

characteristics of each generation of optical networks. We summarized the opportunities and chal-

lenges of routing and resource assignment problems brought by the evolution of optical networks.

In Chapter 3, we introduced our research work “Evaluation of Optical Transport Unit Line-

Card Integration in Spatially and Spectrally Flexible Optical Networks in Terms of Device Cost and

Network Performance”. In this research, we comprehensively analyze the network architectures, in-

cluding the transceiver and ROADM, according to different granularity combinations. We propose

detailed models for #-core MCF-based SDM networks considering the device cost, MAT, ATU, and

SE. According to the simulation results under a specific 4-core MCF-based SDM network, we find

that the spatial and spectral granularity (( and $) will strongly influence the number of Spa & Spe

SpCh transceivers installed at each node and the architecture of the ROADM and transceiver, re-

sulting in different device costs and performance of network deployment. Moreover, whether or not

SLC technology is supported also has an impact on the network cost/performance, but the impact

is not prominent. With a trade-off relationship between the device cost and network performance,

network operators need to choose the most suitable transmission system according to their objec-

tives. If the network operators focus on device cost reduction, an SDM network with higher ( and
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lower $ but without SLC support is recommended. Conversely, focusing on the maximization of

the whole network throughput, an SDM network with lower ( and higher $ and with SLC support

is preferred. In addition, an SDM network with lower ( and $ improves transceiver utility and

spectral efficiency.

In Chapter 4, we introduced our research work “Robust Design against Network Failures of

Shared Backup Path Protected SDM-EON”. In this research, we address the RSSA problem for

working and backup path determination in SDM-EONs with bundles of SMFs. We propose a node-

arc-based MILP model that determines working paths for each connection request considering the

assignment of routes, SMFs, and spectrum resources to minimize the maximal FS index used. The

experiment and simulation results show that the gap between our proposed heuristic algorithm and

the optimal solution obtained by the MILP model is smaller than the gap between the previous

KSP+FFSA algorithm and the optimal solution. Based on the working path determination output,

we propose a node-arc-based MILP model and a heuristic algorithm for backup path determination

against different network failures to minimize the total number of backup FSs. The experiment and

simulation results show that the backup spectrum resources for backup path establishment under

different network failures are different. Moreover, in addition to considering the network robustness

against failures, we also introduce the �-robust optimization technique to design a robust network

under uncertainty of traffic volume. The experiment and simulation results demonstrate that the total

number of backup FSs first increases and then converges as � increases regardless of the network

failure. The corresponding values of � are different when the backup spectrum resource converges

against different network failures.

Future works can be inferred based on the research lines stated in this dissertation. On the one

hand, we will focus on the routing and spectrum assignment problem in terms of device cost and

resource utilization in next-generation SCN-based optical networks. The main characteristic of an

SCN is that the optical layer can be divided into a hierarchical SDM layer and a WDM layer, which

is considered as a realistic and cost-effective solution. In an SCN, an SCh is supposed to carry a

high-capacity optical data stream that occupies the entire spectrum resource of an SL, which can

be a core in an MCF or an SMF in a bundle of SMFs. In the SDM layer, an SXC is served as the

main switch of a HOXC and provides end-to-end optical routing. In the WDM layer, WXCs are

served as edge switches of a HOXC and perform wavelength multiplexing and grooming. However,

such the introduction of a new architecture of optical networks will present challenges related to

network optimization. With the evolution from SDM-based optical networks to SCNs, the network

optimization problem will change from the RSSA/RSCA problem to the routing, spatial channel,

and spectrum assignment (RSCSA) problem due to the additionally introduced characteristic of the

spatial channel. Therefore, it is a challenging task that focuses on the evaluation of device cost

and network performance by solving the RSCSA problem in SCN-based optical networks. On
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the other hand, the sustained growth of capacity requirements leads to a remarkable expansion in

the scale of datacenter networks (DCNs) including the number of servers and the coverage area.

The introduction of SDM transmission technology can meet the high capacity demand in DCNs by

scaling up the lane count per fiber. Due to the long-haul transmission in inter DCNs, low spectrally

efficient modulation formats such as DP-BPSK and DP-QPSK are applicable. Therefore, there will

be more possible that the entire C-band spectrum resource can only accommodate a single spectral

superchannel in inter DCNs. Such a superchannel can be routed in an end-to-end manner based on

spatial bypassing without wavelength switching. Therefore, how to solve the routing and spectrum

assignment problem in SCN-based inter DCNs is a challenging task.
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